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ABSTRACT

RF circuit design has become a tremendously important research area along with
the growing popularity and importance of wireless communications. The linearity of
RF devices, such as the power amplifier studied in this thesis, plays a significant role
in determining the overall system performance. Therefore, evaluating power
amplifiers’ behavior, whether by measuring or simulating with the design, can provide
valuable information for the design process. This thesis reports my research on the
modeling and simulation of power amplifiers. First, I studied the modeling issues with

the focus on nonlinearity and linear memory. A proper modeling can provide us the



insights of the causes and effects of the non-ideal behaviors of power amplifiers. In
practice, the modeling parameters can be extracted by measuring the outputs with
selected excitation signals, such as single-tone, two-tone and multi-tone signals. In the
second part of this thesis, I try to evaluate the non-ideal effects by simulations instead
of physically measuring a circuit. 1 focus my effort for Orthogonal
Frequency-Division Multiplexing (OFDM) systems. In such systems, non-ideal
effects are summarized by measuring the Error Vector Magnitude (EVM). It is very
time-consuming if the simulation is conducted by inputting pseudo-random OFDM
signals and measuring the EVM output. To speed up the simulation time, I
developed a specially designed OFDM signal which satisfies certain spectral and
statistic properties.. Experiments show that using the designed signal can drastically
reduce simulation time and genetate comparable EVM values as compared to using

pseudo-random OFDM signals:

Index Terms: Power amplifier, Modeling, Nonlinear with Linear Memory,

Multi-tone testing, QPSK, OFDM, Gaussian PDF.
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Chapter 1

Introduction

1.1 MOTIVATION

In this thesis, I studied the non-ideal behavior of RF (Radio Frequency)
components in communication systems. Generally speaking, wireless transmitters and
receivers can be separated into the baseband and RF sections. The bandwidth of the
baseband section determines the rate that data can flow through the system. The
design of the baseband aims at improving the fidelity of the data stream being
communicated. The RF section of the transmitter.converts the baseband signal up to
the assigned channel and injecting the signal into the medium. Conversely, the RF
section of the receiver takes the signal from the medium and converts it back down to
baseband frequency. The RF systems are constructed primarily by four building
blocks — amplifiers, filters, mixers, and oscillators. The power amplifier (PA) is an
important part in the RF system. The power amplifier provides the energy to transmit
the signal from antenna to receiver. However, the power amplifier costs a lot of
energy in all wireless system and had a lot of area in RF circuit. The design of the

power amplifiers attracts a lot of attention in both practice and research..
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Figure 1 - 1 The typical wireless system.

In the process of designing a suitable power amplifier, it is often to set up a
model for simulations [1]. By modeling, the System could simulate very easy and fast
and could find out the problems coarsely. The important characteristics of the power
amplifier are power efficiency and linearity. This thesis reports a research on power
amplifiers that would usually suffer.from the nonlinearity of the transistors. In order
to measure the parameters of the model, testing signal should be designed at first. The
regular testing signals of the power amplifier are single-tone, two-tone, and the
Orthogonal Frequency Division Modulation (OFDM) signal. The pseuro-random
OFDM testing signal usually need a lot of time to simulate. If the engineers could
design a special OFDM signal that has the certain special properties of the

pseudo-random OFDM signals, then, the simulation time would reduce a lot.

1.2 THESIS ORGANIZATION
This chapter, Chapter 1, includes the some background knowledge of the

wireless system, motivation and the thesis organization of this thesis.

Chapter 2 introduces some background knowledge of power amplifiers and

several model types of the nonlinear power amplifiers.



In Chapter 3, this thesis introduces the measurement process with various input
signals, and how to design an OFDM signal with a specified Probability Density
Function (PDF) envelope.

The last chapter, Chapter 4, recapitulates the major considerations of this thesis

and concludes with suggestions for future investigation.



Chapter 2
Models of Power Amplifier

2.1 OVERVIEW OF POWER AMPLIFIER

The RF power amplifier is an electrical device to convert the signals into the
larger signals [2]. The two types of RF power amplifiers are traveling-wave tube
amplifiers (TWTAs) and solid-state power amplifiers (SSPAs). The SSPAs are
typically used at the lower frequency bands, and the basic building block of the SSPA
is composed of the power transistors. The main characteristics of an amplifier are
linearity and efficiency. The definition of the efficiency can be represented in the form

as

_ RE output power P,

_ , 2.1
= Dpc input power P, @1

where the amplifier could be figured out-by the-wvalue of the parameter ..

lPDc

PIn Po

P,<=Ppct+Pp,

Figure 2 -1 Power amplifier.

In general, the power amplifiers are classified according to their circuit
configurations and methods of the operations. The class of operation has very
important implications for power amplifiers in terms of linearity and efficiency. They
are intended for two types, linear operation (Class A, B, AB and C) or
constant-envelope operation (Class D, E and F). The following is brief description of

some of the more common amplifier classes. This paper is focus on the linear

4



operation type power amplifiers. Then, the constant-envelope operation power
amplifiers will be introduced by a short section. The common linear power amplifier

is shown in Figure 2-2 and 2-3.

Ve

| Lo Co

C

Figure 2 - 2 Single-ended power amplifier (Class A, B or C).

VDD

Lo Co

Figure 2 - 3 Complementary push-pull power amplifier (Class A, B or C).

2.1.1 CLASSA

Class A amplifiers have the highest linearity so they have very low distortion.
However, they are very inefficient so they are rarely used for high power designs.
Because output devices conducted through 360 degrees of input cycle (never switch

off), a lot of power was dissipated in the devices. The efficiency of the class A is



shown in followings. The maximum of Class A efficiency is about 50%.

)2
Py =2 2.2
pC R, (2.2)
Ve
~ 2.
" 2R, 23)
v; X
N classa = i ~ 22RL ~ Voz <50% (2.4)
Poe VD% 2Vp
R,
RFC

o

Figure 2 -4 Waveform of Class A.

2.1.2 CLASSB

Class B amplifiers are significantly more efficient than class A amplifiers.
However, they would have bad distortion when the signal level is low. Output devices
conducted for 180 degrees (1/2 of input cycle), and this distortion of operation is also
called crossover distortion. Then, the class B power amplifiers are usually used the
push pull structure to make a sine-wave. The efficiency of the class B is shown in

followings. The maximum of Class B is about 78%.

2V, -V
P, :# (2.5)
L
£
L¥op (2.6)

L



(2.7)

(a) (b)

Figure 2 -5 (a) Waveform of single-ended Class B (b) Push-pull Class B.

2.1.3 CLASSAB

Class AB is probably the mest )common amplifier because it combines the
advantages of class A and B amplifiers. The current signal between class A, class B
and class AB could be shown in Figure2-6. They have the improved efficiency of
class B amps and distortion performance that is a'lot closer to that of a class A. The
Class AB amplifiers would use pairs of transistors, both of them being biased slightly

on so that the crossover distortion is largely eliminated.

Class A Class B Class AB
mf in A b A
VA\ {/\)
e I - | AL Al
T 2n 3=m ot T 2n 3=m ot T 2n 3=m wt
Class A conduction Class B conduction Class AB conduction
angle 6 = 360° angle § = 180° angle 4, 180°< @ << 360°

Figure 2 - 6 Waveform of drain’s current.

2.1.4 OTHER CLASSES

The previous classes, A, B, and AB are considered linear amplifier, where the



output signal’s amplitude and phase are linearly related to the input signal’s amplitude
and phase. In the application where linearity is not an issue, and efficiency is critical,
nonlinear amplifier classes (C, D, E, or F) are used. The transistors of the nonlinear
power amplifiers are the switches and only works on the saturation and cutoff regions.

As a result, these types of the power amplifier are not the focuses of this paper.

2.2 MODELS OF POWER AMPLIFIER

Power amplifier is an important block in RF system. Through power amplifier
models, we could understand their behavior and optimize their performance.
According to data type, power amplifier models could be divided into physical

models and empirical models.

Physical models describe their behavior by electronic elements, voltages and
currents. They also provide high accuracy. by many parameters. Unfortunately, we
have more parameters, and we spend more simulation time. Moreover, if we would
like to get these parameters, we need to-a-lot of circuit details and knowledge. So,

physical model is unsuitable for system-level analysis.

Empirical models described their.-behavior by mathematics. Several equations or
data tables can describe the power amplifier model, and can be generalized from some

tests. If higher accuracy is needed, more tests are needed.

2.2.1 NONLINEAR AND MEMORYLESS MODEL

Memoryless nonlinear models are the simplest. By ignoring the memory effect,
behavioral model can focus on envelope transfer characteristics. A general input

narrowband input signal x(#) can be described as

x(2) = r(t)cos[ 27 fi +0(1)], (2.8)

where r(¢) is envelope amplitude and 6(¢) is phase components. The PA output, y(¢), as
yielded by Equation (2.8), will be represented as

y(@)=R(r (@), 1) cos[27rf0t +0(1)+D(r(2), fo)] , (2.9)



where nonlinear envelope transfer functions are R(r(¢), fo) and ©((?), fo). Equation

(2.9) around fj is further simplified as

y(t) = R(r)cos[wyt+ 0+ D(r)], 2.10)

where ®¢ =2nf,.. The function R(r) and ®(r) represent the nonlinear
amplitude-to-amplitude (AM-AM) conversion and nonlinear amplitude-to-phase

(AM-PM) conversion. Equation (2.10) could be written in different forms as follow:

y(t) = R(r)cos [a)ot +60+ (D(r)]
= R(r)cos D(r)cos(wyt+0)—R(r)sin ®(r)sin (w,t +6)
:[n(r)cos(a)ot+9)—Qu(r)sin(a)0t+9), @.11)

where in-phase terms, /n(r), and quadrature terms, Qu(r), and nonlinearity forms are

In(r) = R(r) cos D(r),

Qu(r) = R(r)sind(r). 2.12)

A simple schematic implementation of the quadrature form is shown in Figure 2-7.

\ 4

In(r)
x(D)=r(t)cosCrf+0(1)) ¥

\ 4

90"

\ 4

Qu(r)

Figure 2 - 7 Quadrature model of a power amplifier.

2.2.2 MODEL TYPE
A. COMPLEX POWER SERIES MODELS

A general form of complex power series model is expressed as
: !
y(0) =D kx'(), (2.13)
I=1

where k; are complex coefficients for a /th-order term. The complex power series
models need over three terms to achieve sufficient accuracy. However, harmonic and

9



IMP analysis effects are difficult to separate out from higher-order coefficients.

B. SALEH MODELS
Saleh model [3] defined two parameters in one equation to describe the model
characteristics. This model contained two types, polar models and quadrature models.

Saleh polar models are written as

a,r

R(r)=—2—
() L+ pr (2.14)

()= 2
ST pS (2.15)

where a,, S, ap and Sy could be extracted by using the least-squares approximation.
Quadrature models could be derived from Saleh polar models. These models could be

written as

In(r)= % 5 (2.16)
a,r3
Qu(r) = (2.17)

(1+ ,BQrz )2
where the quadrature-model coefficients a;, f;, ap and Sp would be extracted
independently of the polar-model coefficients a,, S, oy and fy. However, Saleh model
is difficult to process multi-carrier or complex modulated signals because the

parameters are too simple. Modified Saleh models are solutions for this problem.

C. MODIFIED SALEH MODELS

A general form of modified Saleh model [3] is written as

10



n
2(r)=—"— ¢, (2.18)

(1 + pr’ )V
where y is an exponent and ¢ is a phase shift. The AM-AM R(r) and the AM-PM ®(r)
are the same form of the equations. In AM-PM conversion, the parameter 7 is usually
equal to zero. The parameters (a, f) could be calculated with different variables (v, y).
In AM-AM conversion, the parameter 7 is often equal to one and ¢ is equal to zero.

Moreover, the coefficients (a, ) could be found in the same method.

D. BESSEL-FOURIER MODELS

The Bessel-Fourier model [4] is improved from the memoryless complex Fourier
series expansion. The Bessel-Fourier could process not only large and small signals
but also simple and complex multi-carrier, signals:.It is a decomposable model, and

separates from zonal-band and harmonic-band: It could be written generally as
- kY x(0)
YOy =D e LD, (2.19)
k=—00

and o is defined by the dynamic range. The value of the variable a is an important

coefficient. The parameter o is more adequate, and the result is better.

E. HETRAKULAND TAYLOR MODEL
Hetrakul and Taylor [5] made this quadrature model for TWTA power amplifiers.
The model equations could be expressed as
In(r)y=a,re " 1,(B,1%),
Ou(r) =agre " 1,(Byr),

and /y(.) is the modified Bessel function of the first kind. The extraction of the

(2.20)

coefficients ay, B, ap, and fp required optimization algorithms. In fact, Hetrakul and

Taylor model had good approximation of the in-phase equation /n(r), but had wrong

11



approximation of the quadrature equation Qu(r).

F. BERMAN AND MAHLE MODEL
Berman and Mahle [6] made the model and focused on the nonlinecar AM-PM

characteristics ®(7). The ®(r) depended on three parameters (a, 7, ):
O(r)=a(l-e ) +yr. (2.21)

The Berman and Mahle model could be combined with others of the AM-AM model.

2.3 NONLINEAR MODEL WITH LINEAR MEMORY

Memoryless nonlinear model assumed that characteristics of the power
amplifiers are frequency independent.’ The model didn’t consider memory effect
because of narrowband input signals. However, the wideband signals are generally
used in modern communication systems. Modeling PAs with memory and
nonlinearity becomes important.in wideband system design. This section will focus on

linear memory. By using linear filter, the model can be analyzed in frequency domain.

2.3.1 TWO-BOX MODELS

The two-box model assumes that memory effects and nonlinearity are
independent of each other. The model has two subsystems to separate out frequency
equations and envelope equations. The two-box model would be expressed as two
types: the Wiener model (memory-nonlinear) and the Hammerstein model

(memory-nonlinear) in Figures 2-8 and 2-9.

12



x(k) , z(k) N L)
—p1 FIR filter p=—p] Polynomial p—>p

Linear Nonlinear

Figure 2 - 8 The Wiener model.

x(k) , z(k) , (k)
—p1 Polynomial jp—p| FIR filter —=>p

Nonlinear Linear

Figure 2 -9 The Hammerstein model.

The equations of linear filter are shown below. The filter in the Wiener model is
0-1
Vi ) 2D T hk)x(k— ), (2.22)
q=0
and the filter in the Hammerstein model is-given.by
0-1
Vi r () = 02k — q). (2.23)
q=0

The nonlinearity block is composed by a power series, and the block in the Wiener

model is

N
Yy v (s)= Zc(n)zn(s)’ (2.24)
n=0

and the block in the Hammerstein model is represented as
N
Yy (s)= Zc(n)Xn (5). (2.25)
n=0

However, the parameters of two-box have to be estimated from swept-tone signals.
More details about swept-tone or multi-carrier measurements will be introduced in

Chapter 3. The power amplifier is a holistic circuit so it is not straightforward to
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separate the memory effect from nonlinearity. Many engineers have tried their hands

on this task. In the following, some methods will be presented in sketch.

2.3.2 FILTER AND NONLINEAR BLOCK ESTIMATION
A. FREQUENCY DOMAIN ESTIMATION
The method estimates frequency response by using the input and output power

spectrum. With mathematics, it could be explained by
S.(f)= j_m R, (r)-e >/ dr. (2.26)

R,,(7) 1s cross-correlation function, and S,,(f) is Fourier transform pair of R, (7). The

transfer function of the filter could be estimated as
S ()= R iAd)e * dr. (2.27)

S..(f)

Fl(f>=S o

(2.28)

However, this estimation method might need enough averaging to decrease the

random error.

B. LEAST-SQUARES METHOD
The least-squares method [7] estimates the filter by using matrix vector. The

matrix X for K measurements is expressed as

x(Q) Q-1 - x(D) ]
vo| ¥E@+D x(Q) - x(2)
B : : R (2.29)
xX(Q+K-1) x(Q+K-2) - x(K)_KXQ

Then parameter vector O is defined as
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o

0= };(;D (2.30)
A(Q-1)],,

O=X"X)"x"y. (2.31)

The variable X is a Hermitian matrix of the matrix X. This expression is also known

as the Wiener filter.

C. NONLINEAR BLOCK ESTIMATION

The nonlinear block of the two-box model could be calculated by using
least-squares method. On the other hand, thére are two kinds of estimation specially
using orthogonal polynomial, ‘Chebyshev polynomials and Hermite polynomials.
These polynomials would be the best model for some special input signals

[reference?].

2.3.3 THREE-BOX MODELS

The three-box model improves from the two-box model and it is built by
combining the Wiener model and the Hammerstein model by an addition filter.
Therefore, the three-box model is also called as the Wiener-Hammerstein model and

shown in Figure 2-10.

x(k) z(k) B B2 k)
—p| FIR filter p=———>{ Polynomial ——»] FIR filter pm—>p

Linear Nonlinear Linear

Figure 2 - 10 Three-box model structure.
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Now, the structure had two linear filters and one nonlinear block. Chapter 3 will show
how to separate out the function of each block. This section will present shortly

several kinds of three-box model.

A. INSTANTANEOUS QUADRATURE MODEL
The implementation was presented by Loyka and the structure was presented in
Figure 2-11 and 2-12.

x(k) | FIR | zi(k) . Z,(k) I FIR | ¥(k)
—> .. »| IFFT f——»| Polynomial p— IFFT B .. —>
filter | I filter
Linear : Nonlinear : Linear
Frequency : Time : Frequency

Figure 2 - 11 Instantaneous quadrature technique.

—»| [FFT

R(7,)cos(D(7,;))

Zi(f) Zo(f)

IFFT p—p

R(7,;)sin(D(7,;))

—p [FFT

Figure 2 - 12 Implementation of the static nonlinearity of the instantaneous
quadrature technique.

The first and third of the blocks process frequency-domain signal representations, and
the second block processes time-domain signal representations. Therefore, this model
needs to have extra transform functions betweeneach block. The output signal in time

domain is written as
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z,(k) =z, ,(K)R(r, (k)) cos[D(r, (k)] -z, o (K)R(r, (k))sin[D(r, (k))], (2.32)
where the variables z; (k) and z; o(k) stand for the Hilbert transform of the in-phase

and quadrature elements. The functions R(.) and ®(.) are the instantanecous AM-AM

and AM-PM conversions [8].

B. POZA-SARKOZY-BERGER MODEL

The Poza-Sarkozy-Berger (PSB) model [7, 9] tries to extend the memoryless
model to take account of frequency-dependent behavior. The basic assumption of the
PSB model is that input and output power spectrum would have the same shape. Then,
all conversions could be calculated by shifting a reference conversion. This idea is

expressed in Figure 2-13 and 2-14.

Filter Nonlinear Filter
—»| H() P AM-AM B Hy(f) —>
A
Pout A _t freﬁAf
(dBm) Ex Srer
. Fref-Af
APout
"~/
>
P;, (dBm)

Figure 2 - 13 The AM-AM portion of the PSB model.
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Filter Nonlinear Filter
—»| 7,(/) | AM-PM | OF) }—>

(I)out A
A
(deg)
freﬁAf [ AD
ﬁ«efAf E— I ——: out
ﬁef l :
o NNV
: !
P;, (dBm)

Figure 2 - 14 The AM-PC portion of the PSB model.

The several single-tone measured signals are recorded in the diagram. The AM-AM
conversion trace is shifted along the horizontal axis by the filter |Hi(f)| and along the
vertical axis by the filter |H,(f)|.. The" AM-PM conversion trace is shifted along the
horizontal axis by the filter O(f) and along the vertical axis by the filter |H,(f)|. The

structure of the PSB model is presented in Figure 2-15 [10].

x(?) _ _ B0)
—> 5,00 —o AMPM > g% M AM-AM o >
P
Filter Nonlinear Filter Nonlinear Filter

Figure 2 - 15 The complete structure of the PSB model.

At first, a reference frequency fy is selected and its AM-AM R(r, fy) and AM-PM ®(r,
/o) performances are measured. In the PSB model, the conversions are R(r, fy, Af) and
®(r, fo, Af) where the variable Af is the frequency difference to the reference
frequency fy. Therefore, the characteristics of the power amplifier can be evaluated

from the power spectrum measurement of the input and output signal.
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C. FREQUENCY —DEPENDENT SALEH MODEL
In previous section, the Saleh model [3] is one kind of the memoryless models.
From Equation 2.9 and 2.10, the coefficients a, f are changed into the function a(f)

and fA(f). Here, the functions that are dependent on the frequency could be written as

o, (S)r
In(r, f)=—1"—"—, (2.33)
L+ B,(f)r
ay()r’
Qu(r, f)= 5 VR (2.34)
(1+ B, ()r?)
The implements are shown in Figure 2-16.
In(r, p
_i-b Ho(f) = o) = Hoih ;
: i y@®
U - B 77 gl ~ad )

Small signal phase

Figure 2 - 16  Frequency-dependent Saleh model.

The function a(f) and f(f) could construct the filter in the Figure 2-16. The additional
filter ®y(f) is called small-signal phase and is measure for »—0. Moreover, the
Equation (2.33) and (2.34) could be rewritten in the modified Saleh model. Then, the

AM-AM and AM-PM characteristics would be more improved.

H,,(f)=B, () (2.35)

H,,(f)=By(f)> (2.36)
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Hb,,(f)=“'07 oL (2.37)
Hb,g(f)=“9(7 0 (238)

2.3.4 PARALLEL-CASCADE MODELS

This section is an introduction of the poly-spectral models including linear
memory and the Abuelma’atti model. The Abuelma’atti model used the first-order
Bessel function series J;(kr) to implement nonlinearities. Then, the Abuelma’atti
model consists of a frequency-independent quadrature model that could be combined

with the linear memory filter. The equations would be expressed as

In(r, f) = ZHIn,m () (emr), (2.39)
Ou(r, 1) =ZH o () (amr), (2.40)

where Hj, m(f) and Ho,,m(f) are the frequency-dependent filters. The structure is shown
in Figure 2-17.

This model, like as the Bessel-Fourier model, could be fitted by using a
least-squares method. The Abuelma’atti models have the perfect characteristics of the
in-phase channel. However, in the quadrature channel, when power is over 12dBm,
the representation error is decreasing. In higher power system, the Abuelma’atti

model is still greater than the frequency-dependent Saleh model.
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e —’l Ji(ar) _'l Hi i(f)

x(f) | = ccce==ces=sccssccssccccccccccccccccccooo

90° P J,(2ar) —’l H o)

Figure 2 - 17 Abuelma’atti model structure.

2.4 NONLINEAR MODEL WITH NONLINEAR MEMORY
The AM-AM and AM-PM conversions of the nonlinear memory models will no
longer depend on the envelope function r(¢). Here, the model will be considered as
the impulse response /.(¢) of a filter. In mathematics, it could be expressed as
2 (O)= [ (1), 2(O)r, ()e””
~ f(r O+ R ) *r (D] 1, ()e”?,

where fy(r«(f)) is the AM-AM and AM-PM transfer functions in the memoryless

(2.41)

system [12]. The model structure is shown in Figure 2-18.
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Nonlinear

1)
—» [x(7)] L > { AM-AM: R(r, (), 2(2))

o KON e < A URVESVERP AL CAORY o
x(z
! Dynamic z()=r(6)*h.(1)

0(t) T
> e

X.x(1)

Figure 2 - 18 Nonlinearly dependent on the instantaneous envelope amplitude and a

linear dynamic parameter.

The nonlinear model with nonlinear memory can be described by an artificial neural
network (ANN) or parallel structure. In a general nonlinear finite impulse response

model, it could be approximated by a first-order Taylor series expansion:
0
y(0) = Do f, (x, @sw)x(t=1,), 2.42)
g=1

where xy(¢) is predetermined nonlinear memoryless operation state. The output signal
is relative with a time-variant patameter z,. The memory polynomial model is the
simplest modeling expression. Then, the parallel Wiener model is well-known, and it
could model the nonlinear memory effect adequately by using a linear-time-invariant
(LTI) system to process the memoryless part. The Volterra-series-based models are
especially suitable for weakly nonlinear system. However, when the system has
complex nonlinear characteristics, to compute the Volterra kernels is difficult. Finally,
this paper will focus on the nonlinear model with linear memory so it is a short

introduction of the model with nonlinear memory.

2.5 SUMMARY
Memoryless nonlinear models have been researched for many years. The

complex power series, Saleh, Bessel-Fourier models are more popular in these models.
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From these models could be extracted the envelope transfer characteristics of the
AM-AM and AM-PM conversions. The complex power series might become a little
complex when the power amplifier has strong nonlinearities. The Saleh and modified
Saleh models can be used in the computer model because the parameters of the
models can be extracted by a least-squares method or a similar optimization process.
However, besides the Bessel-Fourier model, decomposing the model for IMP analysis
is very difficult. The Bessel-Fourier model might have a better accuracy in the
nonlinear models and could handle AM-AM and AM-PM easily.

Linear memory models could be divided easily into the nonlinear static part and
frequency-dependent part. The nonlinear part is the same as the previous section. The
filter, frequency-dependent part, is assumed that the nonlinear curve will sweep
linearly. The popular model is a three-box model, €specially the PSB model. Another
method is adding some frequency-dependent-parameters, like the Saleh model does.
Another way is using many parallel paths - with-the different filters and functions. The
Abuelma’atti model structure is a famous model of'them.

Finally, this paper will focus on the nonlinear model with linear memory without

much concern about the nonlinear memory.
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Chapter 3
Multi-Carrier Signal Measurement

3.1 SINGLE-TONE AND TWO-TONE MEASUREMENT

In the power amplifier design, efficiency and linearity is always our focus.
However, there is always a trade-off between efficiency and linearity. In the designing
process, an early-on simulation based on proper PA models can provide useful
information for fine-tuning the design. In Chapter 2, many PA models are introduced.
How can we verify whether a given model is adequate? In general, the process in

Figure 3-1 can answer this question.

Power amplifier to be
modelled

Y

Redesign and check

A priori . o
P Design excitation signal |«

knowledge

A 4

Measure or simulate

A

Decide model structure

A 4

A

Extract model parameters

A

A 4

Verity model
Error

! Right

Complete model

Figure 3 -1 System model identification [13].

According the information of the amplifier, the excitation signal can be designed

24



beforehand. The suitable excitation signal could have a significant influence on the
characteristics of the model. Then, the measurement is conducted with persistent
excitation. Because the power amplifiers are usually designed into the band-limited
structure, the sine or multi-sine signals are also usually used to test the device under
test (DUT). Some typical signals in system identification, like step function or
pseudo-random binary sequences, are unsuitable to test the characteristics of the RF
power amplifier because they are low-pass filtered or only modulated on a carrier
signal. The more complex or non-periodic signals can make the accuracy of
measurement higher, but we hope that the test signals can also make the process easier.
Usually, the multi-sine test signal is composed of four carriers at least. The next

section hasa short introduction of the testing signals.

3.1.1 POWER AMPLIFIER MEASUREMENT

The measurement of the power amplifier can observe many items, like noise
figure, stability, matching, etc. However, the taost important trade-off in power
amplifier design is between efficiency and linearity. Now, the follow will discuss two

properties.

A. EFFICIENCY

Drain efficiency and power added efficiency (PAE) are two measurements of the
power amplifier efficiency. Drain efficiency is defined in Equation (2.1) in the section
2.1, and it is a ratio of the output power to the dc consumed power. Power added
efficiency (PAE) is a more practical measurement, and the PAE is defined in Equation

(3.1). The PAE is a ratio of the difference between the output power and the input

lPDc

PIn Po

power to the dc consumed power.

P,<=Ppct+Pp,

Figure 3 -2 Power amplifier.
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P-P
nPAE:P—

DC

(3.1)

B. LINEARITY

Power amplifier [2] nonlinearity of the design is usually characterized by IIP;
and 1 dB compression measurements. Use a two-tone test to measure Ijps. By
sweeping the power level of the large tone, measure the 1dB compression point in
Figure 3-2, Figure 3-3 and Figure 3-4. The curve has a little nonlinearity around the
higher power. The point P4g is defined when the difference between an ideal linear
curve and a real curve is 1 dB. The nth-order inter-modulation distortion is called
IMD,, and 1dB gain compression point is called Pi4s. The parameter IP; is defined as
the 3rd-order intercepts point. The input power of the point IP3 is defined as I1P;, and

output power is defined as OIP; and shown in the Figure 3-5.

A

l)Out

Pids
Figure 3 -3 P;4p definition.

A Mag 4 Mag

A A A
b IMD,
v
T A
w1 wy " w 2601-(02 w1 Wy Za)z-a)l w

Figure 3 -4 IMD; definition.
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1st signal
power
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power |
. >
npe; p,

Figure 3 -5 1IP; and OIP; definition.

3.1.2 SINGLE-TONE AND TWO-TONE MEASUREMENT

The single-tone measurement is, the; most essential method to estimate the
characteristics of the power amplifier. The frequency response of the nonlinear static

and nonlinear dynamic power amplifiers are shown in-Figure 3-6 and 3-7.

DC 1st 2nd DC 1st 2nd
A 1 1 A 1 1
Pyt | 1 Pou | |
(dBm) : + : (dBm) : 4 :
} } } }
} } [} [} I
} } [} [}
1 1 »n 1 1 ! n
fo 2fy  freq fo 2fy  freq
° °
DC 1st 2nd
Pout
(dBm)

[

fo 2fy freq fo 2fy freq

Figure 3 - 6 Responses of a nonlinear static amplifier to a single-tone and a two tone

input signal.
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] ! ] » ] ! ] } >
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|; DC 1st 2nd
DC 1st 2nd
Pout } }
(dBm) : :
} } T~
} }
} }
| . | . »
fo 2fy freq fo 2fy freq

Figure 3 - 7 Responses of a dynamic nonlinear amplifier to a single-tone and a two

tone input signal.

The distortion in Figure 3-5 and 3-6 would be considered, especially that are located
in the DC, fundamental and second-order harmonic band. However, the two-tone
input signal could express the system that is nonlinear static or nonlinear dynamic.
The imbalances could be found in two-tonc or breadband signal. The additional
distortions are generated by adding and subtracting the frequency of the input (ex:
forf1, o, 26-fi, 2fi-f2, ...). The imbalances in the distortions are generated by
nonlinear memory effects. The “follows are the tests about a typical Class-AB
amplifier. The AM-AM and AM-PM conversions with single-tone measurement are

shown in Figure 3-8 and Figure 3-9.
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Figure 3 -8 The AM-AM conyersion of a single-tone test.
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Figure 3 -9 The AM-PM conversion of a single-tone test.
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Figure 3 - 10 The output power to input power of a two-tone test.
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Figure 3 - 11 IMD; for different output powers.

By two-tone input signal, the AM-AM conversions are shown in Figure 3-10.
The single-tone and two-tone measurement are the general tests for the power
amplifiers. These testing have the short simulation time but still have enough

information of the power amplifiers modeling. However, the system is getting more
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and more complex so the next section will discuss the multi-carrier testing signals.
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Figure 3 - 12 IP; for different frequencies.

3.2 MULTI-CARRIER MEASUREMENT

3.2.1 OVERVIEW OF THE OFDM TECHNOLOGY

At first, this section will introduce the Orthogonal Frequency Division
Multiplexing (OFDM) technology. The OFDM system has developed into a popular
scheme for wideband digital communications, such as digital television and audio
broadcasting, wireless networking and broadband internet access. OFDM is a
modulation technology or a multiplex technology. OFDM also could be viewed as be
modified from Frequency Division Multiplexing (FDM) technology. The FDM
technology is one type of signal multiplexing, and it uses the non-overlapping
frequency ranges to transmit different signals. The OFDM signal could earn more
spectrum efficiency by spacing the channels closely, as shown in Figure 3-13. The
orthogonal carriers would have a narrowband bandwidth. Thus, the symbol rate in the
OFDM signal is slow. This technique transforms a frequency-selective wide-band

channel into a group of non-selective narrowband channels. The typical OFDM
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systems are shown in Figure 3-13 and Figure 3-14.

CHI1 CH2 CHN
>

FDM Spectrum

CHN-1
CHN

CH2
CH1 CH3
LY , >

OFDM Spectrum
Figure 3 - 13 The typical FDM and OFDM spectrum.
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Figure 3 - 14 The typical OFDM system transmitter.
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Figure 3 - 15 The typical OFDM system receiver.
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Because the OFDM systems are used in wireless communication, the multi-path
interference problem should be consider in, the signal design. In order to avoid
intersymbol interference (ISI) effects from the multi-path, the guard interval (GI) will
be added in front of each OFDM symbol. The Gls didn’t carry data and are all zero
(zero padding). However, the GIs affect the orthogonality of the OFDM signal and
causes another problem, namely, the"inter-carrier interference (ICI). The symbol
cyclic prefix (CP) is a popular method to avoid ISI and ICI effects. The CPs copies
partial data of the original OFDM signal, so the new OFDM symbol could keep

orthogonal in each symbol.

Guard Interval

(Zero Padding)
GI DATA
< > < >
Tar T

Figure 3 - 16 Guard interval (GI).
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Cyclic Partial

CP DATA E

< > < >
Tcp T

Figure 3 - 17 Cyclic Prefix (CP).

3.2.2 OFDM SIGNAL TESTING

The complex multi-carrier signal with N tones could be expressed as
ﬁ: [27(fy+nf)i+@, |
x(t)=) AT (3.1)
n=1

where A4, and ®, are the amplitude and phase expression of the n-tone. Then, we
should have some new standardsito define output measurement. Besides of IIP,, and
IMD,, the Error Vector Magnitude (EVM) is also a standard to quantify the
performance of the power amplifiers. What is the EVM [14]? The definition is shown
in Figure 3-18, and the input+signal is the digital modulated signal. Due to some
reasons, such as nonlinearity, noise, outside interference, or imbalance of phase, etc,
the output signal vector does not match the reference vector, a product of the input

signal and gain. The error vector € is defined in Equation 3.2.

é:\M—R\
(3.2)
1%‘@2
EVM, = N o
LIRS
N5 (3.3)



Q -~

~ Error Vector
N 4

Reference Vector

\ Magnitude Error

Phase Error

\ 4

Figure 3 - 18 Error Vector Magnitude (EVM) definition.

3.2.3 REFERENCE OFDM SIGNAL

The reference model in Figure 3-19 is an OFDM signal with QPSK that is made
by Muhammad Nadeem Khan in the, MATLAB central. This type of OFDM is
particularly useful for WiMAX and other Wireless and Multimedia Standards. We
revise this OFDM model to fulfill our requirements, and the output spectrum is shown

in Figure 3-13. In the Chapter 4, the reference OFDM signal will be used.

|OFDM with QPSK]
<DATA TX] 10 TX
. n| OFDM
Data Source “—P» 1Q Mapper " P Modulation
OFDM_T.
AWGN
[OFDM B>
g P . OFDM
Data Sink |« . 10 Demapper [ Demodulator <
e > 1 Packet Loss
System i
[1Q TX] . Bit Loss
110 RX] Performa ;
SFDM T Total Bits
{OFDM Rg

Figure 3 - 19 OFDM with QPSK model by Muhammad Nadeem Khan.
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Figure 3 - 20 QPSK OFDM spectrums.

3.3 OFDM SIGNALS WITH GAUSSIAN PDF

3.3.1 ISSUE

Usually the OFDM testing signals are designed by a pseudo-random generator.
Therefore, the input signal is a concatenation of several pseudo-random OFDM
symbols (frames). The output measurements have to be averaged to obtain the EVM.
Adding more frames or more carriers can get higher accuracy. However, a lot of
frames will result in long simulation time, and a lot of carriers will result in a complex
system. In fact, the accuracy and complexity is a trade-off pair. In this thesis, the
designed signal follows the reference model to decide the number of the carriers. The
desired signal is an OFDM-modulated signal with its amplitude follows a Gaussian
probability distribution functions (PDF) [15, 16]. By the central limit theorem, the
summation of a sufficiently large number of independent random variables, each with
finite mean and variance, will be approximately normally distributed. The amplitudes

in the time domain could be seen as the summation of such independent random
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variables. Then, if the designed input signal is an OFDM with the Gaussian PDF for
its amplitude, perhaps a short segment of designed input signal can generate an output
signal with similar statistics as the output generated by a long segment of

pseudo-random OFDM signal.

3.3.2 METHOD

Step 1. Set the ideal spectrum model S(f) in frequency domain and ideal waveform
model w(i) in timr domain. These models must have the same power as of the
pseudo-random OFDM signals. The waveform model w(i) is made from a Gaussian
PDF, and the variable i is the time index of the waveform. In mathematic, it could be

written as

1

e ’

G =
o (3.4)

where the function G(a) is a Gaussian PDF and the parameter a is the amplitude. Here,
define the mean ¢ = 0 and the variance is 6. Then, assume the function N(a) is the
number of each amplitude value ai and the variable n'is the number of the carrier. The

Equation could be changed to

2

1 - az
N(a)=n-G(a)=n-———e 2.
(a) " (a) " G\/ﬂe (35)

Define the sum of OFDM signal power is the constant P, and we can get the Equation

(3.6).

szw a*-N(a)da

(3.6)
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Then, the adequate variance ¢ could be found, and the function w(i) could be designed.

The spectrum function S(f) had the same bandwidth with the standard model.
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Figure 3 - 21 Ideal spectrum function S(f).
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Figure 3 - 22 Ideal waveform function w(i).

Step 2. Generate an original signal x(z). The designed signal will have little

discrepancy between different original signals.
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Step 3. Use the fast Fourier transform (FFT) to convert the original signal x(7) to the
spectrum X(f) in the Figure.

() —=L— X (f) (3.7)

Y S S S A SO SN

P S S S S 11 S SO S

Power spectral density
()
!

frequency [MHz]

Figure 3 - 23  Original spectrum.X(f).

Step 4. Replace the magnitude spectrum by the ideal model S(f), combined with the

original phase spectrum. This is redefined as the modified spectrum U(f).

U(f) =[S (3.8)

Step 5. Use the inverse fast Fourier transform (IFFT) to convert the modified

spectrum U(f) in Step 4 to the time signal #(¢) in the Figure 3-24.

U(f)—T 5 (1) (3.9)
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Figure 3 - 24 The modified spectrum U(f) and time signal #i(¢) in first cycle.

Step 6. According the gradation of the envelope, replace the magnitude of the
signal (?) by ideal waveform model w(i). The new, signal in time domain is called as

o(?) that is shown in Figure 3-25.

01 , ! | | T

005 |--- A | ! | ]

jg 0 ' ] ll |.|| i _ ____? i o . F l f x ________ _
£ L M (i

.05 4-nnmm el i e
0.1 L ! L I l 1

1 2 3 4 5 g 7

time [sec] « 10°

Imay part

0 | i | | | i
0

1 2 3 4 5 g 7
tirme [sec] -6

Figure 3 - 25 The modified time signal 6(7) in first cycle.
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Figure 3 -

Power spectral density
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Spectrum S(f) and O(f) didn’t match.

Step 7. Use the FFT to convert the signal 6(¢) to the spectrum O(f). Then, we could

find that the spectrum might not match theideal model S(f) in Figure 3-20. The

designed signal O(f) is hard to satisfy therideal.model S(f) and w(i) at the same time.

For this reason, we have to repeat the process from Step 3 to Step 7. The modified

signal will converge after sevetral cycles. The converged baseband signal g(7) is shown

in Figure 3-27.
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Figure 3 - 27 Time domain signal g(z).
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Figure 3 - 28  Spectrum G(f).

Step 8. From Stepl to Step7, we designed: a baseband signal g(¢) with the same
bandwidth, and its envelope is a.Gaussian, PDE. Then, modulate the signal g(¢) to the
passband frequency. At first, the signal g(#) is be upsampled. The upsampling
spectrum G(f) is shown in Figure 3-29.
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Figure 3 - 29 Spectrum G(f) with upsampling.

Step 9. From Equation, the baseband signal g(t) is modulated to high frequency
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band. The final y(t) and its spectrum Y (f) will be shown in Figure 3-30 and 3-31.

Amplitude

Y(f)=G(f£f)

FFT pairs ,
y(6)=&(t)- e

time [sec)

(3.10)

x 10
Figure 3 - 30 The passband time signal y(7).
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The passband spectrum ¥(f).

Now, the OFDM signal with a Gaussian PDF envelope has already made. The next

section will describe how to do simulations with this signal.
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3.4 CO-SIMULATION

In the previous section, we have made the OFDM signal with the Gaussian PDF
envelope. Now, this section will discuss how to simulate PAs’ behavior with this
signal. There are many software packages for designing circuit. The Advance Design
System (ADS) is a good tool of RF simulation needs. It has two types of schematics,
analog (RF) or digital. In general, the engineers usually use the analog interface to
design a power amplifier. Unfortunately, if the input signals for simulation are
multi-carrier or some complex signals, simulations will need a lot of time and more
complex setup. In order to simulate PA with OFDM signals, we decide to do the

co-simulation in the ADS. The structure is shown in Figure 3-32.

() . ™~ ENV
) > >
= \ i = [aut
Frle v [ Short
SUB1

ReadFile Distributor2 RectToCx CxToTimed “ EmOutShort TimedSink
R1 D1 R16 c1 02 TouT
FileName="OFDM_256_Rantt"  BlockSize=1 TStep=TstepO OutFreq=ftb Plot=None

RES
R15
R=Zlcad

ControlSimulation=YES FCarrier=fbb;
OutputType=zero padded

RLoad=DefaultRLoad
Start=Defaul{TimeStart
Stop=DefaultTimeStop
ContrdSimulation=YES

Figure 3 - 32 ADS environment.

The DUT is set in the subsystem, and the input signal will be read by from a file. The
ADS has some communication blocks to modulate the signal, and it’s a way to design
the passband signal. In the co-simulation, the analog box can just choose the envelope
or transient simulation, and the envelope simulation is faster. I designe the input
signal by MATLAB and simulate the whole PA by ADS. In order to compare between
the designed signal with a Gaussian PDF envelope and the pseudo-random OFDM
signal, the environment will keep the same. Some parameters will use default value
by ADS setting. The output signal is converted by ADS function shown in Figure
2-33.
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Figure 3 - 33 Data File Tool in ADS system.

The output file is in .TXT format and will be read back to MATLAB in which EVM
and some results can be calculated. Thus, the output spectrum could be observed by

ADS and processed in MATLAB. The result will be shown in Chapter 4.
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Chapter 4
Results and Conclusions

4.1 RESULT

4.1.1 RESULT OF THE QPSK OFDM SIGNAL
The pseudo-random QPSK OFDM signals are generated by the reference

MATLAB model. The input data file is read with text format and simulated by ADS.
In order to reduce simulation time, the QPSK signal is divided into several parts. The
output signals in time domain would:be combined and processed by MATLAB. We
transfer the data to the first quadrant and calculate the result. The output data has
phase shifts, and we correct the effects before calculating EVM. The EVM of the
QPSK OFDM signal are defined in Chapter 3 and shown in Figure 4-4. The EVM in
the guard band are meaningless‘because input signals should be all zeros in that band.
Therefore, we will define them as zero.-In Figure 4-4, the reference vectors are
calculated by each point. In Figure 4-5, the new reference vector will be defined with
same magnitude, and the EVM value will be changed. The result in Figure 4-4 is

worse than the result in Figure 4-5.
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Figure 4 - 1 Original output data in secatter plot.
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Figure 4 - 2 Transfer data to first quadrant with wrong method.
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Figure 4 - 3 Transfer data to first quadrant with correct method.
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Figure 4 - 4 Error vector magnitude of the QPSK signal.

EVM,, =6.427%

EVM . =2.679%
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Figure 4 - 5 Error vector magnitude of the QPSK signal with same standard.

EVM,, =7.422%

EVM,, =3.110%

4.1.2 OFDM SIGNAL WITH GAUSSIAN PDF ENVELOPE

Simulations with the designed signal will be conducted in the same way. Of

course, the EVM in the guard band will be also defined as zero. The output signal SO

and input signal SI are shown in Figure 4-6. We would calibrate the output signal in

Equation 4.1 and calculate EVM in Figure 4-8. We also designed a double length

signal in Figure 4-9.

XOutput (t) = Gainapi DXInput (t - T)
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4.2 CONCLUSION

In past, the error vector magnitude is measured by the long-term averaging of
error vectors associated with the pseudo-random OFDM signal. The simulation would
take a lot of time. I hope to develop a simulation method with a specially designed
signal such that the simulation time can be cut drastically. To this end, partial success
is obtained. The EVM of the designed signal is higher than the EVM of the random
OFDM signal, and the graphs are not the same completely. However, if the length of
the design signal is increased, a much better result of EVM can be obtained. Another
way to calculate EVM of pseudo-random OFDM signals is to fix a constant gain
factor for all sub-carriers, and the deviation of gains among sub-carriers would be
counted into EVM. The EVM thus obtained would also increase and get closer to the
EVM value obtained with the designed,signal. It is not clear yet which procedure
should be adopted as the standard method to caleulate EVMs and to compare the
results obtained from pseudo-random OFDM signals and our designed signals. These
topics are worth further investigation and should be considered as future works. There
are also some other problems.in this test. At first, the OFDM signal usually has
phase-shift effect. Then, I did not eancel the phase-shift well. In the random QPSK
OFDM signal process, the EVM calculations are based on the root-mean-square value
of the output result. Therefore, the random signal could have less phase-shift effect
and get good reference vector. On the hand, the original signal before the design
would affect the output design signal. With more controlled design conditions, we
might have some better choices to design and the original signal effect could decrease.
We could also try to increase length of design signals, and we could see the better
results. The next topic is how to decide the better standard that could calculate fairly
EVM between reference signals and designed signals. Then, we could decide the
length of designed signal and the measurement method of reference signals.
Nevertheless, the designed OFDM signal with Gaussian PDF could be used to

measure the power amplifiers much more quickly.
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4.3 FUTURE WORKS

The problems in the conclusion would need to find some better methods.
Because I don’t have enough time to study my research, the excitation signal just is
one kind of the random QPSK OFDM signal. If the signals are other modulations, the
difference between designed signal and random modulated signal could be changed.
The relationship is a new topic to research. Then, we add the conditions to design a
signal, and the EVM graphs could be closer. The number tones of the signal would
affect the exactness that is proved in the reference papers. However, the difference
number of the design cycle would affect the shape of the excitation signal. The
relationship of the cycle number is also a new question. Now, the systems are more

complex so we need more correct models and signals to design.
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