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Algorithms for Chip-Package-Board Codesign

Student: Ren-Jie Lee Advisor: Prof. Hung-Ming Chen

Department of Electronics Engineering
Institute of Electronics
National Chiao Tung University

ABSTRACT

Due to the trend of more and more SoC and SiP projects, the complication in
chip, package and board designs, and signal interactions thereof is increasing very
rapidly. Typical peripheral wire-bond design will be inappropriate for most modern
designs; therefore flip-chip package<becomes an inevitable choice. However, engi-
neers usually designate the key interfaces including 1/0Os, bumps and package pin-
out (ballplan) by hands in conventional flip-chip designs. The chip-package-board
co-planning process is indeed time-consuming and always postpones the time-to-
market (TTM) of products. In response to the aforementioned issues, this disserta-
tion proposes methodologies in planning those interfaces with concurrent codesign

paradigm, thus speeding up the developing time dramatically.

The dissertation contains three parts. First, we propose a novel and very effi-
cient approach to automating pin-out designation in flip-chip BGA packaging for
package-board codesign. The manual time-consuming codesign works can be re-
placed by proposed methodologies. Through considering signal integrity, power
delivery, and routability in pin-block design, our frameworks provide trade-offs in
signal performance and package cost while achieving the minimum package size. Sec-
ond, we present a planning algorithm to optimize pin-block locations by using a new

representation for pin-block placement, and defining range constraints in stochastic

il



framework. The experimental results show that our algorithm optimizes the system
interconnects during package pin-out planning. In addition to the package-board
codesign, we develop a concurrent design flow for chip-package codesign in the third
part. Comparing with the previous works, the methods in this part preliminarily
provide the optimization study of net crossing and length deviation which are very
critical requirements in chip-package codesign. By designing specific I/O-bump tiles
and proposing an innovative I/O-row based scheme, two heuristic methods and one
assignment algorithm are provided for package-aware I/O-bump planning. As a
result, a chip-package-board co-planning automation attempt is accomplished for

optimizing performance and design cost simultaneously.
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Chapter 1

Introduction

1.1 Motivation and Contributions

As silicon technology scales, more and more circuits could be integrated into
a single chip. The amounts of input/output(I/O) signals have been dramatically
increased per unit area. This trend elevates the degree of the complication in chip,
package and board designs [1, 2].- Figure 1.1.shows the relationship between chip,
package and board. Signal interactions among them now heavily influence the design
performance due to the largely increased number of I/0 signals. The impact of bad
package and/or board design cannot be ignored in high-end designs any longer [3].
Accordingly, the modern chip design problem must be treated as a system-level
problem. Under this circumstance, the chip-package-board codesign is therefore
becoming increasingly critical in designing very large scale integration (VLSI) de-
signs. Specifically, those designs are I/O-pad limited chips possessing more than one

thousand I/Os.

Regarding the typical flip-chip design flow, an IC-driven flow [4], it has some
inevitable shortcomings. As shown in Figure 1.2, after completing the chip physical
design tasks including the core-1/O co-placement and detailed routing for core cells,
this bottom-up design flow assigns the bump locations then connects bumps and

corresponding I/Os with redistribution layer (RDL) routing. Next, beyond the die,
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the bump placement and ball locations assigned by package designer will be used
for package routing. The last step is printed circuit board (PCB) routing in which
PCB designer connects package balls to the components on PCB. Since each design
stage has its own considerations and requirements, the major disadvantages of this
sequential design flow are evident. This flow not only results in long and costly
re-spin cycles on satisfying entire system’s design constraints, but also inevitably

causes the failed package and PCB design.

In order to overcome the drawbacks mentioned above, in this dissertation we
have proposed a novel concurrent codesign flow as shown in Figure 1.3. Firstly,
according to the given PCB component placement, our flow automatically assigns
the package ball locations by planning dedicated pin-blocks. After that, a novel
planner will fine-tune those pin-blocks to optimize the system interconnects. At last,
through designing the specific I/O-bump tiles it-produces the package-aware 1/0O-
bump assignment for chip-level core cell placement. Comparing with the sequential
design flow (see Figure 1.4), the concurrent-one simultaneously completes the within-
die and beyond-die design tasks composed of the chip physical design and routing

works on die, package and PCB.

In addition to proposing the concurrent design flow for chip-package-board code-
sign (Figure 1.3), this dissertation also develops some automated methodologies to
plan or to assign the interfaces among chip, package and board. Such interfaces
include I/Os, bumps and balls which are very critical and affect whole system’s
performance. Table 1.1 shows the average runtime of a SoC system design' which
approximately has 5.0/ gate count, 500 I/Os and six major components on PCB.

While implementing this system with typical design flow, the total runtime obtained

!This SoC system provided as an example design is a chipset IC packaged with a flip-chip ball
grid array (BGA) and mounted on a motherboard. The related design information about the
average runtime and design solutions in typical design flow is derived from an experienced engineer
who is working for a design service compony in Hsinchu Science Park, Taiwan.
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from industry is around 6.0 (week). However, through using automated methodolo-
gies and going with the concurrent design flow, the total runtime can be significantly
reduced to 1.5 (week). As a result, our approaches converge the solutions of chip,
package and PCB design within fewer iterations and tremendously reduce the time-

to-market (TTM) for designs.

1.2 Organization of This Dissertation

The remainder of this dissertation is organized as follows. Chapter 2 proposes
six signal-pin patterns for pin-block construction and floorplanning in package ball
assignment. Signal integrity (SI), power delivery integrity (PI), and routability (RA)
have been accounted for in those patterns, which helps to speed up the process
of pin-out designation. Furthermore, we have.proposed a near optimal approach
to minimizing package size by mathematical (linear) programming formulation. In
Chapter 3, we present the ideas to optimize the system interconnects during package
pin-out design. Those ideas keep the same minimized package size as aforementioned
pin-out assignment work and ensure that SI, PI, and RA can still be accounted for
significant reduction in design cost. With considering the package ball location, our
proposed methodologies provide a package-aware I/O-bump planning for chip-level
core cell placement and package-level routing task. Next, in Chapter 4 we skip the
redistribution layer (RDL) routing and design the specific I/O-bump tiles based on
an innovative I/O-row scheme. Finally, we draw the conclusions and list some future

works in Chapter 5.
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Chapter 2

Automated Package Pin-Out
Designation for Package-Board
Codesign

Deep submicron (DSM) effects drivesthe.complication in designing chips, as well
as in package designs and commuunications between package and board. As a result,
the iterative interface design has been a time-consuming process. This chapter
proposes a novel and efficient approach-to-designating pin-out, which is a package
ball chart describing pin locations for flip-chip ball grid array (BGA) package when
designing chipsets. The proposed approach can not only automate the assignment of
I/O pins on package, but also precisely evaluate package size which accommodates
all pins with almost no void pin positions, as good as the one from manual design.
Furthermore, the practical experience and techniques in designing such interface has
been accounted for, including signal integrity, power delivery and routability. This
efficient pin-out designation and package size estimation by pin-block design and
floorplanning provides much shorter turn around time, thus enormous improvement
in meeting design schedule. The results on two real cases show that our methodology
is effective in achieving almost the same dimensions in package size, compared with
manual design in weeks, while simultaneously considering critical issues and package

size migration in package-board codesign.



2.1 Overview

Because of DSM technology, chips now contain more functionality and are be-
ing driven to higher performance levels than ever before. Consequently, with more
functionality on the chip, designers have to deal with higher I/O densities, more
signals coming out of a chip and tighter geometries [5]. This leads to the compli-
cation in designing package which accommodates chips, as well as the board which
accommodates the packages. As a result, the ability to design the chip, the pack-
age and surrounding system concurrently becomes a primary advantage, but also a

challenge.

Recently chip-package codesign has drawn attention under the circumstances
mentioned above [6, 7]. However package-board codesign, which is definitely not a
trivial work, still needs more works: Several researches were related to package and
printed circuit board (PCB) physical designs [8, 9, 10, 11]. [8] presented a style for
BGA ball-out, but shielding pins used for preventing pin-to-pin crosstalk were not
considered. Moreover, when they try to keep the package cost small, this style will
put a restriction on the maximum package size. Thus, there is a limit to the number
of BGA balls that can be used for power delivery, and area for power delivery from
motherboard to package. [9] proposed an algorithm which assigned and routed the
solder bumps of a BGA package to a set of fanout points in a single layer. This
work only created a topological routing, not precise geometry layout, and only the

routability issue on PCB is considered.

For pin assignment problem, [10] presented a simulated annealing algorithm to
find a pin assignment solution which considered the routability issue on BGA pack-
age and PCB, but no other DSM effects were considered. [11] suggested a direction
of research for topological pin assignment. The two-stages heuristic algorithms, ini-

tial pin assignment and assignment improvement, can be closely attuned to a specific
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router, then enhance the routability of PCB by reducing wiring congestion and path
crossovers. Since this methodology disregarded the package pin number, it can not
be applied to assign the pin-out of flip-chip BGA package which has large number
of pins and significant cost issue. All these researches are not suitable for modern
package-board codesign, which is requested to have minimal turn around time and

optimized signal performance as well as package cost.

Figure 2.1(a) shows the typical interface design flow for IC-package-PCB code-
sign. In general, IC designers finish the pin designation based on experience (rule-of-
thumb). In order to tradeoff signal performance and package cost, they always take
few weeks to modify package size, rework package substrate and PCB layout, then
rearrange pin-out. This conventional process can not efficiently estimate an accurate
package size during designating pins for flip-chip BGA and possibly degrade signal
performance due to the weakness:on product experience and basic design concept.
Furthermore, the costly refinement mentioned above constantly postpone the sched-
ule of chip implementation, thus lengthen-the time to market (TTM). Figure 2.1(b)
illustrates the proposed design flow. First of all, we will create the rough pin config-
uration, which includes only four essential parameters. We automatically determine
the pin-block order through an intuitive manner and flexibly design an appropriate
pin pattern by solving integer linear programming (ILP) problems. After finishing
the pin configuration, the designers will obtain the optimized package size and die

size by automatically designating pin-out and locating 1/O buffers.

This chapter aims at presenting a novel approach to designating pin-out and
replacing heavy-loaded human design by automation process, which accounts for
practical experience and techniques. Therefore, the detailed problem definitions are

as follows:
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Create pin configuration:
Signal operating frequency
1/0 buffer characteristics
Power domain

Voltage level

v

V'V VV
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-] Estimate package size

(Run time = 0.5~1 week)
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(Run time = 0.5~1 week)

e

O Output trial package size
and pin-out
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-
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O Design PCB layout
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equirements?

(a)

* Requirements include:
1. Routability on package
substrate and PCB
board.
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and P. I. defined by
designer.
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fbreate rough pm configuration";‘ 3
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i » Pin name
| > Pin-block order
» Signal-pin pattern
| » Power-pin number

(=] Automatically designate
| pin-out
|0 Optimize package size
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| Fine-tune pin-out
(Run time = 0.5~1 day)

|0 Automatically locate 1/0
buffer and pad
|0 Optimize die size
(Run time < 10 sec.)
' Fine-tune pad location
(Run time = 0.5~1 day)

|0 Output optimized package [}

| size and pin-out

|0 Output optimized die size
and pad location

O Design package substrate
1 Design PCB layout
(Run time = 1~2 weeks)

Do they meet
equirements?

(b)

Figure 2.1: (a) is the typical flow and (b) is the proposed approach in interface
design planning for IC-package-board codesign. Our approach not only automates
pin-out designation efficiently, but also optimizes package size during design stage,

thus reducing the time of iteration.



Input:

e The given pin list described pin connections between target package and cor-

responding PCB components.
e The rough corresponding PCB components’ layout.

e The attributes of each 1/O pin.

Output:

e The evaluated package size and designated pin-out for target package.

Pin-out criteria:

e The minimized package size.

e The optimized signal integrity, power delivery and PCB routability.

In this chapter, we have formulated feasible constraints for automatically de-
signing pin patterns, which are used to assign the signal pins along the particular
constraints and work as templates. And then we proposed six signal-pin patterns
for pin-block construction in package design. Signal integrity, power delivery, and
routability have been accounted for in those patterns. This helps to speed up the pro-
cess of pin-out designation. Furthermore, we have proposed a near optimal approach
to minimizing package size by mathematical (linear) programming formulation. The
package size migration issues are also considered through a simple estimation. The
experimental results show that our solution can achieve almost the same results as

manually designed by experienced designers, with much less time.
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2.2 Pin-Out Designation by Considering Signal
Integrity and Power Delivery in Package-Board
Codesign

Several critical constraints and considerations need to be taken care of whole
designating package pin-out. In this section, we will discuss them comprehensively
then introduce the design of pin pattern which can take all the constraints and

considerations into account.

2.2.1 Constraints and Considerations

Locations of PCB Components

Figure 2.2 depicts a sketch of PCB layout. Usually PCB board contains several
kinds of components and connectors which-are applied to specific interfaces. The
length of signal net from package pin to component or connector on PCB is the
primary contributor to parasitic inductance. Therefore, package pins will exacerbate
simultaneous switching noise (SSN) by increasing the parasitic inductance in the
signal nets [12]. The familiar equation shown below describes the basic mechanism
of SSN (Vssn):

Vssn = N Lo (dI/dt) (2.1)

where N is the number of switching drivers, L, is the equivalent inductance in
which current must pass through, and [ is the current per driver. In order to
minimize the physical length of the signal net and thus reduce the total parasitic
inductance, package pins should be accommodated in particular regions. As shown
in Figure 2.2, the minimum net-length can be obtained by assigning the order of pin-
blocks according to the certain location of corresponding components or connectors

then fine-tuning the direction of package properly.
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Figure 2.2: A general layout of PCB board. The order of pin-blocks on IC package
should be assigned according to the corresponding components then fine-tuned the
direction of package to meet minimum net-length.
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Routability

Another crucial factor of successful pin designation is routability. For routing
issue, the inflexible package-board routing rules force the row number of signal pins,
signal net width and spacing on PCB to be critical constraints. Figure 2.3 shows
the simplified cross-section of a flip-chip package which is mounted on PCB board.
For a general 4-layer PCB board, only the top and bottom layers are allowed to be
routed nets; the second and third layers are used for planning power/ground plane.
Based on the rules of thumb, package outer pins (solder balls located close to the
package edge) connect solder bumps through vias and package top layer routing.

These outer pins are then inevitably routed on PCB top layer.

On the other hand, package inner pins located around the core of package must
connect solder bumps by package bottom layer routing and then are routed on PCB
bottom layer. Figure 2.4 demonstrates the routing pattern on PCB top layer and
package bottom layer respectively. For instance; when the diameter of PCB pad is 14
mil (1 mil = 25.4 um), pad pitch is 39.37 mil, signal net width and spacing are both
5 mil on a 4-layer PCB board, the space between two pads can only be penetrated
by two nets. It means only three rows of signal pins can be fanned out nets on
PCB top layer. Because of these routing rules, the excess row number of signal
pins will undoubtedly cause routing congestion due to restricted area between pins.
Figure 2.5 lists the confined row number of signal pins is constant and independent
of the package sizes. In our example, the maximum row number of outer pins is
nine and that of signal pins is seven (this happens when the nets on PCB bottom

layer can be connected to four signal pins).
Signal Integrity

According to the routing pattern, shown in Figure 2.4, we can generalize the rule

of thumb in assigning pins. That is, if signal pins are allocated on the same row,
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Figure 2.3: Simplified cross-section of a flip-chip package mounted on PCB board.
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Figure 2.4: The routing pattern on PCB top layer (a)(b) and package bottom layer
(c)(d). Because of the routing rules and restricted area between pins, the confined
row number of signal pins is six. The excess row number of signal pins will cause
routing congestion during the package substrate and PCB routing phase.
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Central-pin (power/ground)
kY

Row number of
. ) . Row number of
Package size Pin number outer-pin outer-pin
(mm) (Width x (Row x | (power-pin, ground- | o1 o)
Height) Column) pin and signal-pin)
37.5x37.5 36 x 36
35x 35 34 x 34
31 x31 30 x 30
27 x 27 26 % 26

Figure 2.5: The restricted row number of signal-pin is constant and independent of
package size due to inflexible package-board routing rules (PCB pad=14 mil, pad
pitch=39.37 mil, net width=5 mil, net spacing = 5 mil, for four layer PCB board).

their nets can have balanced routing, which means these nets will have matched
impedance on PCB and package layout. On the other hand, if signal pins are allo-
cated on the same column, only some nets'¢an have balanced routing. The matched
impedance is an essential requirement for-high-speed differential systems, because it
can eliminate the common mode noise thus improve the signal performance. For sig-
nal integrity reason, return path inductanee is another main course. The unsuitable
placement and number of return path pins, which are power or ground pins, will
maximize current return loops and increase return path inductance. This will dra-
matically degrade signal integrity and exacerbate radiated emissions. Its mechanism

is similar to that of SSN and has been shown in equation (2.1).

With regard to crosstalk noise, one of the major root causes is mutual capac-
itance [12], mainly because it will inject a current onto the neighbor victim pins.
The induced noise (Ippse,c,,) is proportional to the mutual capacitance (C,,) and

the rate in change of voltage on driven pins (dVyiper/dt):
Inoise,Cm = Cm(dvdriver/dt) (22)

Therefore, the optimal pin designation is to place signal pin and power/ground pin

proximally close to each other, so that each signal pin can be tightly coupled to
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a return path pin. This will minimize the effect of the return path inductance.
Furthermore, if signal pins surrounded with ground pins, the mutual capacitance
will be decreased and the noise is shielded extremely. In [13, 14, 15], the effects
of shielding, return path and reference plane are considered in package and PCB
designs. However, those optimized designs, in terms of signal integrity concern, will
create signal-pin blocks which have more power/ground pins but fewer signal pins
within a large block area. The feasible designs of pin pattern are proposed in the

next subsection.

2.2.2 Pin Pattern Design

In order to automatically and flexibly design an appropriate pin pattern, we
formulate the design constraints discussed in the previous subsection as feasible ILP

problems. The notation used in the ILP formulation are as follows.
1. PA;: iy, signal-pin pattern.
2. pjk: pin on jy, row and ky, column of PA,.
3. C}: the signal pin capacity on ky, column of PA;.
4. D;: the differential signaling constraints on j, row of PA,.
5. SN;: the signal-pin number of PA;.
6. SRR;: the ratio of signal-to-return path pin in PA;.
7. SSR;: the ratio of signal-to-shielding pin in PA;.
8. RPT;: the type of return path pin in PA;.

Therefore, we can obtain the proper pin patterns after solving the following ILP

problems:

| 1 for signal pins
Pik = { 0 for power/ground pins ’ vPA; (2.3)
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Tow

ij,k < Ck, VPA;,CyeN (2.4)

=1
col col

ij,k: + ij,k “Pik+1 = Dj, IPA;; D; €N (2.5)
k=1 k=1

SN;

< SRR;, VPA, 2.6

col -row — SN; — (2:6)

Pik < SSR;, 3PA, (2.7)

4 — (Piv1k +Pjm1k + Pik+1 + Djk—1)

1 for using power pins

0 for using ground pins ’ VPA; (2.8)

Rt~ {

where SN;(= Zz‘il 121 Djk), row and col are the signal-pin number per pattern,

row number and column number of a pattern respectively.

Equation (2.4) is the signal pin capacity (Cy). It confines the signal pin number
within a column for all patterns (PA4;). As our previous discussion, the average
number of this value is six. Equation (2.5) is the differential signaling constraints
(D;). The differential signal pins which exist in specific patterns must be strictly
assigned at adjacent location in the same row (e.g., pjr+1=1, iff p;,=1). Equation
(2.6) is the ratio of signal-to-return path pin (SRR;). The return path pins play
an import role in signal integrity considerations, designers must define the essential
ratio for each pattern according to its applications. Equation (2.7) is the ratio
of signal-to-shielding pin (SSR;). For the purpose of isolating cross-talk noise,
designers can set higher ratio of signal-to-shielding pin to assign ground pin in the
neighboring location of signal pin. Otherwise, the ratio can be disregarded for low
cost consideration. Obviously, these two ratios SRR; and SSR; will significantly
trade off the performance and cost when we are designing pin patterns. Equation
(2.8) is the type of return path pin (RPT;). Once the type of return path pin
match that of PCB reference plane, the return path will induce the lower parasitic
inductance [12]. Hence, this constraint should be defined along the type of reference

plane (power/ground) on PCB.
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Table 2.1: The constraints of proposed pin patterns.

Cr | Dj | SRR; | SSR; | RPT;
PAo| 6 | 3 | 12 | 1/3 | 0
Pattern 1 (PA;) | PA1;1 | 6 3 1/2 1/3 0
PAy | 6 3 1/2 1/3 0
Pattern 2 (PAs) | PAy; | 6 | N/A 1 1/3 0
PAs | 6 [NJA| 1 | 1/3 | 0
Pattern 3 (PAs) | PAs1 | 6 3 1/2 1/3 0
PAw| 6 [NJA| 1 | 1/3 | 0
Pattern 4 (PA4) | PAynn | 6 | N/A 1 1/3 0
PAs | 6 | N/A| 1 1/3 1
Pattern 5 (PA5) PAs 6 N/A 1 1/3 0
PAg | 6 |[NJA| 3 | N/A| 1
Pattern 6 (PAg) | PAg1 | 6 | N/A 3 N/A 0

For two layers PCB routing, Table 2.1 proposes six sets of constraints for gen-
erating six options of signal-pin patterns (PA;o and PA; represent the fore-half
and back-half of patterns). There exists tradeoff between signal performance and
package cost. Figure 2.6 illustrates these proposed pin patterns and their simplified
impedance models. The impedance of each net is composed of three components:
serial resistor, serial inductor and shunt capacitor (Z;, = R+jwL+1/jwC). The first
signal-pin pattern depicts that each pair of differential signal has been surrounded
by ground pins. These ground pins can be performed as adjacent return path pins to
minimize total inductance and as shielding pins to isolate pin-to-pin crosstalk noise.
Moreover, the primary concern of differential system is on impendence-matching of
nets. The first pattern has an exclusive advantage of nets balancing on PCB as well
as package substrate layout, shown in Figure 2.4(a) and (c). Thus it is optimal for
differential signals from the performance perspective, and can be modeled by two
nets with matched impedance 7, as shown in Figure 2.6. The only disadvantage

of this pattern is poor pin designation efficiency.

In most cases, if the return current of a signal pin flows on ground planes, it

should be coupled to ground pins to result in minimum return path, or vice versa.
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signal integrity, while the sixth one has the most efficient pin designation. In those

patterns, AD_PO/AD_NO is for differential signal (high speed), AD is for single-
ended signal (high speed), and SEL or TRAP in sixth pattern are for single-ended

between routability and signal integrity concerns. The first pin pattern has better
signal (low speed or long-pause signal).

Figure 2.6: Six pin patterns proposed in our methodology.
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Whether a signal is coupled to just one power pin or just one ground pin, this case
will emerge from the particular signal type and its configuration. Therefore, the
fourth and fifth signal-pin patterns are proposed to provide two options for specific
bus. The fifth pattern has better power delivery characteristic than the fourth one
because of locating power pins. These two patterns arrange pins more efficiently
than first pattern, but they both have worse signal integrity on PCB top-layer-
routing and package bottom-layer-routing due to poor impedance-matching, shown
in Figure 2.4(b) and (d). Hence, the net of each signal pair in its model has addi-
tional impedances except Z;, on PCB board (Z,,) or on package substrate (Zg).
Both of them include extra equivalent resistance, inductance and capacitance. As
compared with above-mentioned patterns, the second and third patterns are the
compromises between signal performance and package cost. As for the sixth signal-
pin pattern, it is the most efficient pin: designation among all patterns because it
contains the most signal pins than other patterns. The major disadvantage of this
pattern is that it ignores all signal integrity concerns and can only be applied to
test-in, test-out or long-pulse control signal, which has less sensitivity in crosstalk.
Therefore, its impedance model depicts these characteristics by using an undesirable
and unpredictable impedance Z.,;, which is induced from PCB board and package

substrate.

According to the experiences and basic concept of signal integrity, these six
patterns have been characterized and shown in Figure 2.7. Designers can take these
patterns as templates and easily choose a specific pattern along the specification
of individual bus, or they can design pin patterns which has sensible efficiency,
routability and signal integrity for their specific purposes by defining their dedicated

constraints.
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Figure 2.7: The characteristics of signal-pin patterns. According to the properties
and requirements of specific signal, we can select a proper pattern to designate pins.

2.3 Fast Pin-Out Designation Automation by Pin-
Block Construction and Floorplanning

By using those pin patterns, pin-blocks ¢an be constructed and grouped for
pin-out designation. In addition, package size will be minimized by pin-block floor-
planning. This section presents the detailed strategies and methodologies. The

package size migration issues will be considered in this section as well.

2.3.1 Pin-Block Construction and Grouping

In general, designers always take half or one day to specify the pin configuration
for high pin-count chip. It is because the most precise pin configuration will con-
tribute the optimal pin-out and package size in manual design, but it is an exhaustive
and time-consuming work. In proposed approach, the runtime of this manual job
can be reduced by a rough pin configuration which simply contains four essential
parameters: signal-pin name, pin-block placement sequence (order), selected signal-
pin pattern and the number of power-pin, as shown in proposed design flow. First
of all, we automatically create the pin-block placement sequence via a simple way.
As long as we obtain the rough coordinate of each corresponding component, the

pin-block placement sequence will be determined by an intuitive manner of enumer-
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Figure 2.8: A minimum package size can be obtained after we designate and floorplan
all pin-blocks.

ating components clockwise (or counterclockwise). And then, we flexibly design and
select an appropriate pin pattern-as describes in Section 2.2.2. According to the
signal-pin name and selected signal-pin pattern, we can automatically construct all

signal-pin blocks by locating signal pins within a block along the specific patterns.

The number of power-pin can be used to deal with the power delivery issue. Our
strategy is to establish a power-pin block which can provide a power channel on
PCB for various power domains. Designers can freely define the demand of power
pins for individual signal configuration relying on the power analysis result. While
the signal-pin block is constructed, the proposed automation approach will create
power-pin block and place it adjacent to the related signal-pin block, then integrate
them into single block for a signal bus. Figure 2.8 shows an example, nine pin-blocks
(#1 to £9) are constructed for nine different interfaces in a package. Finally, the pin-
block placement sequence is applied in pin-block grouping strategies which divide all
pin-blocks into four group and place on each package side in the next stage, shown

in Figure 2.8.
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Figure 2.9: The boundary-constrained pin-block grouping strategy (BCPG): all pin-
blocks will be grouped into single block in proper order until the integrated block
size locate within the safe range. The size of grouped pin-block (a) and (b) are
closed to each other. The disadvantage of this method is that it possibly causes the
dense routing likes (b).

We have further developed two strategies for grouping pin-blocks into package
boundaries, the boundary-constrained pin-block grouping strategy (BCPG) and the
congestion-aware pin-block grouping strategy (CAPG). When we design the pin-out
for chipset, which acts as a bridge of all components on motherboard, the location
of component is one of major constraints presented in Section 2.2.1. Since the
locations of components on PCB are boundary-constrained, the grouping strategy
BCPG (shown in Figure 2.9) will be applied. We defined the safe range for this
method:

where S, is the size of grouped block, ¢; and ¢, are user-defined parameters,

AVGy = (Y, wy)/4 is the average block size and w,, is the width of each block.
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Equation (2.9) shows that the main concern of this methodology is pin-block size.
According to the pin-block placement sequence determined in pin configuration, the
pin-blocks will be grouped into single block in proper order until the integrated
block size locate within the safe range. For this strategy, the size of each grouped
block is closed to the average block size then result in minimized E; value (shown
in Figure 2.8) on each side. Therefore, this method will speed up the runtime of
minimizing package size. However, the BCPG will introduce the possibility of gen-
erating a dense net-routing due to the disregard of signal-pin number. As shown
in Figure 2.9, the two grouped pin-blocks (one is grouped with block 1 and 2, the
other is grouped with block 3, 4 and 5) have closed block width, but they have very
different signal-net number. The worse case shown in Figure 2.9(b) will decrease the

routing efficiency on PCB layout and increase the implementation cost for PCB.

The another strategy is CAPG whose primary consideration is to equally dis-
tribute signal-pins on each package side.“Consequently, the PCB layout will effort-
lessly lead to a loose density and have-more flexibility to match the impedance of
critical nets or adjust the location of components. Figure 2.10 shows an example,
the signal-pin number of integrated blocks will be close to each other when we adopt
CAPG strategy. Therefore, this method is suitable for the package design of field
programmable gate array (FPGA) which has the prior concern of routability. For
CAPG, it will consider the signal-pin number instead of the placement order or side
of each pin-block, hence the locations of PCB components will be determined after
it accomplishes the final pin-out. The safe range used for this strategy is also defined

below:

Y- AVG, < TP <y - AVG, (2.10)

where T'P; is the total signal-pin number of grouped block, 17 and 1), are user-
defined parameters, AVG, = (3_,p;)/4 is the average signal-pin number and p;

is the signal-pin number of each block. Since the equalized signal-pin number is
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A :Signal, O:Ground, ¢ :Power
Block width: 30 x Column

Signal-net number: 59

N Equally distributed

routing
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249902849 Block width: 25 x Column
O O
o Signal-net number: 57

" Equally distributed

routing

(b)

Figure 2.10: The congestion-aware:pin-block grouping strategy (CAPG): the first
prior consideration is to equalize the signal-pin mumber. The signal-pin number of
grouped pin-block (a) and (b) aré very closed. ‘'The disadvantage of this method is
that the arrangement of PCB components must be restricted and referred to the
final pin-out.

usually larger than the size of grouped block, the second method must has tighter
safe range (e.g., |¢1 — ¥a| < |p1 — ¢2|) to achieve the same boundary range as that

of the first one.

To implement the strategies of BCPG and CAPG, because the pin-block place-
ment sequence will be considered primarily in BCPG, we will use the first-fit heuris-
tic algorithm which is an approximation algorithm for solving bin-packing problem
to group pin-blocks. This algorithm sequentially assigns objects into the first bin,
and then creates a new bin when the current bin is full. For CAPG, the first prior
consideration is to equalize the signal-pin number. Therefore, we can apply another
bin-packing approximation, the best-fit heuristic algorithm, to group pin-blocks.

This heuristic ignores the order of objects and fills all objects into the feasible bins,
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which have the smallest residual capacity.

From the observations in Section 2.2, signal integrity, power delivery and routabil-
ity issues should be accounted for in general cases when signal pins are placed. After
finishing the implementation and placement of all blocks, a rough pin designation
can be obtained, shown in Figure 2.8. At the same time, F; to F4 can be evaluated
from this rough pin designation (E; to Ej represent the width/height of empty or
excess area in each side of minimum package). These E values will be used for

package size minimizing and pin-block floorplanning in the next section.

2.3.2 Package Size Minimization and Pin-Block Floorplan-
ning

The next step is to optimize package:size and acquire a feasible pin designation
by solving mathematical (linear) programming formulation. The notation used in

the formulation are shown below.
1. wy;: the width of 7y, pin-block located at j;, side.
2. hj;: the height of iy, pin-block located at jy, side.
3. E;: the width/height of empty or excess area in jy, side.
4. W,in: the minimum package width.
5. H,un: the minimum package height.
6. Weore: the minimum core width.
7. heore: the minimum core height.

Therefore, the objective function and constraints can be formulated as follows:
Minimize

f= Z(iji+Ej)hj + YO hyi+ Ejw;

7=13 j=24 ¢
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subject to

Wmm:w4—|—2w1i+E1 :wg—i—ngi—i—Eg (2.11)
Hypin = h1 + Y o+ By = hs + Y hai + By (2.12)
sz; > Wy + wy + wCor: (2.13)

Hpnin 2 hi + h3 + heore (2.14)

Winin = Humin; Woore = hoore (2.15)
Ei+Ey+Es+FE >0 (2.16)

where wy;,hq,ho;,wse,ws;,h3,hy;,wy can be evaluated in the previous step, all shown in
Figure 2.8. The Core is the center area of BGA package. In principal, the power
and ground pins are located at the center of package and the die is located upon
these power and ground pins. As a result, the heat generated from the die can be
transferred out through these ping[16]. Thus-increasing more power and ground
pins located at the center area will improve heat dissipation but enlarge the area of
Core, thereby enlarge the package size. We'use (2.13) to (2.14) to define the area of
Core in accordance with physical die size, where weore and hoore are user specified
parameters. If these two values are not given by designer, the minimum Core size
can also be obtained when the minimum package size is evaluated. Considering the
general industrial chipset designs, constraint (2.11), (2.12) and (2.15) will restrict
the package shape to be square. The purpose of (2.16) is to insure that the minimum

package size can accommodate all pin-blocks with almost no void pin positions.

After F; to E4 are obtained, we can easily recognize the position of the empty
and excess area in the evaluated minimum package. The final step of proposed
methodology is to floorplan pin-blocks. Our method splits the pin-blocks in the
excess area and fills them into the adjacent empty area. It completely eliminates
exceed area and keep those pins being located around the particular region restricted

in previous step. The algorithm of pin-block floorplanning is shown below:
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1.1 1,i€1,2,3,4 //start from side 1
2.i—1«—4)iffi=114+1—1,iff i =4
3. Repeat:

4. while (E; #0( E; < 0) do

5. it ;1> FE;y

6. shift pins clockwise //fill the pin-block into empty area in last side until
the Ez is zero (Ez — 0, Ei—l — Ei—l + Ez)

7. else

0

shift pins counterclockwise //split the pin-block in excess area then

group it into next side (E{+=0, E; 1 — Ei1 + E;)

Ne}

. 1« i+ 1 //check next side

10. Until all E values are large than or equal to zero

Figure 2.11 shows an example, where there are two excess areas occurred in second
and third side (upper right and upper left corners) and two empty areas occurred
in first and fourth side (bottom right and bottom left corners). According to the
proposed algorithm, the pin-blocks located in side 1 will be skipped due to E; > 0
(line 4 in the above algorithm). While it considers the pin-blocks of side 2 (Fig-
ure 2.11(a)), some of the pins in group 3 will be clockwise filled into the empty
area in side 1 (E; > Es, line 5 and 6), and then it will consider the pin-blocks in
next side. In side 3 (Figure 2.11(b)), because of E4 > F5 the pins of group £7 which
excess the range of the side will be split and grouped into side 4 (line 8 and 9).

Finally, in the last side the pins of group £9 are the same case as that of group f7
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(E2=0)

«—Side 3 (E3=0)—

(E2=0)

+—Side 1 (E,=0) = E=2+] |«

(d)

Figure 2.11: The example of pin-block floorplanning. The pins in the excess areas
will be shifted into the empty areas through our floorplanning algorithm. A final
pin-out can be acquired after finishing the package size minimization and pin-block
floorplanning.
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(Figure 2.11(c)) and will be floorplanned into the proper locations then acquire an

optimized pin-block floorplanning (Figure 2.11(d)) through this simple procedure.

2.3.3 Dealing With Package Size Migration Issues

For practical application, designer usually need to migrate package size from
larger to smaller or vice-versa. During chip prototyping, the extra I/O pins are
required for monitoring test signals, and then the package size will be dynamically
migrated to a larger one. In addition, when the products have cost margin for
improving performance or adding the new features, the chip size and package size
must be enlarged simultaneously. These requirements can be satisfied easily by
changing types of pin pattern from higher SN; (signal-pin number per pattern) to
lower one, which increasing the width. of pin-blocks. On the contrary, when the cost
issue has higher priority then signal integrity or the die size has to be shrunk due
to the removal of some features, the package size must be shrunk at the same time.
Consequently, the types of pin pattern should be modified from lower SN; to higher
one, which increased the efficiency of pin designation but relaxed the performance

constraints to acquire smaller pin-blocks.

To tackle these package size migration issues, we have defined a migration factor
(M.F.) to evaluate the enlarged or shrunk column number (width) of pin-blocks
during changing types of pin pattern. The migration factor can be simply calculated

through the following equation:

L1
SN, SN,

M.F. = (—1)-col - (

{ >0 for enlarging package (2.17)

<0 for shrinking package

where col is the given column number of pin pattern, SN, and SV, are the signal-pin
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Pattern 1

Pattern 2, 3 | Pattern 4, 5 Pattern &

Pattern 1 -3/40 -1/8 -5/24

Pattern 2, 3 -1/20 -2/15

Pattern 4, S

Pattern &

Y
(M.F. for shrinking pin
blocks)

- 7

'
(M.F. for enlarging pin blocks)

Figure 2.12: The enlarged and shrunk migration factor (M.F.) of six proposed pin
patterns, designer can decide the modified pattern along these factors.

number per pattern in previous pattern type and modified pattern type. Figure 2.12
shows the migration factors of six patterns. proposed in our methodology, where

” means shrunk factor. Therefore, the total

” + 7 means enlarged factor and 7 '—
pin number of a group multiplied by the migration factor will estimate the modified
width of a pin-block. And then designer-can-decide which pattern should be modified

along these estimations.

2.4 Experimental Results

We have implemented the proposed methodology in C++ and the platform is on
AMD Sempron 1.75GHz with 1GB memory. To solve the integer linear programming
problem, the optimization package LOQO [17] is applied. We use two industrial mass
production chipset cases as our benchmarks, the rough pin configuration charts are
shown in Table 2.2. Table 2.3, Figure 2.14 and Figure 2.16 show the results of pin-out
designation for these two benchmarks. Based on Table 2.3 which is obtained from
linear programming formulation shown in Section 2.3.2, we can get corresponding
parameters to floorplan all pin-blocks. The runtime of designating pin-out is less

than 5 second for both cases.
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Table 2.2: Two industrial benchmarks used in proposed methodology.

Signal Pin Order | Selected | Power-pin
bus number signal-pin | number
pattern
Bus #1 66 1 4 32
Bus #2 27 2 5 8
Case 1 | Bus #3 37 3 6 8
Bus #4 32 4 2 N/A
Bus #5 40 5 2 16
Bus #6 53 6 6 16
Bus #1 66 1 4 24
Bus #2 27 2 ) 8
Case 2 | Bus #3 95 3 4 N/A
Bus #4 100 4 4 8
Bus #5 42 5 6 8
Bus #6 16 6 6 N/A

Table 2.3: The experimental results of Case 1 and Case 2.

>; Ei | Central P/G pins | Manually designed package | Evaluated min. package
(Weoore Xhcore) (WxH) (WxH)
Case 1 0 10x10 26.X26 26 x26
Case 2 3 14x14 3030 31x31

For Case 1, when the BCPG strategy.is-adopted we can obtain very closed pin-
block sizes in 1st and 3rd side (Figure 2.13(a)) and a rough pin-out in minimum
package size (Figure 2.14(a)). Figure 2.14(b) shows our final pin-out designation is
perfectly matched with manual design (Figure 2.14(c)) achieved by an experienced
engineer, which spent long turn-around time to respin the design (usually weeks). By
using CAPG strategy, we can equally distribute signal-pins on each side of package
(Figure 2.13(b)), even though the pin-blocks need to be floorplanned (Figure 2.14(e))

the variation of signal-pin number is restricted (Figure 2.14(f)).

For Case 2, the same flow as that in Case 1 we choose BCPG strategy to group
pin-block first (Figure 2.15(a), Figure 2.16(a)). Due to more pin numbers in some
buses and signal-pin block pattern usage (while pin number is not divisible by eight
for pattern (1), ten for pattern (2) and (3), twelve for pattern (4) and (5), six

for pattern (6) will generate void position respectively), a slightly larger package
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size (Figure 2.16(b)) is achieved, but still very close to the manual design (Fig-
ure 2.16(c)). Next, we use CAPG method to group pin-block (Figure 2.15(b)), the
final pin-out (Figure 2.16(e)) shows the signal-pin number in each side of package is
very closed to each other (Figure 2.16(f)). In addition to these two cases, we have
tested a case which has 25 groups and 720 signal-pins, the runtime is still below 5

second and obtain the minimum package size as well.

In package size migration cases, we keep using those two industrial cases as
the examples. By equation (2.17), we can firstly calculate the M.F. as shown in
Figure 2.12. And then, we multiply pin number in Case 1 and Case 2 by the M.F.
to obtain the results of Table 2.4. This table shows the enlarged or shrunk column
number of pin-blocks when we are changing types of pin pattern for all groups in
Case 1 and Case 2. For example, if we want. to enlarge package size of Case 1 from
26 mm x 26 mm to 30 mm x 30-mm, we will need (30 — 26) x 4 = 16 enlarged
column number in pin-blocks. We can change the types of pin pattern in bus f1 to
#3 and 6 into first, second or third pattern,-which have good signal integrity to gain
better performance. On the other hand, when we are trying to shrink package size
of Case 2 from 31 mm x 31 mm to 25 mm x 25 mm, the shrunk column number
will be (30 — 26) x 4 = 16. The only one choice is to change types of pin pattern
in bus g1 to 4 into sixth pattern. Since the most selected pin patterns have higher
pin designation efficiency in this case. The margin of enlarging package size will be

larger than that of shrinking size.
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Table 2.4: The enlarged or shrunk column number of pin-blocks with modified types
of pin pattern in Case 1 and Case 2.

Signal | Previous | Enlarged/Shrunk column number of pin-blocks

bus signal-pin | patt. | patt. | patt. | patt. | patt. patt.
pattern 1 2 3 4 ) 6
Bus #1 | patt. 4 +9 +4 +4 | N/A | N/A -6
Bus #2 | patt. 5 +4 +2 +2 | N/A | N/A -3

Case 1 | Bus #3 | patt. 6 +8 +5 +5 +4 +4 N/A
Bus #4 | patt. 2 +3 | N/JA | N/A | -2 -2 -5
Bus #5 | patt. 2 +3 | N/A | N/A | -2 -2 -6

Bus #6 | patt. 6 +12 | +8 +8 +5 +5 N/A
Bus #1 | patt. 4 +9 +4 +4 | N/A | N/A -6
Bus #2 | patt. 5 +4 | +2 +2 | N/A | N/A -3
Case 2 | Bus #3 | patt. 4 | +12 | 45 +5 | N/A | N/A -8
Bus #4 | patt. 4 | +13 | +5 +5 | N/A | N/A -9

Bus #5 | patt. 6 +9 +6 +6 +4 +4 N/A

Bus #6 | patt. 6 +4 +3 +3 +2 +2 N/A

2.5 Summary

We have proposed a novel and very efficient: approach to automating pin-out
designation in flip-chip BGA packaging for package-board codesign. Due to the
tradeoff in signal performance and package cost, conventional approach usually takes
weeks to modify package size and to rework package substrate and PCB layout,
and to rearrange pin-out. These time-consuming works can be replaced by the
proposed efficient methodology. By considering signal integrity, power delivery, and
routability in pin-out block design, our framework provides good signal quality while
achieving the minimum package size (close to manual design), which reduces package
cost. Finally, the flexibility of package size migration will be preserved by a quick

and simple estimation.

In the next chapter, we will introduce new range constraints and a specific rep-
resentation for improving pin-out designation. Such pin-block planner will optimize

system interconnects for high-speed interfaces.
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Chapter 3

Package Pin-Out Planning with
System Interconnects
Optimization

In the previous chapter, we propose a'method of automatically generating the
pin-out and taking signal integrity: (SI), power delivery integrity (PI) and routabil-
ity (RA) into account simultaneously by pin-block design and floorplanning, thus
dramatically speeding up the developing-time. However, this approach ignores the
considerations of shorter path length and equi-length/length matching in routing
PCB trace and pin-out assignment for high-speed interface IP designs, such as USB
and PCI Express. Since these features are the most important performance metrics
during chip-package-board codesign, in this chapter we propose the ideas to optimize
the system interconnects during package pin-out design. These ideas keep the same
minimized package size as our previous and ensure that SI, PI, and RA can still be
considered with significant reduction in design cost. It is achieved by relaxing the
restriction of pin-block side and order on the package, usually specified by package
designers. The experimental results on industrial chipset design cases show that
the average improvement of our pin-block planner is over 40% when comparing the
design cost with the previous work, among which we have one case accommodated

over a thousand pins.
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3.1 Overview

As we described in the previous chapter, the complete package-board codesign
methodology should preserve the signal integrity (SI), power delivery integrity (PI),
and routability (RA) of high-speed signals routing from package to PCB while op-
timizing the package size. In our codesign approach regarding the automation of
pin-out designation (see Figure 3.1), an experienced engineer has to determine the
pin configuration chart based on the location of PCB components. Next, the pro-
posed signal-pin patterns are selected for pin-blocks construction in package design
where SI, PI, and RA have been accounted for after placing pin-blocks. It also pro-
poses a near optimal approach to minimizing package size by mathematical (linear)
programming. Finally, this methodology obtains the final pin assignment by apply-
ing a rather intuitive floorplanner which bends the pin-blocks located in the excess

areas and fills them into the adjacent empty areas.

However, the cost function in the previouswork only considers the package size,

this work exposes some weaknesses:

e The method in the previous work ignores the connections between the BGA
pins and high-speed interface IP designs, which are hard macros located in
chip, such as Universal Serial Bus (USB) and PCI Express interface. For the
purpose of enhancing performance, the package routing for aforementioned IPs
should consider shorter path length and balanced nets. Since the 1/O pads in
[Ps are all fixed, the pin-block bent into two parts or located at the package
corner will not meet these requirements. Figure 3.2(a) shows the scenario

caused by a poor pin-out.

e In addition to the considerations of pin-out assignment for IPs, the pin-out
planner should also regard the general requirements of equi-length or length

matching for routing PCB traces. Figure 3.3(a) shows the pin-block floorplan-
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Signal-pin Pattern Selection Pin-block Construction

I Noise | Length Pin- Power- s
Pattern| Application Immunity | Matching de5|g_nat|on delivary #1: \Power—pin
Effciency Aware 2 Block
1st High-Speed (@) (@) X w/o . .
2nd General &) O /A w/o g:gg:l-pln
3rd General @) 0O /A w/o
4th General @ 7 @) w/0
5th General @ N @ w/
6th Low-Speed X X @ w/
(©: Excellent O: Good A\: General x: Worse)

Pin Name Signal-Pin |Power-Pin | Pin-Block

Pattern NO Order
MD_PO 4 10 1
MD_NO 4 10 1

Pin Configuration

Pin-block Floorplanning

Figure 3.1: The previous work of pin-out designation. In this work, the designer
selects the signal-pin patterns and determines the pin configuration chart based
on design considerations. Next, pin-blocks are constructed for pin-out assignment
where SI, PI, and RA have been accounted for. Finally, this methodology obtains
the final pin assignment by applying an intuitive floorplanner.

ning results of previous work. When the floorplanner locates pin-blocks within
the unsuitable region, it will cause longer wirelength in PCB escape routing.
The longer wirelength illustrated with the darker lines in Figure 3.3 leads to
greater efforts in achieving equi-length in PCB routing task. Unfortunately,
designers must pre-define the placement side and order for all pin-blocks in
previous approach, it then has no opportunity to change this circumstance due

to these strictly specified configurations.
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Figure 3.2: The placement of pin-blocks and IPs. (a) shows the worse pin-out
assignment where the pin-block located around the package corner cannot meet the
objectives of shorter path length and equi-length (length matching consideration)
on package routing. (b) shows that our novel planning algorithms can overcome the
drawbacks in (a).
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Figure 3.3: Two results of pin-block floorplanning. (a) shows the result of previous
work, it causes the longer wirelength (the darker lines) in PCB escape routing due
to bad pin-block allocations. (b) is the result from our ideas which provides the
shorter wirelength and obtains equi-length routing for most pins.
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In order to improve the tasks of package routing for high-speed IPs as well as the
PCB routing, the main objectives of this chapter are to place pin-blocks near the
preferred region, and to minimize the total wirelength and consider equi-length in

PCB escape routing as shown in Figure 3.2(b) and Figure 3.3(b).

In this chapter, we develop an improved pin-block planner to overcome the
drawbacks mentioned above. Our methodology applies simulated annealing based
heuristic. By using a specially-designed representation for pin-block placement and
defining range constraints, the proposed method not only optimizes the location of
pin-blocks, but also minimizes the wirelength. Our ideas also work for any kind of

pin-block or pin-group configurations.

3.2 Pin-Out Planning in. Optimizing Package Per-
formance and Board Wire-Planning

In the typical design flow, designers determine the pin configuration chart based
on experience about the locations of PCB components and the characteristics of each
signal group. The pin configuration chart defines all critical parameters including the
distribution region (side), placement sequence (order), selected signal-pin pattern
and the number of power pins. According the definition of this chart, the designer
can finish the pin groups (or blocks) construction for all signal groups. Next, all
pin-blocks will be placed along the defined side and order in which the first placed
pin-block is located at the fixed location. Finally, after obtaining a rough pin-out
designation and estimating the minimum package size, the pin-block floorplanning
algorithm bends the pin-blocks allocated in the excess regions and shifts them into
the adjacent empty regions. As a result, this shifting technique usually produces the
bent pin-blocks located in the package corner without considering the package design
for high-speed interface IPs. Moreover, the constraints defined in pin configuration

chart restrict the margin and flexibility for optimizing the final pin-out.
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Figure 3.4: Our practical range constraints used for placing pin-blocks. Pin-blocks
are restricted in RangeSidel, 2, 3-and 4 (each shaded region) when the correspond-
ing components are in the south, ‘east, north and west of PCB board respectively.

In order to loosen the restriction from designers and to obtain a better pin-
block placement, we have applied the concepts of defining the pre-placed modules,
boundary constraints and range constraints in the tasks of floorplanning [18, 19, 20]
and placement [21, 22, 23] to redefine a new set of constraints as follows. In general,
the power/ground pins used for supplying power to core logic are arranged within
the core block (Core). While power/ground pins are at the center of package and
located beneath die, the current return path will be shorter and the heat generated
from die can be transferred out through these pins [16]. For these reasons, the core
block will be restricted by pre-placed constraint and placed at the center of pin-out

designation. This constraint is shown as follows:

L Rcore - {(xpyyp)|w4 +1 S Tp S Wy + Weores

hl + 1 S yp S hl +hcore}
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where (x,,y,) is the coordinate of pin p; wy, Weore, h1, and heore are the width/height

shown in Figure 3.4.

According to the location of components connecting with the pin-blocks, we
define a new term RangeSide for each pin-block instead of placement side defined
by designers. Figure 3.4 shows an example where the pin-blocks are defined in
RangeSidel when the corresponding components are located in the south of PCB
board. Therefore, all pins constrained in RangeSidel must be located within the
shaded region and routed toward the south to connect with components. Along
the same rule, the RangeSide2, RangeSide3 and RangeSided are defined for the
pin-blocks if the corresponding components are located in the east, north and west
of PCB board respectively. The detailed range constraints for each side are listed

as follows ((xp,yp) & Reore):

RangeSidel =
{(xmyp)ll S pr S Wy + Weore + Way,

1 S yp S hl + hcore/z}

RangeSide2 =
{(xp> yp)|w4 + wcore/2 + 1 S xp S Wy + Weore + Way,

1 S yp S hl +hcore+h3}

RangeSide3 =
{(xp7yp)|1 S xp S Wy + Weore + W3y,

hl + h'core/2 + 1 S Yp S hl + hcore + h3}

RangeSided =
{(‘IP? yp)|1 S Lp S wy + wcore/27

1 S yp S hl +h‘COT‘6+h‘3}

48



Comparing with the placement side constraint added in previous work, the range
constraints define the larger space for placing pin-blocks, thus offering the oppor-
tunities of improving pin-out designation. In addition to the optimization issue,
our proposed pin-block planner also retains the feasibility of package design while

satisfying all placement constraints including the pre-placed and range constraints.

3.3 Range Constrained Pin-Block Planning with
System Interconnects Optimization

As described in the previous section, we will consider the core region (Core) as a
pre-placed module which must be placed in the center of the final pin-out. Besides,
pin-blocks will be treated as range-constrained modules and located within given
rectangular regions such that no pin-blocks are overlapping. This section presents a
pin-block planning heuristic. It applies the-algorithm which is based on simulated

annealing (called SA) by using a specific Cyclic Number Set (C'NS) representation.

3.3.1 SA Pin-Block Planner

In this method, we use the results of previous work as the initial solution (they
can be replaced by other grouping configurations). This pin-block planner eases the
restriction of placement side and applies simulated annealing based heuristic with
range constraints. First we introduce a special representation for pin-block planning,

then we describe the floorplanning approach.
The Cyclic Number Set (CNS) Representation

The fundamental problem to floorplanning or placement lies in the representa-
tion of geometric relationship among modules [24]. Based on the consideration of
the constraints and flexibility in pin-block planner, we propose a Cyclic Number Set

(CNS) representation. This representation is specially designed for pin-block plan-
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Figure 3.5: The illustration of Cyclic Number Set (CN.S) representation. Each
parenthesis followed by an index represents one RangeSide, and the number set
listed within the parenthesis denotes the pin-block groups constrained in that
RangeSide. By perturbation, the-order of each-number set will be changed cycli-
cally, then the planner places the pin-blocks along the modified representation.

ning since it can represent the adjacent relationship between blocks and the starting

point when arranging pin-out. It can also describe all variables in perturbation.

Figure 3.5 illustrates the C'NS, the parentheses followed by an index repre-
sent the RangeSide, and those indices I, II, Il and IV represent RangeSidel,
RangeSide2, RangeSide3 and RangeSided respectively. Pin-block groups con-
strained in each RangeSide are denoted as a number set within the parenthe-
sis. Moreover, the placement sequence of pin-blocks is determined by the order
of number set. For instance, the location of pin-blocks shown in Figure 3.5 is repre-
sented as CNS=(1)7(2,3)r7(4)111(5,6)v. It presents that RangeSidel is the first
RangeSide randomly selected by the planner, and the first group to be placed in
this RangeSide is groupl. RangeSide2, the next selected RangeSide, contains
two groups where the placement order is group2, group3. RangeSide2 follows the

RangeSidel, RangeSide3 follows the RangeSide2, and so forth.
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Unlike other representations in floorplanning/placement which are complicated
and inapplicable for pin-block planning, the C'N S representation describes the phys-
ical region and the relationship among pin-blocks. Once the C'N'S has been deter-
mined based on designer input, the planner can easily place the pin-blocks. Com-
pared with the pin-block floorplanner in previous work, which used 2-D array to
store the locations for all pins, our planner can simply and efficiently transform the

representation to real pin-block placement.
Simulated Annealing Based C NS Floorplanning

The features of C NS presented above simplify the transformation between rep-
resentation and pin-block placement. They also facilitate the optimization of pin-
block planning in our simulated annealing (SA) based algorithm. The optimization

process is described as follows:

e Solution Perturbation and Neighborhood Structure:

Step 1: Randomly select one RangeSide from the C'N.S of initial

(or previous) solution.

— Move: Randomly choose two groups in this RangeSide, then

exchange their sequence.

Step 2: Randomly decide the first pin location of the updated first group

then place the pin-block.

Step 3: The rest of groups defined in the selected RangeStide are placed

along the updated sequence determined in previous move.

Step 4: The remainder of groups defined in the other RangeSide are placed

according to the sequence determined in previous solution.
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Step 5: Save the updated C'N 'S representation for the new solution.

To produce a feasible solution, after randomly selecting one RangeSide from
the C' NS of previous solution, it randomly chooses two groups in the selected
RangeSide and swaps their sequence thus modifying the CNS. The rest of
steps are proceeded depending on the perturbed CNS. Figure 3.6 shows the
examples of perturbation processes, (a) is the initial/previous solution and
the placement of pin-blocks starts from groupl in RangeSidel. Since the
RangeSide has been perturbed, the planner revises the C'N.S and the place-
ment is reinitiated from RangeSide2 as shown in Figure 3.6(b). According to
the move, the group orders in RangeSide2 are exchanged (first step). Next,
the first pin location of group3 is randomly decided, and the planner places
the pins of group3 and group2:(second and third steps). After these steps, the
rest of groups must be located along the range constraints and the sequence
described in the perturbed C'N S (fourth step). Finally, our method saves the
updated C NS of modified pin-block location for next iteration (fifth step).

Figure 3.6(c) and (d) show the other two perturbation cases.

Annealing Schedule: our SA planner uses the following schedule to minimize

the cost function, then obtains an optimized pin-out.

— Ty =100; a = 0.9; M = 5; Maxtime = 500.

where Ty is the initial temperature, « is the cooling rate, M represents the time
until the next parameter update, and Maxztime is the total allowed time for
the annealing process. After obtaining the initial solution, the perturbation
procedure is iteratively invoked to perturb this given solution and get new

solution until the total allowed time is exceeded.
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Figure 3.6: Examples of perturbation process. (a) is the initial configuration. (b) is
the first perturbation case, the RangeSide2 has been selected and its group orders
are exchanged (Step 1). The first pin location of Group3 is randomly decided, then
the planner places all pins in RangeSide2 (Step 2 and 3). Following the updated
CNS, the groups defined in the remainder of RangeSide are placed (Step 4). (c)
and (d) show another two perturbation cases.
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Figure 3.7: Penalty estimation for RangeSidel. The penalty is placement deviation
induced when pin-blocks are placed away'from the defined region (X; <z, < X,).

3.3.2 Optimizing Objective Function

For the purpose of optimizing the pin-out designation, we use the penalty term,
which is the deviation of desired pin-block location, as our cost function. To em-
phasize the location difference, its value is set to be the square of distance estimated
between the pin location and the defined placement boundary. An example is shown
in Figure 3.7, the designer can define a preferred boundary as a constrained region
(X; < z, < X,) for assigning pins according to the size and floorplan of corre-
sponding IPs. Therefore, signal pins will obtain zero penalty when they are placed
within the preferred region. The detailed estimation of penalty term in RangeSidel

is formulated as follows:

e Region 1:
Penalty = (|yp| + [ws — Xi)?

when 1 <z, <wy, 1 <y, < (A1 + heore/2)

o4



Region 2:
Penalty = |z, — X;|?

when wy +1 <2, < X}, 1 <y, <y

Region 3:
Penalty =0

when X; <z2,<X,, 1<y, <Ny

Region 4:
Penalty = | X, — z,|*

When Xr S ajp S (w4 + Weore + w?)a 1 S yp S hl

Region 5:
Penalty = [| X, — (ws + wepre + w3 )| +Jyp— h1|]?
when (w4 + Weore + ]-) S xp S (UJ4 + Weore + ’UJ2>,

(hl + 1) S Yp S (hl —= hcore/z)

Since designers usually connect power/ground pins with power/ground planes by
using the nearest vias, penalties which are added by power/ground pins located
outside the constrained region will be ignored in our proposed method. By min-
imizing the total cost, our methodology not only decreases the signal-net length
but also locates the pin-blocks near the defined boundary. Therefore, the pin-block
planner can match most of the requirements of shorter path length and equi-length

on package design and PCB routing.

3.4 Experimental Results

We have implemented our methodology in C4++ and the platform is on Intel

Pentium M 1.7GHz with 512MB memory. Five chipset cases, which act as bridges
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Table 3.1: Summary of five test cases. Test Case I and Test Case I are the same cases
as those in Chapter 1. Test Case I1I to Test Case V are modified with industrial data
(“Group NO.” is amount of interfaces between chipset and individual components).

Group | Signal Pin | Power Pin | Total Pin
NO. NO. NO. NO.
Test Case 1 6 255 80 335
Test Case 11 6 346 48 394
Test Case 111 20 510 168 678
Test Case IV 25 504 216 720
Test Case V 27 770 232 1002

Table 3.2: Comparisons of penalty term (placement deviation) in previous work

and SA pin-block planner.

The results show that our approach has significant

improvement in all test cases (“Imp.” is the improvement on the penalty term).

Previous work SA
Penalty Penalty | Imp. (%) Time
Test Case 1 6200 2619 +57.76 < 2.0 mun
Test Case 11 8708 5802 +33.37 | < 3.5 min
Test Case 111 27048 14818 +45.25 < 6.0 min
Test Case IV 31590 16961 +46.31 < 6.0 min
Test Case V 77614 51079 +34.19 < 9.5 man
Avg. — > +43.38 —

of all components on motherboard are used as our benchmarks (shown in Table 3.1).

Test Case I and Test Case II are industrial designs which are the same cases as those

in Chapter 1. Test Case III to Test Case V are derived from industrial data with

some modifications. In our experiments, the penalty term (in Section 3.3.2) which

is the placement deviation is considered as our cost function. For the reason of

acquiring shorter path length and equi-length (length-matching consideration) on

package design and PCB routing, the designer can define a preferred region then

force the pin-blocks to be planned in that boundary by minimizing the penalty term.

In our experiments, we set the center area of each package side as the preferred region

as shown in Figure 3.7.

Experimental results are presented as the comparisons of the SA pin-block plan-
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Figure 3.8: Wirelength estimation for RangeSidel. The wirelength is calculated in
Manhattan distance from signal pin to the'teference line (dotted line on the bottom).

ner and previous work. Although the SA planner needs more runtime, the results
shown in Table 3.2 demonstrate that the-SA planner is better than the previous
work in average. Table 3.2 also shows that SA planner has positive improvement
in penalty term when compared with that in previous work, and the runtime of
designating and optimizing final pin-out for all test cases is less than ten minutes.
For the design which has enormous pin-block groups, our approaches can obtain the

significant improvement.

As described in the definition of RangeSide, signal pins located in RangeSidel
will route nets toward the south of PCB board then connect with the components.
When our algorithm finds the minimum cost, it is to drive the pin-blocks to move
to the center of RangeSidel thus theoretically minimizing the signal-net length.
Therefore, the optimized pin-out designation is evaluated by means of calculating the
performance metric, the total wirelength. Figure 3.8 shows an example of wirelength

estimation for pins located in RangeSidel. It is estimated in Manhattan distance
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Table 3.3: Comparisons of wirelength with approaches in previous work and S A pin-
block planner. The results show that our improved method has positive improvement
over previous work except the Test Case I ("Imp.” is the improvement on the total
wirelength).

Previous work SA

Wirelength | Wirelength | Imp. (%)
Test Case 1 1199 1216 —1.42
Test Case 11 1712 1650 +3.62
Test Case 111 2406 2226 +7.48
Test Case IV 2442 2173 +11.02
Test Case V 4124 3592 +12.90
Avg. — - +6.72

from signal pin to the reference line (indicated in a dotted line) of each package side.

The wirelength estimation for RangeSidel are listed below:

e Region A:
WireLength = |z,| + |y,|

when 1 <z, < wy, 1 <y, < (A1 + leore/2)

e Region B:
WireLength = |y,|

when (ws + 1) < 2, < (Wy + Weore +w2), 1 <y, < hy

e Region C"
WireLength = |z, — (W4 4+ Weore + wa + 1)| + |yp]
when (wy + Weore + 1) < 2 < (W4 + Weore + Wa),
<

(hl + 1) Yp S (hl + hcore/2)

According to the definition of RangeSide, the reference lines used for calculating
the wirelength in RangeSide2, RangeSide3 and RangeSide4 are individually estab-

lished in the east, north and west of package. The results of wirelength estimation
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Figure 3.9: The pin-out designation results of Test Case I. (a) is generated in previ-
ous work where the group3, group5 and group6 are located at the corner of package.
(b) is optimized by SA planner, each group will be moved to the center of package
which is the preferred location for high performance package design.

are shown in Table 3.3. Again, in most cases the SA planner has positive im-
provements over previous work by minimizing total cost. However, there is negative
improvement produced by our planner in Test Case I. Because the pin-block size
and group number in each RangeSide are varied, in our planner all pin-blocks are
located near each center of RangeS'ide to optimize the package performance for high
speed IPs. In this case the wirelength is increased slightly due to the compromise

between penalty of each RangeSide.

Figure 3.9 shows the pin-out designation of Test Case I. The pin-out planner of

previous work places the most pins of group3, group5 and group6 at the package cor-
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ner, thus causing the difficulty in achieving equi-length escape routing. By applying
proposed method and defining ” C'enter” as the preferred region for each RangeSide,
Figure 3.9(b) shows the optimized results, these location-violated groups are moved
to the center area of each side. As we mentioned in Section 3.1, our method will try
to avoid the bent pin-block to meet the objectives of shorter path length and equi-
length on package routing. However, in our experimental results some pin-blocks are
still bent into two parts after minimizing total cost. That is because some interfaces
possess enormous 1/O pins and are grouped into large pin-blocks in our test cases.
Besides, power/ground pins will not be added penalties in proposed method when
they are located outside the constrained region. As a result, the bent pin-blocks are
inevitable, but the proposed method will mitigate their impacts. Finally, the results
shown in Table 3.2 and Table 3.3 indicate that in most cases our methodologies not
only consider the package design but-also minimize the wirelength in PCB escape

routing.

3.5 Summary

We have proposed an improved pin-block planner with range constraints and
a representation for automating pin-out designation. Based on the method of pin-
block design in previous work, our approach minimizes the package size and considers
SI, PT and RA as that in previous work. The experimental results show that the
proposed methodologies provide significant improvement especially for large number
of pin-block groups. Furthermore, we can use the range concept to restrict the pin-
block location within the preferred region thus optimizing the package performance

and board wire-planning.

In addition to the package-board codesign methodologies proposed in Chapter
2 and Chapter 3, we also develop a concurrent chip-package codesign flow to deal

with the critical high I/O-count issues in the next chapter.
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Chapter 4

Preliminary Study on Row-Based
Area-1/0 Planning for
Chip-Package Codesign

During the early design stages, [/O'and bump layout should be evaluated to
optimize design cost and to avoid:product failures. In this chapter, the concurrent
chip-package codesign flow has been proposed for solving pressing 1/0O and bump
planning problem. On the basis of planning-area-array ICs, we firstly design the I/O-
bump tile which integrates I/O and bump into a hard macro with the considerations
of 1/O power connection and electrostatic discharge (ESD) protection. Then we
propose an I/O-row based scheme to place I/O-bump tiles with existed metal layers.
By such a scheme, it not only reduces efforts at redistribution layer (RDL) routing
and package design rule check (DRC), but also insures that the proposed codesign
flow can be applied thus theoretically speeding up the design convergence from weeks
to days. In our methodology, three intuitive attempts are proposed for package-
aware I/O-bump planning. Such planning methods provide the preliminary study of
performance metrics in designing the interface between chip and package, including
net crossing, total wirelength and length difference/deviation. The experimental
results show that our methodologies reduce the die size of I/O-pad limited ICs

without sacrificing the utilization rate required for core cell placement.
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4.1 Overview

Modern I/O planning is divided into two categories: peripheral 1/O and area-
array 1/O. The peripheral I/O planning is to place 1/Os along the sides of core
boundary and the I/Os are connected with package balls by using wire-bonding
process. Whereas, this planning method always requires larger die size to accom-
modate I/Os and pads, and degrades the signal integrity and power integrity for
off-chip signaling due to parasitics and coupling effects [25, 26]. On the other hand,
the area-array I/O planning using the flip-chip technique overcomes those drawbacks
in the peripheral style. The flip-chip area-array 1/O technology offers the consider-
able flexibility in optimizing core-1/O placement and package routing. It also has
the features of smaller die size, higher I/O density, lower parasitic effects and better
heat dissipation, and therefore meets the requirements of designing advanced ICs in

deep-submicrometer (DSM) environment [27, 28].

4.1.1 Previous Works

Regarding the current flip-chip area-array ICs, two different area-array 1/0
regimes are widely utilized in industry: the extrinsic area-array 1/O and intrinsic
area-array 1/0 [29]. In [30], Maheshwari et al. distinguished area-array I/O as redis-
tribution and true area-1/O. For the extrinsic area-array IC, 1/Os are placed along
the peripheral boundary of the core. It is similar to the peripheral I/O planning but
uses a dedicated redistribution layer (RDL) to redistribute nets from peripheral I/Os
to area-array bumps located in the center of core area, as shown in Figure 4.1(a).
It migrates package design from wire-bonding to flip-chip technology by a re-design
process, namely RDL routing task, thus gaining the advantages of smaller parasitic
effects and less thermal issues. However, the die size of this distributed design will

still be enlarged while the number of 1/Os being increased due to the same I/O
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Figure 4.1: The flip-chip area-array [Cs. (a)is extrinsic area-array IC which places
I/Os on the core boundary and uses RDLto connect with area-array bumps. (b) is
intrinsic area-array IC which freely locates 1/Os on the core center thus shrinking
the die size and giving the flexibility in core-I/O placement.

planning with that of peripheral 1/Os. Figure 4.1(b) shows the intrinsic area-array
IC, on the contrary, I/Os and bumps are freely located in the center of core region

thus shrinking the die size and giving the flexibility in core-I/O placement.

Several works [7, 31, 32, 33, 34] proposed methodologies to deal with flip-chip
area-array 1Cs. Fang et al. applied the network-flow-based and the integer-linear-
programming-based RDL routing algorithms for designing extrinsic area-array 1Cs.
The two-stage technique not only completes 100% routability, but also reduces the
total RDL wirelength and the signal skews compared with an industrial heuristic
algorithm [31, 32]. On the other hand, two recent works focused on planning and

placing intrinsic area-array 1/Os. [33] applied I/O clustering concept to place 1/Os,
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and formulated the problem as a min-cost maximum flow problem. The encouraging
results indicate that the method not only achieves better timing performance but
also reduces the design cost when compared with the conventional method commonly
used by designer. In [7], based on integer linear programming (ILP), Xiong et al.
formulated a constraint-driven I/O planning and placement problem, and solved
it by a multi-step algorithm. The experimental results show that their algorithm
can effectively deal with large scale I/O placement problem and satisfy all design
constraints in real design. Another previous work proposed a network-flow based
multi-RDL router for the intrinsic area-array flip-chip ICs [34]. For chip-package
codesign, their router completes both chip-level routing from block ports to I/O
pads and package-level RDL routing from I/O pads to bump pads, thus improving

the design convergence.

All the aforementioned researches achieve some notable results. However, more
considerations need to be taken to apply their methods in the hostile chip-package

codesign environment:

e These approaches assume that bumps are arranged in fixed array locations
with unique spacing, they then design the area-array ICs by connecting bumps
and 1/Os with RDL routing or planning the I/O placement with cost functions
and constraints. Unfortunately, area-array 1/O planning and RDL routing
need a lot of efforts to coordinate with the core cell placement and routing.
Moreover, the presumed uniform and fixed bump location restricts the flexi-

bility in optimizing both chip and package designs.

e Most of previous works focus on designing area-array ICs and do not emphasize
on the package ballplan given and optimized for PCB design. Without consid-
ering package ballplan, the I/Os and bumps will possibly lead to complicated

package substrate routing, even failed package design [3, 35].
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Figure 4.2: The conventional design flow. It iteratively optimizes the locations of
core cells and 1/Os, then performs the bump planning, RDL routing and finishes the
bump placement for package routing.’This sequential design flow takes long turn
around time to meet all design requirements.

e The conventional design flow, which is IC-driven [4], has an inevitable short-
coming. As shown in Figure 4.2, the initial I/O placement is usually assigned
by chip designer according to the core cell floorplanning results. After that, it
iteratively optimizes the locations of core cells and I1/Os until the final place-
ment meets design requirement such as the minimum total wirelength. Finally,
this bottom-up design flow starts to process the bump planning and RDL rout-
ing, then finishes the bump placement and provides for package routing. The
major disadvantage of this sequential design flow is evident: it will probably
result in long and costly re-spin cycles on satisfying entire system’s design

constraints.
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Figure 4.3: The proposed concurrent chip-package codesign flow. Through package-
aware I/O-bump planning, it completes the core cell and I/O placement and package
routing simultaneously, thus reducing the design cycles between chip and package.

4.1.2 Our Contributions

In order to overcome these drawbacks, here we propose a feasible area-1/0 design

methodology. The contributions presented in this chapter are as follows:

e We propose a concurrent codesign flow as shown in Figure 4.3. Comparing
with the sequential design flow (Figure 4.2), the concurrent one completes the
core cell and 1/0 placement and package routing in parallel, thus reducing the

turn around time when designing chip and package.

e Through designing the specific I/O-bump tiles shown in Figure 4.4, compli-

cated RDL routing efforts can be avoided. In addition, with our innovative
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I/O-row based scheme shown in Figure 4.5, I/O-bump tiles can be freely placed
at core area without keeping the same spacing. As a result, we significantly
improve the flexibility in arranging I/Os and bumps for chip-level and package-

level design.

e In this study, we propose the package-aware I/O-bump planning in our concur-
rent codesign flow, which consider the package ball locations and the individual
objectives in chip-package codesign such as non-crossing routing, the shortest

net length and the minimum length deviation among all nets.

e For I/O-pad limited design, the experimental results show that our I/O-row
based scheme can effectively reduce the die size. The proposed package-aware
[/O-bump planning also provides initial planning to drive concurrent codesign

with design trade-offs.

4.2 Novel I/O-Bump Tile Design and I/O-Row
Based Planning

In order to implement our concurrent chip-package codesign flow, one of the
major constructs is to integrate the I/O and bump into a specific tile. It consequently
provides all information needed in both chip-level core-1/O placement and package-
level bump-ball routing, while accomplishing the I/O-bump tiles planning. As shown
in Figure 4.4, each I/O-bump tile is designed as a hard macro which contains I/O
driver, bump pad and power/ground trunk. All necessary interconnections are made
using RDL layer usually dedicated for connecting I/Os and bumps in flip-chip design.
In addition to the signal bumps, we also design the power/ground-bump tile for
power supply and ground connection based on the same concept. They both include
the indispensable electrostatic discharge (ESD) protection circuit commonly used in

modern ICs for preventing signal and power/ground bumps from ESD damage.
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Figure 4.4: The design of proposed I/O-bump tile which integrates the I/O and
bump into the single and unique interface between chip and package.

Moreover, to follow the package design rules, the bump size and pitch must be
taken into consideration when planning I/O-bump tiles. In legalizing the I/O-bump
tile placement, we propose an I/O-row scheme without adding extra routing layers.
Figure 4.5 shows that each row is constructed with RDL layer. The width/height
of tile and I/O-row are designed to follow the design rules of bump size/pitch (ex.
80 um /160 um). Once the tile is placed on the I/O-row, based on this design, only
the rules within a row should be checked. It simplifies and facilitates the task for
resolving the placement legalization issue. Although the I/O-row based scheme is

not flexible for alternating core and I/O placement methodologies [25], this scheme
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Figure 4.5: The I/O-row based I/O-bump planning scheme. It shows the
width/height of tile and 1/O-row are designed for satisfying the bump size/pitch.
This scheme therefore simplifies the placement legalization of I/O-bump tiles.

makes the RDL routing trivial and creates the single and unique interface between
chip and package by combining 1/O with bump, thus actually implementing the

chip-package codesign.

4.3 1/0-Bump Planning Problem in Concurrent
Codesign

With I/O-bump tile design, such I/O-bump planning can provide a fairly good
starting point for both chip-level and package-level design in proposed codesign

flow. We define the package-aware I/O-bump planning problem as the assignment
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problem which assigns the I/Os and bumps according to the distribution of package

balls. Here are the detailed problem definitions:
Input:
e The given net names and locations for n package balls.
e The p I/Os and p bumps unassigned net names and locations (p = n).

e The design rules for chip and package.
Output:

e The assigned net names and locations for I/Os and bumps.

e The preliminary assignment provided for chip-level core-I/O placement and

package-level bump-ball routing.
Assignment criteria (considering the flyline between bumps and balls):
e The minimized net crossing number.
e The minimized total wirelength.
e The minimized sum of length difference/deviation on each net.

In the next section, we show how we arrange I/Os and bumps simultaneously with

the specific I/O-bump tiles invention.

4.4 Package-Aware I/O-Bump Planning Methods

To plan I/O-bump tiles along the package ball locations (given pin-out/ballplan),
here we have performed two heuristic methods and applied one assignment algo-
rithm. Each of them is distinguished by different design goals. Aiming at mini-

mizing package routing layer to reduce package cost, the first heuristic is used to
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Figure 4.6: The I/O-bump tiles placement regions. The whole package will be
partitioned into four sectors and the initial:placement of corresponding I/O-bump
tiles will be randomly generated within each sector.

obtain a zero net crossing design. “To ‘mitigate the parasitic effect on routing nets
and facilitate the wirelength matching, the second heuristic focuses on shortening
the net length and minimizing the wirelength deviation. As for the assignment algo-
rithm, it balances those design requirements simultaneously. Like the works in [31]
and [32], we partition the whole package into four sectors: north, west, south and
east. As shown in Figure 4.6, the initial placement of corresponding I/O-bump tiles
will be randomly generated in each sector. After that, each I/O-bump tile planning
method mentioned above starts at the east sector. While the I/O-bump tiles are
planned within this sector, the package will iteratively be rotated counterclockwise

and employed methodologies until all sectors’ tiles are assigned.
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4.4.1 Heuristic SORT: Sorting I/O-Bump Tiles

In order to obtain the non-crossing (planar) routing from die bumps to package
balls, we propose a heuristic method called SORT'. Referring to the order of balls,
this method sorts the I/O-bump tiles and produces their proper order, thus resulting

in zero net crossing by monotonic package routing!. The detailed steps are as follows:

Sort package balls:

1. OTdGTba” —0

2. Repeat:

3. sorting ball rows (top = bottom)
4. Repeat:

5. sorting balls (outer = inner)

6. ordering the ball: Ordery,; <= Ordery,; + 1
7. Until all balls are sorted within a ball row

8. Until all ball rows are sorted within a package sector

Sort I/O-bump tiles:

1. Orderyymp < 0
2. Repeat:
3. sorting I/O-bump tiles (top = bottom, inner = outer)

4. ordering the bump: Orderyymy < Orderyym, + 1

IThe monotonic package routing is a routing method which routes nets from die bumps to
package vias on package top layer without U-turn path. It consumes less routing resource and
results in higher routing completion compared with nonmonotonic routing method [32].
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Figure 4.7: The first heuristic method::SORT. It sorts the I/O-bump tiles and
produces the proper order by referring to the order of balls, thus resulting in zero
net crossing when using the monotonic package routing. Such routing method routes
nets from die bumps to package vias on package top layer without U-turn path.

5. Until all I/O-bump tiles are given an order within a package sector

Orderyqy and Orderyym,, are used to assigned the serial number for balls and bumps,
the same numbers of ball and bump are paired for connection. Figure 4.7 shows an
example, the sorted order of package balls and I/O-bump tiles will lead to non-
crossing package routing while applying the monotonic routing. For the tiles and
balls located on other package sectors, we can also sort them as long as we rotate

the package counterclockwise and implement this two-stage SORT heuristic.
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4.4.2 Heuristic GREEDY: Greedily Choosing the Shortest
Flyline

The SORT method intuitively succeeds in producing a zero-crossing package
routing. However, regarding the package routing task, the net length is another
critical factor influencing its performance. Since the longer wirelength induces the
larger parasitic effects, nets from bumps to balls should be routed as short as possi-
ble. Besides, to achieve impedance matching, each net should be kept in the similar
wirelength. For these two objectives (the shortest nets and equi-length), we propose
another heuristic to simultaneously shorten the total wirelength and the length de-
viation called GREEDY. The main idea of this method is to choose the shortest
flyline between bumps and balls greedily. The GREEDY method also consists of
two stages: sorting balls and greedily. find shorter flylines. The first stage of process
is same as that in SORT method (ball sorting), and the detailed steps in the second

stage are listed below:

Choose the shortest flyline greedily:

—_

. Orderyymp <+ 0

[\)

. given the ball order in SORT, starting from the first ball

w

. Repeat:

i

connecting the ball with all unchosen I/O-bump tiles

ot

choosing one I/O-bump tile which can result in the shortest flyline

o

ordering the chosen bump: Orderyym,, = Ordery,;; move to the next ball

7. Until all balls are connected within a package sector
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Figure 4.8: The second heuristic method:  GREEDY. By greedily choosing the
shortest flyline between bumps and balls, this method shortens the total wirelength
and the length deviation.

The flyline length is calculated with the Fuclidean distance between the package ball
and assigned bump, and the length deviation is the difference between flyline length
and the average length obtained from SORT method. Figure 4.8 shows the results
achieved by the GREEDY method. It shows that each ball is greedily paired with
the closed I/O-bump tile at the moment. As a result, the GREEDY method reduces
both total wirelength and length deviation. Comparing with SORT method which
has zero-crossing routing, the GREEDY method establishes the fairly different
bump order. Therefore, it will inevitably cause the net crossing in package routing
and increase the package design cost. The number of net crossing in GREEDY is

calculated on swapping bump order as that in SORT.
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4.4.3 Algorithm W BIPT: Weighted Bipartite Matching

For optimizing the requirements in chip-package codesign, designer must mini-
mize the net crossing, total wirelength and length deviation at the same time. We
use the results obtained from the SORT method as the initial solution, and model
the package-aware 1/O-bump planning into a weighted bipartite matching problem
as shown in Figure 4.9. The assignment problem then becomes a matching problem
to match the pre-ordered ball set (Ball;) and bump set (Bump;) with the minimum

edge weight (w;;). The objective functions are as follows:

Minimize
) e
i=1.9=1
subject to
» wy =LVF=1,....n (4.1)
i=1
ay=1Vi=1....m (4.2)
j=1

The element z;;, a binary variable, is 1 if Ball; is assigned to Bump;, otherwise
x;; is 0. Variables m and n are the total number of balls and bumps respectively

(m=n). The edge weight w;; is formulated below:
wy; = o Dif fi; + B - |li; — AvgLengthl| (4.4)

where Dif fi; (= |Orderya, — Orderyumy,|) is obtained through directly subtracting
the order of Bump, from that of Ball;, and therefore calculating the upper bound

of crossing number [36]. AvgLength is the average length obtained from SORT
method and [;; (= \/da? + dy?, de = |v; — xj|, dy = |y; — y;|) is the flyline length
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(Ball Set) (Bump Set)

Figure 4.9: The weighted bipartite matching algorithm: W BIPT. This method
models the package-aware I/O-bump planning into a weighted bipartite matching
problem.

(mentioned in GREEDY method). 1t can be seen that the edge weight consists of
the net crossing (first term) and the wirelength deviation (second term). In addition,
the user-defined parameters o and (3 are used to adjust the importance of net crossing
and wirelength deviation. Through implementing the weighted bipartite matching
(WBIPT) algorithm and carefully specifying these user-defined parameters, this
method reassigns the order of I/O-bump tiles. Because such reassignment has more
balanced net crossing and wirelength deviation, the W BIPT' algorithm optimizes

the I/O-bump planning comparing with the previous heuristics.

Considering the given package ball locations, the I/O-bump locations planned by
applying W BI PT algorithm will be provided in the proposed chip-package codesign
flow (Figure 4.3). In this codesign flow, the methodology of alternating the core cells
and I/O-bump tiles placement/replacement and package routing will be iterated

until the convincing design requirements are fulfilled.
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Table 4.1: The industrial chipset designs. Results show that the die size of 1/O-
pad limited designs (d2 and d3 are core limited designs) can be reduced by using
proposed I/O-bump tiles instead of traditional peripheral I/Os.

Peripheral I/O Area-Array 1/0
Tech. | Die I/0 I/0 Die | I/O-bump Die
(um) | size size number size size size
(um?) | (um?) (um?) (um?) alteration

dl | 0.18 | 2500% | 115 x 65 220 23272 | 160 x 80 -6.92%
d2 | 0.18 | 3250% | 200 x 60 188 3475 | 160 x 80 +6.93%
d3 | 0.18 | 2510% | 140 x 65 130 2742% | 160 x 80 +9.25%
d4 | 0.13 | 2580% | 120 x 75 200 23642 | 160 x 80 -8.39%
d5 | 0.13 | 47207 | 115 x 50 628 4600% | 160 x 80 -2.55%
d6 | 0.09 | 68007 | 175 x 65 390 66452 | 160 x 80 -2.29%
(The utilization rate of core cells is kept the same)

4.5 Experimental Results

We have implemented our methodologies in. C++-, and the platform is on Intel
Pentium 4 3.20G H z processor with"1.5G' B memory. Firstly, we use six industrial
chipset designs as our test cases to demonstrate the effectiveness of 1/O-row based
scheme on shrinking die size (or increasing I/O number). According to the core
cell floorplanning results, the peripheral 1/Os originally used in those designs are
replaced with our I/O-bump tiles while keeping the utilization rate of core cells the
same. Without sacrificing the wiring and placement resource of core cells, Table 4.1
shows that the die size can be reduced for those I/O-pad limited designs (d1 and
d4 to d6). On the contrary, the core limited designs (d2 and d3) will not have this

advantage due to the larger I/O-bump tiles.

To test our I/O-bump tile planning methods, we use d5 as the test case and
summarize all algorithms in Table 4.2. The first item INIT is the given initial
[/O-bump locations without considering the package balls. The methods SORT
and GREFEDY are two heuristic methods described in Section 4.4, and the last

three algorithms are applying W BIPT with specific user-defined parameters. As

78



Table 4.2: The summary of six I/O-bump planning methods.
I/O-Bump Planning Method

i1 | INIT
12 | SORT
83 | GREEDY

§4 | WBIPT (o = 1000, 8 = 1.0)
85 | WBIPT (a = 500, 8 = 1.0)
86 | WBIPT (a = 100, 3 = 1.0)

Table 4.3: The experimental results of I/O-bump planning on test case db.

Flyline criteria Total
Net Wirelength Length deviation runtime

crossing | Total (wm) | Increase | Total (um) | Increase | (sec)

#1 | 21596 6487720 1.219x 1790460 2.459x <1.0
12 0 5369640 1.009x 1297756 1.782x <20
13 964 5324000 — 728060 - <20
14 28 5358600 1.006x 1106244 1.519x < 5.5
15 124 5356760 1.006x 1002125 1.376x < 5.5
16 500 5353480 1.006x 931676 1.280x < 5.5

(” =" stands for the baseline)

we have described in Section 4.4, those methods have different characteristics, such
as lower package design cost, less parasitic effect and better length matching. All
these characteristics are evaluated with three terms: Net crossing, Total wirelength

and Length deviation in Table 4.3.

The experimental results shown in Table 4.3 are fairly reassuring and encourag-
ing. When ignoring the package design in planning I/Os and bumps, the INIT (41)
definitely produces the worst results comparing with all proposed package-aware
[/O-bump planning algorithms. The SORT (#2) heuristic works toward obtain-
ing the zero net-crossing in monotonic package routing through ordering I/O-bump
tiles. Comparing with the other methods, the GREEDY (#3) heuristic succeeds
in shortening the total wirelength and length deviation for flylines. Furthermore,
the assignment algorithms W BIPT (4 to #6) balance the net crossing and length

deviation. Figure 4.10 is made by normalizing those performance metrics with their
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Figure 4.10: The results of normalized performance metrics. It shows the proposed
methods (£2 to #6) achieve the individual objectives. The assignment algorithms (4
to #6) determine the priority of net crossing and length deviation by specifying the
suitable user-defined parameters (o and ).

average value. The results show that we can specify the appropriate user-defined
parameters (« and ) to determine the priority of net crossing and length deviation

according to the design requirements.

4.6 Summary

To develop the concurrent chip-package codesign flow, in this chapter we have
proposed a novel I/O-row based scheme to place I/O-bump tiles. T'wo heuristics and
one assignment algorithm are also provided for package-aware I/O-bump planning.
The drawbacks of previous works are therefore mitigated or eliminated. Compar-
ing with the I/O placement produced without considering the package balls, our
methodologies are realizable and provide a preliminary study of chip-package code-

sign requirements thus helping to improve design cost and to avoid product failures.
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Chapter 5

Concluding Remarks and Future
Work

5.1 Concluding Remarks

To develop an automated beyond-die codesign flow, this dissertation proposes
optimized methodologies for planning the critical interfaces between chip, package
and board in high-end IC designs. The contributions of this dissertation are sum-

marized as follows.

e Automated Package Pin-out Designation for Package-Board Code-
sign: In Chapter 2, we propose a novel and very efficient approach to au-
tomating pin-out designation for package-board codesign. The conventional
approach which usually takes weeks to rearrange pin-out and to rework pack-
age substrate and PCB layout, can be replaced by the proposed methodology.
Our frameworks consider signal integrity (SI), power delivery integrity (PI)
and routability (RA) in pin-out block design, and achieve close-to-minimum
package size while providing good signal quality. Finally, the flexibility of

package size migration is preserved by a quick and simple estimation.
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e Package Pin-Out Planning with System Interconnects Optimization:
In Chapter 3, we propose an improved pin-block planner with new constraints
and a specially-designed representation for optimizing pin-out designation.
Based on the pin-block design method in Chapter 2, the proposed approach
minimizes the package size and considers SI, PI and RA as that in previous
work, it also provides significant improvement in shortening wirelength and
accomplishing equi-length for package routing and PCB escape routing. This

method therefore optimizes the package performance and board wire-planning.

e Preliminary Study on Row-Based Area-1/0 Planning for Chip-Package
Codesign: To develop the concurrent chip-package codesign flow, in Chapter
4 we present a novel I/O-row based scheme to place I/O-bump tiles. By such
a scheme, it not only reduces efforts at redistribution layer (RDL) routing
and package design rule check (DRC), but also achieves our concurrent chip-
package co-planning/codesign flow thus shortening design turnaround times.
Two heuristic methods and one assignment algorithm are provided for package-
aware I/O-bump planning. Comparing with the I/O placement produced with-
out considering the package ball locations, our methodologies preliminarily
study the performance metrics in designing the interface between chip and
package. That consequently facilitates the optimization works in chip-package

codesign.
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5.2 Future Work

We list some of possible future works as follows.

e Pin-out Designation Considering Ordered Escape Routing: The PCB
routing problem has become increasingly difficult and no automated commer-
cial tool can deal with high-end board routing very well [37]. As a result,
routing task for high-speed PCB should be seriously confronted with. In gen-
eral, such kind of routing problem can be divided into two categories, one
is escape routing which routes nets from pin terminal (ball) to component
boundaries, and another is area routing which routes nets between component
boundaries [38]. For area routing, the planar bus routing fashion is always
preferred to control and match impedance on each high-speed signal. One ap-
proach regarding automatic -bus planner for PCB was published very recently
in [39]. On testing a state-of-the-art-industrial circuit board, their bus plan-
ner achieves 98.5% routing completion while simultaneously assigning routing
layer and routing nets. However, the basic requirement of this bus planner
is ordered escape routing which routing nets from balls to component bound-
aries with a given order. Without ordered escape routing, no way can ensure
that the planar bus routing between components can be done [40]. Therefore,
our future work will aim at proposing a pin-out designation methodology con-
sidering ordered escape routing. As shown in Figure 5.1, besides the signal
integrity, power delivery integrity and routability we have already taken into
account, we should strictly follow the given order and reduce escape routing

layer at the same time while assigning pin-out.
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Figure 5.1: The ordered escape routing (a)(b) and disordered escape routing (c)(d).
Our future work will follow the given order-and reduce escape routing layer simul-
taneously while designating pin-out.

e Chip-Package-Board co-simulated and co-optimized methodologies:
In designing high-speed electronic systems, more attention should be paid on
interconnection between chip, package and board, it is because parasitics, in-
terconnect attenuation and noise degrade signal quality on and off the chip thus
limiting the system performance [41]. To enhance design’s robustness, another
future work focuses on the co-simulation and co-optimization of system inter-
connects after I/O-bump planning and pin-out designation. Figure 5.2 shows
the expected design flow of our future work. To establish system’s wide-band
model for co-simulation, we firstly extract the net parasitics from package
and PCB routing results, then create wide-band lossy transmission line model

for interconnects [42] [43]. Since the impedance-controlled interconnects play
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Impedance control:
® |nterconnect refinement
Performance compensation:
® De-coupling capacitor
® Termination resistor

Figure 5.2: The expected design flow of our future work at chip-package-board co-
simulation and co-optimization.

a critical role in high-speed off-chip communications, they should be care-
fully designed in order to avoid:signal-integrity problems such as reflection,
overshoot, undershoot, and ringing [44]. Next, we want to accomplish the
co-optimization tasks with impedance control and performance compensation.
Such tasks will refine interconnect and add passive devices such as de-coupling

capacitor and termination resistor [45].
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