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A Variable FFT for MIMO-OFDM Systems over Wi-MAX Applications

Student : Bo-Xian Ye Advisors : Dr. Shang-Ho Tsai

Department ( Institute ) of Electrical and Control Engineering
National Chiao Tung University

ABSTRACT

In this thesis, we present a variable FFT that it support multiple FFT size and
multiple antennas for Wi-MAX systems. The 2048/1024/512/128-point variable FFT

is based on radix-2 and radix-2° <FKT algorithm..We propose a memory sharing
method to reduce the memory size: This method can reduce the ROM table size from
1023N/1024 to N/4, where N is the FFT size, compared with R2SDF. Furthermore,
we use the radix-2° FFT algorithm-to reduce the number of complex multipliers, and
the modified complex multiplier leads-to a smaller gate count. Thus, the power
consumption can be to reduced as well. The proposed variable FFT is fabricated using
a TSMC 0.18um CMOS technology with chip area 25mm?. The average dynamic
power consumption is 181 mW at 40 MHz operating frequency.
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Abstract

In this thesis, we present a variable FFT that it support multiple FFT
size and multiple antennas for Wi-MAX systems. The 2048/1024/512/128-
point variable FFT is based on radix-2 and radix-23 FFT algorithm. We
propose a memory sharing method to reduce the memory size. This method

can reduce the memory size from 1%;’5 to %, where N is the FFT size,

compared with R2SDF. Furthermore, we use the radix-23 FFT algorithm
to reduce the number of complex multipliers, and the modified complex
multiplier leads to a smaller gate count. Thus, the power consumption
can be to reduced as well. The proposed variable FFT is fabricated using
a TSMC 0.18um CMOS technology with chip area 25mm?. The average
dynamic power consumption is 181mW at 40MHz operating frequency.
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Chapter 1

Introduction

1.1 Motivation and goal

Wi-MAX (Worldwide Interoperability for Microwave Access) is a technique aimed
to provide applications in wireless metropolitan area networking (WMAN). This
technique was developed by the IEEE 802.16 groups and was adopted by both the
IEEE and the ETSI HIPERMAN groups.:The IEEE802.16 group was formed in
1998 to develop an air-interface-standard for wireless broadband. At begin, the
Wi-MAX solutions targeted on fixed applications, e.g. IEEE 802.16-2004 which
is also called as fixed Wi-MAX. In' December 2005, the IEEE group completed
and approved IEEE 802.16e-2005 standard, which was and amendment to IEEE
802.16e-2004 standard that added mobility support. The IEEE 802.16e-2005 is
often called as mobile Wi-MAX. Wi-MAX offers a rich set of features with a lot
of flexibility including deployment options and potential service offerings. Some

important features of Wi-MAX in physical layer are as follows:

¢ OFDM techniques:

The Wi-MAX physical layer is based on orthogonal frequency division mul-
tiplexing (OFDM), which is robust to multipath effect. Thus, it can be used
in Non-Line-of-Sight (NLOS) environments. In OFDM-based systems, FFT
(Fast Fourier Transform) is key component and hence it is widely studied

there years.

e Variable bandwidth:



Wi-MAX can support variable bandwidth in physical layer. That is, it
can adjust the transmission rate via changing the bandwidth. As a result,
we need FFT with various sizes. For example, the bandwidth for Wi-
MAX systems can be 1.25MHz, 5MHz, 10MHz, 20MHz corresponding to
the 128-, 512-; 1024- and 2048-point FF'T. This dynamic adjustment of and
bandwidth real location possible FF'T size enables user roaming in different
network. Thus, the variable FFT is a key component for OFDM systems

with various bandwidth.

¢ MIMO techniques:

The Wi-MAX solution uses multiple antenna techniques, such as beamform-
ing, space-time coding, and spatial multiplexing to enhance system perfor-
mance, including the overall system capacity and spectral efficiency. There-
fore, an FFT architecture thatscan be efficiently used in MIMO-OFDM

systems is also important.

The traditional FFT algorithm ean be rotighly classified into three types. The
first type is fixed-radix FFT algorithm: " Fhefixed-radix algorithm can be further
to divided into the radix-2, radix#4/radix-2? and radix-8/radix-2% algorithm [1]
- [3]. The second type is split-radix FFT "algorithm. The split-radix algorithm
can be to divided into the radix-2/4 , radix-2/8 and radix-2/4/8 algorithm [4]
- [5]. Third, we can used the method of common-factor algorithm (CFA) or
prime-factor algorithm (PFA) to preform the mixed-radix algorithm [6].

The traditional pipeline FFT architecture can be roughly classified into two
types. The first type is the single-path delay feedback (SDF'). The single-path de-
lay feedback can be divided into the R2SDF, R4SDF /R2?SDF and R8SDF/R23SDF.
The second type is the multi-path delay commutator (MDC). The multi-path de-
lay commutator can be further divided into the R2MDC, R4AMDC/R2?MDC and
R8MDC/R23MDC. Others architecture rather than the pipeline include Memory-
based FFT [6], Cordic-base FFT [7] and systolic FFT [8] - [16]. The above ar-
chitectures are not suitable to be used in Wi-MAX systems without modification

since both MIMO and variable FFT are not needed in Wi-MAX systems.
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Recently, some architectures for MIMO FFT or variable FF'T were proposed.
For example, the combination of MIMO and OFDM such as mixed-radix multi-
path delay feedback (MRMDF) use proposed by Lin [19]. The authors use the
characteristic of mixed-radix, multi-path and feedback plan for FFT and apply
is in standard 802.11n. As for the variable FFT the authors in [8] used radix-
23 and multiplexors to implement the low power FFT architecture. Also, the
others variable FFT architecture as refer to [9] - [11]. In general, we needed
to increase the number of FFT processing units to our best knowledge in order
to increase the throughput rate in MIMO-OFDM systems. Thus, the hardware
complexity and power consumption increase as well. When MIMO-OFDM need
variable FF'T size, the hardware complexity increases dramatically. However, few
researches has been conduct about the architecture of combining MIMO-OFDM
and variable FFT which is used in Wi-MAX systems. A good processor not only
need to support high throughput rate and variable FF'T size, but also they need
to be more efficient for hardwaré implementation. ‘It is challenging to combine

the advantages of MIMO-OFDM and variable FFT size.

1.2 Contributions and Features

The contributions of this research include:

e We proposed the method of reduce the memory size to 25% in Wi-MAX
compared with that using R2SDF': Since the maximum supported FFT size
is 2048-point, and the major part of the FFT Module is radix-2 algorithm,
the memory occupancies much gate count. Thus, reducing memory leads

to reduction of die area and power consumption.

e Multiplier sharing: In each radix-2 stage, the number of complex multipliers
can be reduced from 4 to 2. Thus, the utilization rate of the multipliers

increases from 50% to 100%.

e High radix to reduce the complexity: Because higher-radix algorithm can

reduce number of multiplier and power consumption, we employ radix-23



algorithm to implement the last two stages.




Chapter 2

Background

2.1 FFT for MIMO systems

The combination of the multiple-input multiple-output (MIMO) signal process-
ing with orthogonal frequency-division multiplexing (OFDM) is considered as
a promising solution for enhancing:the data rates of the next generation wire-
less communication systems operated in frequency-selective fading environments.
Because the technique of the MIMO can increase the data rate by extending an
OFDM system, in the IEEE802:11n standardrthat mses a MIMO-OFDM system
provides very high data throughputirate from-the original data rate 54 Mb/s
to the data rate in excess of 600 Mb/s." However, the IEEE802.11n standard
also increases the computational and hardware complexities, compared with the
current SISO standards. It is a challenge to realize the physical layer of the
MIMO-OFDM system with small hardware complexity and power consumption
in very large scale integration (VLSI) implementation. Because the employing
traditional approach to solve the simultaneous multiple data sequence, several
FFT/IFFT processors are needed in the physical layer of a MIMO-OFDM sys-
tem, we present the fast Fourier transform (FFT)/inverse FFT (IFFT) architec-
ture was proposed by Lin for applications in a MIMO-OFDM systems [19]. The
mixed-radix multi-path delay feedback (MRMDF) FFT architecture can provide
higher throughput rate with small hardware cost, and can support 1-4 data se-

quence transmitted. The MRMDF architecture utilizes the advantages of the



following two FFT architectures: one is the single-path delay feedback and the

other is the multi-path delay commutator [2].

2.1.1 Algorithm
A basic N-point discrete Fourier transform (DFT) is defined as
N-1
=Y a(m)Wy', k=0,1,...,127 (2.1)
n=0
where z(n) and X (k) are complex number. The twiddle factor is

2mn 2mnk 2mnk
Wik = eI = cos 0 — 7sin 7;\7;

(2.2)

From the equation (2.1) we know that computational complexity is O(N?)
through directly performing the required computation. By using the FFT al-
gorithm, the computational complexity . can be reduced to O(Nlog,N), where r
means the radix-r FFT algorithm. - Althoughshigher radix FFT algorithm has
smaller process element (PE) iteration counts; generally require higher PE com-
plexities in implementation. One well-knewn approach to solving this problem is
the method introduced by He and Torkelson{3]. The solution for the problem is
used the radix-2% algorithm replace radix=8-algorithm, and then PE complexity
can be reduce to radix-2 FFT algorithm. Because the 128-point FFT is not a
power of 8, the mixed-radix algorithm is needed. The mixed-radix include the
radix-2 and radix-8 FF'T algorithm. we shall be derived in detail below.

First let

N =128
_ ny =0,1
n—64n1+n27 Ty :O’l’ ,63
ki, =0,1
k= ki + 2k,, )
' ’ {k’QZO,l, .,63
the equation (2.1) can be rewritten as
1
X(2]{72 + kl Z Z X 64711 + n2 Wl(ggnl+n2)(2k2+k1)

n2=0n1=0



1
- Z > x(64ny + ng)Wynt R Wik (2.3)
N——

n2=0 | n1=0

twiddle factor

2-point
64-point
63
= Z BUQ(kl,ng)W"2k2. (24)
no=0

Equation (2.3) can regarded as a two-dimensional DFT, one is 64-point DFT
and the other is 2-point DFT. Thus, we can complete the 128-point mixed-radix
FFT operation. Furthermore, we can decompose 64-point DF'T into 8-point DFT
recursively 2 times and replace by radix-2® FFT algorithm. Because the radix-
23 FFT algorithm is more efficient for VLSI design, we further reduce the PE
complexity by using radix-2 process element. By a four-dimensional linear index

map, we can rewritten no, and ko as

ng = 32aq + 160 + 8az=+ ay @, ;a8 = 0,104 =0,1,...,7

2.5
k2:61+262+4/63+864 /81752753:071;6420717"'77 ( )

By means of equation (2.5), equation(2.4) take the form of

X(2(01 + 202+ 405 + 804) + k1)
701 1 1

= Z Z Z Z BUz(k1,32041—|—16042+8a3—|—a4)

ag=0 a3=0 a2=0 a1 =0
% W(32a1+16a2+80c3+0<4)(ﬂ1+2[5'2+4[35+854)

= Z BUS(klaﬁlaﬁ%ﬁBaa4)W8a4ﬁ4, (2.6)

as=0

where BUg(k1, (1, B2, O3, ug) is show in equation (2.7).

BUS(kb 617 /827 B37 (]!4)

1 1 1
_ Z Z Z BU, x sz&W;z@W;s(ﬁ1+2ﬁ2)W;3ﬁ3W&4(K31+2ﬂ2+4ﬁ3)(2‘7)

a3=0 as=0 a1 =0



where BUs = BUy(k1,32a + 16cs + 8z + ayy) X W;‘lﬁl. The 128-point mixed-
radix FFT algorithm signal flow graph is show in Fig. 2.1. The radix-2 FFT
algorithm is used in the first stage, and the radix-8 FFT algorithm is applied in
the second and third stage. The black point between the stage is twiddle factor.

—

===

Ve =
fa, A=
W

-

V. :

Stage 1 Stage 2 Stage 3

Figure 2.1: The SFG of 128-point mixed-radix FFT.



The IFFT of an N-point sequence z(n), k =0,1,..., N — 1 is defined as

1 N-1
z(n) == > X(k)Wy™. (2.8)
N5
In order to implement the IFFT algorithm more efficiently, equation (2.8) can

be rewritten as

#(n) = % {]::: X*(k)wgk}* | (2.9)

According to equation (2.9), the IFFT can be performed by taking the com-
plex conjugate of input data and then taking the complex conjugate of output
data without change in any coefficient in the original FF'T architecture. Thus, the
hardware implementation can be more efficient. The block diagram of FFT /IFFT
is show in Fig. 2.2. It was utilized multiplexer to change in the operation mode

that operation of FFT or IFFT.

M
+ U | FET {
* ™ X N

Figure 2.2: Block diagram FFT/IFFT.

X

2.1.2 Architecture

The FFT of MRMDF is provide 128/64-point FET/IFFT operation, and then
can support 1-4 data sequence transmitted for MIMO-OFDM system. From the
Fig. 2.3 show that system architecture contains of Module 1 (data reorder), Mod-
ule 2 (radix-2), Module 3 (radix-23), Module 4 (radix-2%), conjugate block, divi-
sion block and multiplexer. The characteristic of the MRMDF FFT architecture
with size 128/64 are the following:

e The 128/64 point FFT with 1-4 simultaneous data sequence can be operated

in this design.



e The FFT architecture can provide 1-4 throughput rates to achieve the re-
quirements of IEEE802.11n standard.

e Small memory is needed by using the delay feed back scheme.
e Hight throughput rate can achieve by using the multi-path scheme.

e Higher radix FFT algorithm can be implemented to save power consump-

tion.

e Modify complex multiplier can be implemented by constant multiplier to

save power consumption.

Because the MRMDEF architecture based on a radix-2 butterfly, the order of
the output sequence is the bit reversal of the order of the input sequence, as
shown in Fig. 2.4. The operation of the FFT and IFFT is controlled by the
control signal, FFT/IFFT signal is show in Fi‘g.'2.3. The details of this FFT

architecture will be described in*the next subsection:

el RN 7 et Bt
[1* _J|> X Reordering)‘ (Radix-2 FFT)

FFT/IFFT ! |

Mode MUX
¢ 1\13[ < | Module 4 <:: Module 3
- (Radix-8 FFT) (Radix-8 FFT)

Data | X N
Out <: N <‘/: Ll

Figure 2.3: Block diagram of the 128 /64-point FFT/IFFT processor.

a) Module 1: Module 1 contains several different size delay elements and

switch block, as shown in Fig. 2.5. The function of Module 1 is to reorder the

10



Time o
Ao A1 A2 A3 --- A124 A12s A126 A127
Bo Bi B2 B3 -+ Bi24 Bi2s Bi2e Bi27
Co C1 C2 C3 «+- Ci24 Ci125 Ci26 C127
Do D1 D2 D3 --- Di24 D125 Di2e Ci27

, (a)
Time >
Ao Bo Co Do --- A31 B31 C31 D31
A64 Bea Cea Doa --+ Aos Bos (Cos Dos
A32 B32 C32 D32 -+ A63 Be3 Ce3 De3
Ave Bos Cos Doe -++ A127 Bi27 C127 D127

(b)

Figure 2.4: (a) Order of input; (b) Order of output.

input data sequence to achieve two goals. First, let Module 2, Module 3 and
Module 4 implement the operation the FFT/IFFT more efficient. Second, avoid
the data sequences in Module 3 to«be multiplied by the same twiddle factor
in each data path simultaneously.® Thus] themodify complex multiplier can be
used in Module 3 to reduce thehardware coniplexity. by using the shift-and-add
method [20]. The operation of the Module'1'is.show 1n Fig. 2.6.

e

—>| 3 —>

yINMS

Figure 2.5: Block diagram of Module 1.

First, the four adjoining sequence with across difference delay unit, and then
four adjoining data will be reordered by the appropriate operation of the switch.
Finally, the adjoining data will simultaneous by difference delay unit. The re-
ordered data will be separated into 32 groups or 16 groups for 128 or 64 point
FFT calculation. If four data sequence will be transmitted, each group contains
four data sequence, A, B, C and D. And in each group has the same sub-index,

as shown in Fig. 2.6. As seen in Fig. 2.6, if there is only three data sequence will

11



Time Time

Ao A1 A2 A3 A4 A5 A6 A7 --- Ae3 Aeda .- A127V Ao A1 A2 A3 A4 As A6 A7 -+
Bo B1 B2 B3 Ba Bs Be B7 --- Be3 Bea --- Biar Bo B1 B2 B3 B4 Bs Bs B7 ---

—_—»
1
Co C1 C2 C3 Ca C5 Co C7 -+~ Co3 Coa -+ Ci27 2 Co C1 C2 C3 Ca Cs5 Co C7 ---
Do D1 D2 D3 D4 D5 De D7 --- D63 Dea --- Dio7 3 Do D1 D2 D3 D4 D5 De D7 ---
3
2
1
<—

Time Time

/

\/

Ao Bo Co Do A4 B4 Ca Da -+~ As0 Beo --+ Di24
A1 B1 C1 D1 As Bs C5 D5 --- Ae1 Be1 -+ Di2s
A2 B2 C2 D2 As Bs Ce D6 --- As2 Be2 --- Dize
A3 B3 C3 D3 A7 B7 C7 D7 --- Ae3 Be3 --- Dio7

Group Group

Ao Bo Co Do A4 Ba Ca D4 -+
A1 B1 C1 D1 A5 B5 C5 D5 -+
A2 B2 C2 D2 As Bs Ce Do ---
A3 B3 C3 D3 A7 B7 C7 D7 -+

Figure 2.6: Relation between Module 1 input and Module 1 output.

be transmitted, the number of operation is three in the each group and so on.
The operation of FFT/IFFT will more efficient through the reordering module.

b) Module 2: The Module 2 contains memory, two complex multipliers, four
butterfly units, two ROM tables’ and some multiplexors as shown in Fig. 2.7.
There are two kind of radix-2 butterfly unit in the FFT/IFFT processor. One
of radix-2 butterflies is in Module 2} denoted-by BF1. The function of BF1 is
X (i) = (i) —y(i) and Y(i) = z(7y #y(7). The dot-line rectangular in Fig. 2.7 is
redrawn more detailed in Fig. 2.8(a). The'control signal of the multiplexer is to
determine one of the two operation modes of data change, as shown in Fig. 2.8(b).

When a 64-point FFT/IFFT is used in this architecture, the input data will
skip Module 2 and directly go to Module 3. Four memory units are needed to
save the result of butterfly operation. Only 1/8 cycle of cosine and sine values
are needed to be stored in ROM table, and the other values can be reconstructed
by these stored values. Thus, the ROM table size can be to reduce. In general,
four complex multipliers are needed to implement FFT/IFFT with four-parallel
data sequences by traditional radix-2 SDF architecture, but we only needed two
multipliers to implement four-parallel data sequences in this module. We can
first multiply the twiddle factors of two data sequences, and then multiply the
other two data sequences. We call this method as time sharing. The time sharing

is explained below.

12
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Figure 2.7: Bloek diagram of Module 2.

Time sharing: Consider the traditional R2SDF FFT 128-point architecture
with four data sequences at the first stages, as shown in Fig. 2.9. When data
sequence form x(0) to x(63) arrive, they are stored in memory (at clock cycle 0
to 63), as shown in Fig. 2.10. When data from z(64) to x(127) arrive, radix-2
butterfly starts to work (at clock cycle 64 to 127). Then, added results are fed to
next stage, and the subtract result are sent back and saved in memory, as shown
in Fig. 2.11, where Ay = Ay — Agz, A1 = A} — Aga, Ay = Ay — Ags,..., Ags =
Agz—Ai27. Finally the data are read from memory, multiplied appropriate twiddle
factors and then passed to next stage (at clock cycle 128 to 191 ). We know that
there is no need to operate addition and substraction since the operation of adder

or subtract was completed before clock cycle 128. Consequently, we can utilize
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the two or periods of clock cycle 64&127 and elock cycle 128~191 to multiply
twiddle factors for four data sequences. Thus, we can use two multipliers to

complete the multiplication of twiddle factors for four data sequence.
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Figure 2.9: Architecture of four antenna R2SDF FFT 128-point at stage one.

AoAi1 A2 As . Ae

¢

Ab4 A65 A66 A6T -+ Aloptte

Bo B: B:Bs .iBe:

:

Be4 Bes Bes Be7 :#= Bi2r

CiCi C: Cy..Ca3

Ce4 Co5 Co6 Co67 %= Cl27 ——

Do Di D2D: ...De3

:

\

O

De4 D65 De6 D67 --+ D127 —

Figure 2.10: Save data in memory.

When a 128-point FFT/IFFT is used in this architecture, at first the data
sequences from z(0) to z(63) arrive, they are stored in memory and operation
mode of multiplexer are mode 2 (at clock cycle 0 to 63 ), as shown in Fig. 2.12.
When data sequences from z(64) to x(127) arrive, radix-2 PE starts to work (at
clock cycle 64 to 127). Then, the added results are fed to next stage, and the
subtracted results are multiply appropriate twiddle factors with two sequences
and save in memory. Moreover, the operation mode of multiplexer are mode 1.

Finally, these data stored in the memory are read, multiplied appropriate twiddle
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Figure 2.11: Operation of radix-2.

factors with other two sequences and then passed to next stage (at clock cycle 128
to 191). In traditional single path delay‘feedback architecture the utilization rate
of the complex multiplier is only ,50%. Bysthestiming sharing, only two complex
multipliers are needed and the utilization of the complex multipliers can achieve

100% in this scheme.

BANK1. BANK2 BANK3" BANK4

([ Deo Desi Dé2 De3
Ce0 Ce1 Ce2 Ce3
Beo Be1 Be2 Be3
As0 Aecl Ae2 Ae3
64 <
Do D1 D2 D3
Co Ci C2 C3
Bo B1 B2 B3
§ Ao Al A2 A3

Figure 2.12: Module 2 memory bank.

c) Module 3: The Module 3 contains three radix-2 PEs and one modified
complex multiplier, as shown in Fig. 2.13. The BU2_B include control signal,
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which controls the operation modes of radix-2, as show in Fig. 2.14.

32 16 8
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v |l o S G

b2 R

Figure 2.13: -Block diagréfn of Médule 3.

] i _><->
— Lt — Lt

Mode 1 Mode 2

Figure 2.14: Two operation mode.

Module 3 is the radix-2® FFT algorithm proposed by He and Torkelson [3],
whose SFG is shown in the second stage of Fig. 2.1. The function of Module 3 is
to preform the second stage butterfly of Fig. 2.1, where each stage is multiplied
by the twiddle factor 1, —j, W2 and Wg. From Fig. 2.9, it is inefficient to have
four complex multipliers to multiply different twiddle factors. Here we can utiliz

an approach proposed by Maharatna [20] to reduce the complexity of the complex
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multipliers. The twiddle factor in Module 3 is W&ze_%:)(p +jY,=cos (¥2) —

j Xsin (26%”), where p is from 0 to 49, as shown in Fig. 2.15. Due to the symmetric
or anti-symmetric property of sine and cosine function, only nine sets of twiddle
factors is needed to construct. That is, the X, and Y, with p=0~8 in region A
are needed, because the twiddle factors in the other seven regions can be obtained
by changing their sign as shown in Table 2.1. Thus, these complex values can
be realized more efficiently by using shift-and-add method [20]. The gate count
of this method can save about 38% compared to the approach four complex

multipliers. In addition, using the performance of this method is equivalent to

that using four complex multipliers.

Figure 2.15: Eight region of twiddle factor.

Region | Real | Image
A% Y,
B =Y, | —X,
C Y, -X,
D | X | Y
E | -X,| Y
F Y, X,
G -Y, X,
H | X, | Y

Table 2.1: Mapping table of twiddle factors in different regions.

d) Module 4: The block diagram of the Module 4 is show in Fig. 2.16. The
function of Module 4 is the radix-2* FFT algorithm, which is directly mapped to
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the third stage of Fig. 2.1. Although Module 3 and Module 4 are both radix-23
FFT algorithm, the architecture of Module 4 is different from that of Module 3,
due to the scheme makes the circuit utilization more efficiently, and reduce the
processing unit. Referral Fig. 2.16, due to the four data sequences are proposed
simultaneously in one clock cycle, thus the data are ready for step 2 and step 3.

Hence, the data sequences do not need to be stored in memory at step 2 and step
3.

+DCBA

DCBA

DCBA

‘DCBA
Group

Figure 2.16: Block diagram of Module 4.

2.2 Variable FFT

The standards of DAB, DVB-T, VDSL and Wi-MAX need various FFT sizes, as
shown in Table 2.2. Hence, the design of a variable FFT for different purposes
become more important. In this section we present a variable FF'T that can
support 64, 32, 16 and 8-point operation. It is very easy to modify our design
by adding 128-point or others 2¥-point FFT operation size to create any required

length of FFT, where k£ is integer. Hence, this modification of circuit is convenient
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and simple to be used for DAB, DVB-T, Wi-MAX and VDSL systems. For the
others variable FFT, please refer to the [8].

Communication system | FFT size

Wi-MAX 128,512,1024,2048
VDSL [15] 8192,4096,2048,1024,512
DAB [12] 2048,1024,512,256
DVB-T [13] 8192,2048

Table 2.2: FFT size in several OFDM systems.

2.2.1 Pipeline FFT processor architecture

The traditional radix-2 pipeline FFT architectures can be roughly classified multi
path delay commutator and single path delay feedback [3]. A radix-2 multi path
delay commutator (R2MDC) architecture with /N=8 is shown in Fig. 2.17. The
data sequence is divided into twe data paths by.commutator, and then properly
scheduled for two data paths. ‘The processor element (PE) is implemented by
radix-2 algorithm. The numbers of multipliers, PE wunit and delay elements are
with order (logaN — 2), logo N and (3)Y) — 2 respectively. A radix-2 single path
delay feedback (R2SDF) architecture with N=8 is shown in Fig. 2.18. The uti-
lization of delay elements in R2SDF is more efficient than R2MDC by sharing the
memory. The numbers of multipliers, PE units and delay elements for R2MDC
are (logaN — 1), N —1 and logsN. The SDF FFT and MDC FFT are decried as

follows.

e a) SDF FFT: Because the SDF FFT uses feedback to reuse memory, the
SDF FFT can reduce the memory usage. Its drawback is that the through

put rate is low.

e b) MDC FFT: Because the MDC FFT uses multi path to increase data
path, the MDC FFT can increase the through put rate. Its drawback is

that the memory size is so large.
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Figure 2.17: Architecture of R2MDC.
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Figure 2.18: Architecture of R2SDF.

2.2.2 Variable FFT procéssor architecture

Let us see a variable FF'T that. can achiéve 64:point, 32-point, 16-point and 8-
point operation as shown in Fig: 2.19.  Theradix-2/2% 64-point mixed-radix SFG
is shown in Fig. 2.20. Where stage 1 ta.stage-3-are radix-2 algorithm and stage 4
is radix-2% algorithm. It uses the aboverarchitectures and multiplexors to preform
the variable FFT. This FFT can deal with 4 types of transformation. Moreover,
it is easy to be modified to any transformation length. For the 64-point FF'T, all
stages are active. For the 32-point FFT, the input data will skip the first stage
and go to the second stage directly. For the 16-point FFT, the input data will
skip the first stage and second stage and go to the third stage. Multiplexors are

used to switch to different FFT size operation.
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Figure 2.19: Block diagrams of a variable FFT processor.
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Chapter 3

The proposed variable FFT for
MIMO systems

In this chapter, we detail the FFT in IEEE 802.16e which is for MIMO-OFDM ap-
plication. The variable FET can support multiple antenna and 2048 /1024 /512/128-
point FFT size. In Sec. 3.1 we shallvderive the FE'T algorithm, and to show the
SFG. In Sec. 3.2 we shall detail the FET] architecture, it is introduce in each
Module. In Sec. 3.3 we compare the hardware requitement with several classes
FFT and proposed approach in case 2048-point FF'T-Finally, we show the SQNR

simulation in Sec. 3.4, and to explain.about how to determine bit width.

3.1 Algorithm

From (2.1), the N-point DFT operation can be decomposed to Ny x Ny x ... X
N, point DFT operation. We use the radix-2% as many as possible reduce the

multipliers. The mathematical representation is shown in equation (3.1).

N =2048 = 8 X 8 x 2 x2 x 2x2x2. (3.1)
—_———
128-point
512-point
1024-point
2048-point
From (3.1), N = 2048 = N; x Ny = 2 x 1024. Define the following indices
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_ _ ny = 0, 1
n—Ngn1+n2—1024n1+n2, {n2:o’1”1023
and
kl = O, 1
ko= k1 + Nikp =y + 2k, {@:0,1,...,1023
(2.1) can be rewritten as
X (ky + 2k,)
1023
= Z Z 1024721 + n2>W2(32824n1+n2)(k1+2k2)
no=0n1=0
1023 | 1
= > 0> 2(1024ny 4 ng) Wy Wﬂﬂ% Wik

n2=0 | n1=0

tw1ddle factor

2-point
1024-point
1024 (1) .
Z B 1762242’
no=0

(3.2)

(3.3)

where B%*) denotes the radix-r algorithm-at stage k. Now Ny = 1024 = Ny x N3 =

2 x 512. Define the indices ny and &y as

N9 :N377/2+713 :512n2+n3, { 2
ng =
and
ka
kz - kz —|— N2k3 - kz "— 2k’3, k’
3
We have:

X (k1 + 2ky + 4k3)
511 1

Z Z B(l) 512n2+n3>W(512n2+n3)(k2+2k3)

n3=0mn9=0

511

- ¥ Z BM (5120, + ng)Wypzke Wk W
——

n3=0 | n2=0

4-point

twiddle factor

512-point
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511
= > B YWiaks, (3.4)

n3=0

In this way, we can obtain the result is given by

X(/ﬁ + 2ky + 4k3 + 8k4 + 16k5 + 32k6>

=Y B e, (3.5)

neg=0

where kg = 0,1,...,63. By decomposing the 64-point DFT into the 8-point DF'T,
we can achieve the 2048-point mixed-radix FFT algorithm.

X (k1 + 2ky + 4ks + 8kq + 16k5 + 32k + 256k7)

7 7
- 3 { S BY (8ng + m)Wgﬁ’%Wﬁ’ﬁ;’%} Wk, (3.6)

ny=0 | ng=0

Because the radix-8 butterfly unit ds/inefficient in the use of adders and mul-
tipliers. we use the radix-2* FFT algorithm {3] to replace the radix-8 FFT al-
gorithm. In this case, we can further reduce the complexity of the butterfly by
using the radix-2 butterfly threge times. The SFG of the 2048-point mixed-radix
FFT algorithm, is as shown in Fig: 3*lrand™Fig. 3:2:

Let ng = 4aq + 2an + a3 and kg= Br+ 205 + 43, we can obtain the form
with radix-2® in equation (3.9).

X(k1 2k + Ak + 8ky + 16ks + 32(B1 + 205 + 405) + 256k;)

= Z B 717, W”7k7 (3.7)
n7y=0
where
. 1 1 1 .
Bé )(717, ]{,’7) = Z Z Z Bé )(8(40él -+ 20&2 + 043) + TZ7)WO[161
a3=0 a2=0 a1=0
szﬁl WQazﬁz W803(ﬂ1 +202) W;sﬁg W&7(51+2ﬁz+4ﬁ3) ) (3.8)

26



O y(n)

O y(n+8)
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e y(n+48)

O (+56)

Figure 3.2: The SFG of stage 6 to stage 7 (radix-2%).

3.2 Architecture

The variable FFT for MIMO-OFDM system is provide 2048/1024/512/256-point
FFT/IFFT operations and can support number T of data streams from 7" = 1
to T'= 4. From Fig. 3.3, the system is contains of Module 1 (data reordering),
Module 2 to Module 6 (radix-2), Module 7 (radix-23) and Module 8 (radix-2?),
conjugate blocks, some divide blocks and multiplexors. Because the FFT is based
on a radix-2 butterfly, the order of the output sequences is bit reversal of input,

as shown in Fig. 3.4.
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M M
‘ Module 1 Module 2 U Module 3 U Module 4 [
(reorder) (radix-2) X (radix-2) X (radix-2)
MODE
M

Module 8 <: Module 7 <: Module 6 ‘ U Module 5 K

(radix-2*) (radix-2*) (radix-2) X (radix-2)
Data Out

Figure 3.3: Block diagram of the variable FF'T processor.

Time

-

Ao A1 A2 A3 --- A2044 A2045 A2046 A2047
Bo Bi Bz B3 --- B2o44 B2045 B2046 B2047
Co C1 C2 C3 --- C2044 C2045 C2046 C2047
Do D1 D2 D3 ---xD204a" D265 D2046 C2047

Time (a)

Ao Bo Co Do = A5l .B511+ G5l Dsii
A1024 Bioga Cioz4 “Dioz2a --- Ais35° B1535 (1535 Di535
Asi2 Bsiz Cs12' Dsiz| +:+“Af023 Biozs (1023 Dio23
A1536 Bisse C1536  D13367 +A2047-B2047 . C2047 D2047

(b)

Figure 3.4: The input and output relationship of FFT.

3.2.1 Module 1 (data reordering)

The Module 1 is implemented by registers with size 4 x 4, and we use clock
gating to save the power consumption. The time schedule of Module 1 is shown
in Fig. 3.5. The input and output relationship of Module 1 is shown in Fig. 3.6.
In Module 1, the input data sequences are re-permuted so that it leads to efficient
operation for radix-2 module and Module 8 implementation as we will mention
later. From Fig. 3.6, where n = 128,512,1024 and 2048, N = 32,128, 256 and 512
for various FFT sizes. For example, when the number of transmitted sequences
is four and the FFT size is 128, each group is contains four data sequences and

there are 32 groups.
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Figure 3.5: (a) Read and write with column; (b) Read and write with row.

Time

Ao A1 A2 A3 A4 As As A7 As A9 Ao A1l -+ An-1
Bo Bi Bz B3 B4 B5s Bs B7 Bs Bo Bio Bi1 «-+ Bn-1
Co C1 C2 C3 Ca C5 Co C7 Cs Co C10 C11 ==+ Cn-1
Do D1 D2 D3 D4 Ds De D7 Ds D9 Dio D1t +++ Dn-1

Module 1

Time

Ao Bo Co Do A4 Ba CLDd -+ An-a An3An-2 An-1
A1 B1 C1 D1 As Bs C5"D5 -+ Butt Bi=siBr=zBr=r
A2 B2 C2 D2 A6 Bs Co Dp +o- CoettCn=3 Ci-2"Cii-1
A3 B3 C3 D3 A7 B7 C7 D7%:2+ Bo-4 Dn-3 Dn-2 Dnst
P Pl

Group 1 Group N

Figure 3.6: Relation between Module 1 input and Module 1 output.

3.2.2 Module 2 to 6 (radix-2 FFT algorithm)

Module 2 contains four butterfly units, two multipliers, four memory banks, ROM
table, rotation factor and some multiplexors, as shown in Fig. 3.7. Module 2 is
similar to previous architecture as mentioned in Sec. 2.1.2. The difference is
that Module 2 includes the rotation factor W3 to reduce the memory size. The
architecture of Module 2 to Module 6 are actually the same except their memory
sizes are different. The memory sizes from Module 2 to Module 6 are 1024, 512,
256, 128 and 64, respectively. Module 2 to Module 6 realize the radix-2 FFT
algorithm and the SFG is shown in Fig. 3.1. From Fig. 3.1, the value N for
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Module 2 to Module 6 are 2048, 1024, 512, 256 and 128, respectively. In addition
to the advantage of time sharing as mentioned in Sec. 2.1.2, we also have the

advantage of memory sharing in Module 2. The memory sharing is explained

below.
e N
BANKI BANK2 BANK3 BANK4
D D D D
Z
m
Z
S
=
~
w2
z D D D D
w [¢ C C C
B B B B
A A A A
N J
MEM OUT
i /o oX
1
1
oY i = DATA IN
s
e N
L
l_
.
R
e
M

DATA OUT
DATA IN

Figure 3.7: Block diagram of Module 2.

Memory sharing: The twiddle factors for T' = 4 at the first stage butterfly
is shown in Fig. 3.9, where A, B, C and D represent the four data sequences.
This figure also shows the used twiddle factors in each time instance. Originally,
we need to store % twiddle factors for first stage butterfly. Also, since we need
ROM tables to store the twiddle factors for the radix-2 butterfly in modules 3,
4,5 and 6. Thus, the total twiddle factors are % + % + % + % + % = %, where
N = 2048 here. Hence, when N is large, the memory size also become large.
Here, we will propose a memory sharing method that can reduce the memory
size from % to % and we can sharing the memory from Module 2 to Module
6 as shown in Fig. 3.8, thus the memory size can be reduced to %. This memory
sharing method is described as follows:

When a 2048-point FFT/IFFT is used in this architecture, at first the data
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sequences from z(0) to x(1023) arrive, they are stored in memory of Module 2
(at clock cycle 0 to 1023). When the data sequences from x(1024) to x(2047)
arrive, radix-2 PEs start to work (at clock cycle 1024 to 2047). Then, the added
results are fed to the next stage, and two of the four subtracted data sequences
are multiplied by appropriate twiddle factors and all of the four data sequences
are saved in memory. Finally, all the four data sequences stored in the memory
are read, and two of them (those who have not multiplied the twiddle factors)
are multiplied by appropriate twiddle factors and then pass to the next stage (at
clock cycle 2048 to 3071). Hence, we need a ROM table of size % to store the
twiddle factor for the first stage butterfly.

To To To To To

Module 2 Module 3 Module 4 Module 5 Module 6
A A

ROM

Figure 3.8: Memory sharing from Module 2 to Module 6.

However, from Fig. 3.9, the twiddle factors in P1 and P2 has a ratio of W},
where P1 and P2 are also shown in Fig. 3.7. Since the rotation factor is a shift-
and-add, from Fig. 3.10 we know the rotation factor does not increase the critical

path. The critical path is shown with red color in Fig. 3.12, which is 13ns.
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Figure 3.9: (a) ROM table at clock"cyéle 1024 to.2047; (b) ROM table at clock

cycle 2048 to 3071.
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0 0 0 0 4 I AT G (3—4)>
PL Wy Wy Wy Wy Wy W W W W w2 W W
A B C D A B C D A B C D
. (a)
Time
N N_ N_ N_
Pl wr wi w: w: wS wé¢ w WS- szzz Z)WA(IZ 2)W1(v2 z>W]<v2 2)
A B C D A B C D A B C D
(b)

Figure 3.10: (a) ROM table at clock cycle 1024 to 2047; (b) ROM table at clock

cycle 2048 to 3701.
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Figure 3.12; The FFT critical path.

3.2.3 Module 7 (radix-2° FFT algorithm)

Module 7 is the same as Module 3 in Sec. 2.1.2. The function of Module 7 is to
preform the 6th stage butterfly of Fig. 3.2.

3.2.4 Module 8 (radix-2° FFT algorithm)

Module 8 is the same as Module 4 in Sec. 2.1.2. The function of Module 8 is to
preform the 7th stage butterfly of Fig. 3.2.
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3.3 Complexity comparison

Let T' = 4, let us compare the hardware complexity of the proposed architec-
ture and the others FFT architectures which is shown in Table 3.1. For four
data sequences the proposed approach can save 69% complex multiplier and 75%
ROM tables compare with R2SDF. Note that for other architectures in Table 3.1,
they may not be able to support the variable FFT sizes required by Wi-MAX
standards. For instance, although using the R23SDF can save 70% complex mul-

tiplier, its FF'T size is limited to power of eight.

Architecture Four data sequence
Complex Complex ROM Memory Throughput
multiplier adder table size rate
Proposed 10+4 % 0.61 80 512 8188 AR
(Variable 2048-pt)| (31.1%) (90.9%) (25%) (100%)
R2SDF 10 % 4=40 88 2046 8188 ™
(2048-pt) (100%) (100%) (100%) (100%)
R2’SDF 4% 4=16 88 2040 8188 AR
(2048-pt) (40%) (100%) (99.7%), (100%)
R2'SDF 3% 4=12 88 2044 8188 IR
(2048-pt) (30%) (100%) (99:9%) (100%)

Table 3.1: Comparison of hardware requirement.
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3.4 Simulation

Determining appropriate bit width in the FFT processor is important. Since
the bit width affects the hardware cost directly. Bit width can be determine by
fixed-point simulation. We use the SQNR (Signal to Quantization Noise Ratio)
system model to determine the FFT bit width. The system model of SQNR is

shown below.

Noise

|

p

' ' -X
Signal%%—» P/S : Fixed-point FFT| - Yk Error

Float-point EFT | - y,

Y
L

l

\d

Y

Figure 3.13: System mddel of SQNR.

The SQNR is defined as

1 N-1 0,2
SONR = — u . 3.9
@ N kzzo lyr — ug| + f202 (3:9)

Consider the SNR (Signal to Noise Ratio) is one (‘;—% = 1), we can rewrite the

equation as

1 N2l 1
SONR = — — 3.10
¢ N;’yk—uk|+ﬁ2 (3.10)

—SNR

where § = 10720 . The relationship between SQNR (with final bit-width) and
SNR is shown in Fig. 3.12.

When SQNR is large, it means that quantization error is small. From the

figure, the final bit-width can support SQNR up to 35 dB.
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Figure 3.14: SQNR v.s. SNR.
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Chapter 4

Chip implementation and
verification

In this chapter we state how to build the MATLAB platform of the MIMO
variable FFT and how to verify the design. The MATLAB platform can be
used to verify the function of the RTL platforms The design flow is illustrate in
Fig. 4.1. The design flow is suggésted by CIC (Chip-Implementation Center) for

cell-based design. This design flow includes several important steps:

e Analysis and verification for.architecture (using Matlab tool to simulation).

e Architecture design (using NCverilog, Modelsim and debussy tool to simu-

lation).

e Design for testability (using DFT compiler and TetraMAX tool to synthesis

circuit and testability estimate).
e Gate level simulation and timing verification.
e Power estimation analysis (using Encounter tool to estimate).
e Post-layout gate level simulation.
e Layout verification DRC/LVS (using calibre tool for verification).

e Static timing analysis.
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Figure 4.1: A Design flow.
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4.1 Cell-based design flow

e Build the MATLAB platform and verify the RTL platform

_
| Design
"1 input
Test Verilog model
£ - ——
—_— pattern FFT
Random Fixed-point | Expect
pattern FFT model output
Verilog environment

Matlab environment

Y

Successful or Fail Verification Bit

True

Iy

Simulation environment

Figure 4.2: Simulatien envirenment for variable FFT.

We need to build the MATLAB platform and verilog platform. Fig. 4.2
shows the simulation environment for bit-triie verification. At first we need
to develop floating-point FF'T model in MATLAB environment. Since the
FFT function in MATLAB tool is a floating-point function. We need to
build the MATLAB quantizable FFT function using the proposed archi-
tecture mentioned earlier. When the quantizable FFT function ready, we
can determine the bit-width for in dividual stages using the procedure men-
tioned in Sec. 3.2.6. Fig. 4.3 shows the quantized result in all stages. Note
that total number of bits in all stage is 16. When the fixed-point FFT
model is ready, we can generate random patterns from this model. That is,
the design input and expected output can be generated from this MATLAB
platform. We can save the input and the expect of output in a Text file for
bit-true verification. In the verilog platform, we read input from the save
text file generated by MATLAB platform. We compare the output from
the verilog platform and the MATLAB platform to verify the result.
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e Synthesis

We use the Design Compiler H tO‘-synthesiZe the RTL code. At synthesis
phase, we need to constrain the following conditions including timing, area
and other rules to meet specification. The coding style is important since

it affect the synthesis results a lot.

o Gate-level simulation

After synthesis, the gate level circuit will include timing information. Thus,
we need to check the function correctness again. The nWave tool can help

us to check the function with timing information.

e Memory BIST (Built-In Self-Test)

We use the memory generator to describe the specification and create the

memory. We also use the memory specification to generate memory BIST
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Original Memory Port
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=
mem_ctr
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Analyzer & Q
Pattern BistFail
generator ErrOrMap
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Figure 4.4: BIST circuit.

circuit, as shown in Fig. 4.4. From Fig. 4.4, the BistMode control the
function mode and test mode. Ttheé BIST.circuit contains memory wrapper
and BIST controller. When the memory.size is,large, the number of pins for
BistFail, ErrorMap and Finish is increate. We use the OR gate to connect
each pin of BistFail or ErtorMap te'reduce the:core pad.

Scan chain insertion

TI
D | L Q | Q
D
Flip-Flop TE Flip-Flop
| ON CLK |

CLK QN

Figure 4.5: From Flip-Flop to scan Flip-Flop.

For testability the scan chain synthesis is needed and this can be done by

DFT compiler. The Fig. 4.5 shows flip-flop after scan chain insertion.

ATPG (Auto Test Pattern Generator)

We use the TetraMAX tool to generate patterns for testing. The function
of testing is to test the fault of stuck-at 0 and stuck-at 1. After ATPG we
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can get the information with fault coverage. The fault coverage revel the
probability that a chip is in good condition.
Scan gate level simulation

After scan chain synthesis, we need to do scanned gate level simulation.
From Fig. 4.5, due to the added multiplexors the critical path increases.
Thus we need to adjust timing for function correctness.

APR (Automatic Place and Route)

We use the SOC encounter to perform the placing and routing. After
APR, we can check some parameters such as timing, power and design rule
viloation.

DRC/LVS verification
We need to verify the DRC (Design Rule eliecking) and LVS (Layout V.S.

Schematic) using the calibte tool.
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4.2 Chip summary

e Chip layout

MOPULES MODULES

MODUCE®
MODBULE 3

MODULE
7

o
=
rate
L,
-
._%
2
T
<
®)
b
0

MODULE?2

MOBPULE 38

Figure 4.6: Layout view of the pfbposed FFT processor.

This proposed variable MIMO FFT processor is fabricated in TSMC 0.18um
1P6M CMOS technology. The layout is as shown in Fig. 4.6. Table 4.1 lists
the expected chip performance and the performance satisfies the require-
ment for IEEE 802.16e standard. The 208-pin package will be used for the
chip, where 175 pins are I/O pins and others are power pins. The core size
is 25mm? and including total 31.9375K-byte SRAM that used in feedback
memory, as shown in Fig. 4.6. The total power consumption and total area

is 181mW and 41.8mm?, respectively.

e Performance evaluation
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Items Specification
Technology TSMC 18um
Package CQFP208
Core size 25 mm?>

Die size 41.8 mm?>
Gate count 1350 K
Memory 31.9375 KB
Max Frequency 40 MHz
Power consumption 181 mW

Table 4.1: Expected chip performance of the proposed FFT processor.

e Performance comparison
Table 4.2 shows that performance comparison with others FFT architec-

tures. The proposed architecture has advantages in throughput and area.

This work | [16] [19] [20] [21] [22]

Technology 0.18um | 0Jd3um | 0.35um” | 0.18um 0.5um 0.6um

FFT size 2048-pt | 128pt -l 048U 1024-pt | 1024-pt | 256-pt

Core area 25 mm? | 1.4 mm? N.A. 4:6 mm? N.A. 36 mm’

Die area 41.8 mm? | 2.69 mm? |12.25 mm?®| 7.6 mm® | 40 mm’ N.A.

Throughput 4R 4R R R R R

Work frequency | 40 MHz | 40 MHz | 60 MHz | 52 MHz | 30 MHz | 50 MHz

Power 181 mW | 52mW | 574mW | 32mW N.A. N.A.

Table 4.2: Comparison of chip performance.
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Chapter 5

Conclusions

In this thesis, we proposed a variable FFT for MIMO-OFDM over Wi-MAX ap-
plication. In chapter 2 we discuss several FF'T architectures which can be applied
in MIMO systems with various FFT size. In chapter 3 we use the advantages
of the architectures in chapter 2 to implement, our design. We also proposed a
memory sharing method to reduce the memeory-size to 25% compare with R2SDF'.
In chapter 4, we discuss how to build the system platform in MATLAB environ-
ment and the chip implementation flow. Finally, we follow CIC design flow to
implement the proposed FFT proeessor:in‘a“ESMC 0.18um technology. The total

area and power consumption are 41:8mm? and 181mW, respectively.
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