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Abstract
Direct-conversion radio architecture is a low-cost, low-power, small-size design for the analog
front-end of a wireless communication transceiver. Nevertheless, it induces extra radio impair-
ments such as 1-Q imbalance and dc offset that, along with frequency offset which is commonly
encountered in all radio frequency (RF) architectures, incur severe degradation on communica-
tion performance if not accurately compensated. This dissertation investigates radio impairments
estimation and compensation techniques for wideband MIMO (multiple input, multiple output)
direct-conversion transceivers. Basically, there are two types of techniques: one is estima-
tion/compensation and the other is self-calibration. The estimation/compensation technique is to
remove the impairments from the received signal during communication at the receiving side,
while self-calibration is a technique to remove the transceiver’s own radio impairments before
communication commences. Both types of techniques are studied in the dissertation with a com-
plete set of radio impairments taken into consideration, including frequency-independent and

dependent I-Q imbalances, dc offset and frequency offset.



For the estimation/compensation technique, this dissertation investigates the estimation and
cancellation of the transmitter and receiver radio impairments in the MIMO communication sys-
tems. Firstly, a two-stage cancellation architecture is proposed with the receiver fre-
quency-independent and dependent I-Q imbalances, frequency offset, and dc offsets being can-
celled in the first stage and the transmitter frequency-independent and dependent I-Q imbalances
cancelled in the second stage. The architecture is general to accommodate different forms of
MIMO operation including spatial multiplexing, STBC (space-time block coded) and transmit
beam forming, with any number of transmit and receive antennas. In addition, it generalizes the
cancellation architecture for various types of application configurations such as wireless
peer-to-peer communication, downlink and uplink of mobile cellular communications. Secondly,
several methods of estimation of radio parameters are proposed. One is the optimum joint esti-
mation of all radio parameters based on least squares criterion. It is shown through analysis that
the estimator is unbiased and can achieve the Cramér-Rao lower bound (CRLB) for the sig-
nal-to-noise ratios (SNRs) of interest. The others are reduced-complexity methods, including the
special phase-rotated periodic training design, simplified frequency and dc offset estimators and
low-complexity iterative estimation aided by periodic training. Simulation results show that the
proposed methods have negligible performance degradation when using the reduced-complexity
designs and outperform the existing ones in error-rate performance and/or the number of training
symbols required.

For the self-calibration technique, a new time-domain method is proposed to self-calibrate
simultaneously the transmitter and receiver impairments without a dedicated analog circuit in the
feedback loop. Thanks to the time-domain approach, the method is applicable to all types of sys-
tems and is able to calibrate jointly the frequency-independent 1-Q imbalance, fre-
quency-dependent I-Q imbalance, and dc offset. In addition, training sequence design is investi-
gated to optimize the performance of calibration, and analysis and simulations are conducted to

confirm the effectiveness of the proposed method.
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Chapter 1

Introduction

The demands for high-rate wireless communication services and cost-effective devices are getting
stronger in recent years. On one hand, OFDM (orthogonal frequency-division multiplexing)
equipped with multiple antennas at both transmitter and receiver has been devised as a key tech-
nology to enabling high-rate, high spectral-efficiency wireless communications. OFDM s effec-
tive in combating inter-symbol interference (1SI) in high-rate transmission [1] while using multi-
ple transmit and receive antennas, also known as a multiple-input multiple-output (MIMO) tech-
nology, is capable of providing diversity gain, array gain (power gain), and/or degree-of-freedom
gain over the single-input single-output (SI1SO) systems [2]-[4]. MIMO-OFDM has been adopted
in the IEEE 802.11n, IEEE 802.16, and 3GPP Long Term Evolution (LTE) specifications.

On the other hand, the direct-conversion radio architecture has been widely employed in to-
day’s wireless devices [5]-[8]; without using intermediary frequency (IF) stages and the image
rejection (IR) filter, it is more amenable to monolithic integration and, thus, facilitates a low cost,
small form factor design. This architecture, however, is very sensitive to imperfections of the
analog circuitry. In particular, mismatch between | and Q branch circuitry, called the
in-phase/quadrature (1-Q) imbalance, induces mirror-frequency interference, and imperfection in

1



A/D and D/A converters and leakage from local oscillators induce dc offset. These radio fre-
quency (RF) impairments, along with frequency offset between transmitter and receiver, signifi-
cantly degrade communication performance if not accurately compensated [9]-[65]. This is par-
ticularly true in the next-generation high-rate systems, where wide bandwidth and high-order
modulation are deemed to be employed. Furthermore, the radio impairments make the power am-
plifier (PA) linearization circuit at the transmitter more difficult to work satisfactorily [50], [52],
[56], and that may reduce the PA’s efficiency.

In this study, we are concerned with digital compensations of radio impairments in the wide-

band MIMO systems with direct-conversion transceiver.

1.1 Estimation and Compensation Techniques of Ra-
dio Impairments

Removal and/or compensation of .the radio impairments in the direct-conversion radio architec-
ture have been an area of extensive research. Generally speaking, two types of technique have
been proposed [9]-[61]: one is estimation/compensation and the other is self-calibration. The es-
timation/compensation technique is to remove the impairments from the received signal during
communication at the receiving side [9]-[49], whereas self-calibration is a technique to remove
the transceiver’s own radio impairments before communication [50]-[61]. Both techniques find
their applications in real systems [9]-[61], although self-calibration has the advantage to facilitate
the design of the PA’s (power amplifier’s) linearization circuit. This dissertation will focus on

both types of digital technique.

1.1.1 Estimation/Compensation Techniques

Quite a lot of works in the literature have been devoted to the radio impairments estimation and

compensation for the direct-conversion architecture [9]-[49]. In [9]-[34], different methods were



developed to estimate and compensate the receiver radio impairments in SISO (single-input, sin-
gle output) and MIMO (multiple input, multiple output) receivers. In [35]-[49], the cascaded
transmitter and receiver radio impairments were investigated, with [35]-[40] focusing on the SI-
SO systems and [41]-[49] on the MIMO systems. In the application configuration such as the
downlink of a mobile cellular system, only the receiver radio impairments needed to be consid-
ered because the transmitter impairments can be neglected due to the high-precision implementa-
tion of the analog front-end in the base station. For the application configuration of wireless
peer-to-peer communication such as the wireless mesh networks, however, the cascaded effect of
the transmitter and receiver radio impairments should be considered because it is very likely that
a low-cost and, hence, a less precise analog front-end is implemented at both transmitter and re-
ceiver. In the following, estimation/compensation techniques for different system configurations

are discussed in more details.

1.1.2 Estimation/Compensation Techniques for Receiver Radio

Impairments

Various digital techniques have been developed for estimation and compensation of receiver radio
impairments, which can be generally categorized into two types. One is the data-aided (DA) me-
thods using known training sequences [16]-[34], and the other is the non-data-aided (NDA) me-

thods exploiting some statistical properties of the received signal [9]-[15].

® Non-Data-Aided Techniques

In [9]-[15], adaptive or non-adaptive (block-based) statistical signal processing-based (blind)
techniques were proposed for compensation of the receiver radio impairments. Blind source se-
paration (BSS) techniques were introduced in [9]-[11] to cancel the self-image interference due to
frequency-independent [9] and frequency-dependent [10][11] I-Q imbalance, respectively, based

on the assumption that the desired signal and the image interference are statistically independent.



Such independence may be valid in the low-IF scheme but does not hold true in direct-conversion
receivers. On the other hand, circularity-based compensation techniques were proposed in
[12]-[15] based on the assumption that the desired signal is a complex random process with a
circular-symmetric distribution. In [12]-[14], frequency-independent I-Q imbalance and/or dc
offset were considered, while frequency-dependent 1-Q imbalance was of interest in [15]. Con-
vergence to the desired solution is not always guaranteed using blind approaches and no training

data is needed at the expense of slow convergence rate.

® Data-Aided Techniques

In [16]-[20], dc offset was investigated under frequency offset, among which a low-complexity
joint estimation was proposed in [20] based on periodicity of a training sequence. In [21][22], I-Q
imbalances were investigated for OFDM (orthogonal frequency division multiplexing) systems in
the absence of frequency offset and-dc offset. In [21], I-Q imbalance was compensated by using a
simple two-tap adaptive frequency-domain equalizer, while in [22], adaptive and non-adaptive
post-FFT schemes were proposed for both frequency-dependent and independent I-Q imbalances
at the receiver. In [24]-[29], I-Q imbalance was investigated jointly with frequency offset, with
[24]-[26] focusing on frequency-independent 1-Q imbalance and [27]-[29] on fre-
quency-dependent I-Q imbalance. In [27]-[29], an FIR (finite impulse response) filter was pro-
posed for compensating frequency-dependent I-Q imbalance and an asymmetric phase compen-
sator for frequency-independent one. In particular, the periodic structure of a training sequence
was exploited in [29] to develop a low-complexity estimation of 1-Q imbalance and frequency
offset. In [30], a joint least squares estimation of 1-Q imbalance, dc offset and channel was pro-
posed, and latter extended to [31], which developed a joint estimation of frequency offset, chan-
nel, (frequency-independent) 1-Q imbalance and dc offset in the time domain. Under the assump-
tion of white Gaussian noise at the output of sampler, the ML (maximum likelihood) criterion

was used in [31] to derive the solution. In [32], the pilot-based estimation and compensation of



I-Q imbalance were investigated for OFDM systems under timing offset and frequency offset.

In [33], I-Q imbalance was investigated jointly with symbol detection for MIMO-OFDM sys-
tems, with no consideration of frequency offset and dc offset. Using an extended channel model
that incorporates I-Q imbalance, symbol detection was performed on the extended channel with-
out explicit estimation/compensation of 1-Q imbalance. Non-adaptive (e.g., least-squares) or
adaptive (e.g., recursive least squares and least mean squares) filtering can be used for estimating
the extended channel prior to symbol detection. Likewise, MIMO detectors such as ML, ZF (ze-
ro-forcing), MMSE (minimum mean-squared error), etc. [4] can be employed for symbol detec-
tion. Note that using the extended channel increases system dimension, and hence the detection
complexity, as compared to the receiver in which RF impairments are estimated and compensated

before the symbol detection.

1.1.3 Estimation/Compensation Techniques for Cascaded Trans-

mitter and Receiver Radio Impairments

Basically, two types of compensation for cascaded transmitter and receiver radio impairments
have been investigated in the design of a digital receiver: one is cancellation based and the other
is joint-detection based. In the cancellation type of techniques, radio impairments are estimated
and cancelled explicitly from the received signal before a detection, which is designed with no
consideration of radio impairments [35][36]. In the joint-detection type of technique, on the other
hand, the detection and radio impairments compensation are performed jointly with no explicit
estimation and cancellation of the radio impairments [37]-[49]. Due to the effect of mir-
ror-frequency interference and inter-carrier interference, the dimension of signal detection in the
joint-detection type of receiver is at least twice of that of the cancellation type, and that increases
the detection complexity very significantly. This is especially true for the MIMO-OFDM (multi-
ple-input, multiple-output, orthogonal frequency division multiplexing) systems, where MIMO

detection has to be done for each sub-carrier.



For the MIMO-OFDM systems, which is a key enabling technology for high-rate wireless
systems, the transmitter and receiver radio impairments were studied in [33],[34],[41]-[43],
[45]-[49]. In particular, I-Q imbalances were investigated exclusively for the spatial-multiplexing
systems in [33],[41]-[43] and for the space-time block coded (STBC) systems in [33][45][46]. In
[47], the transmitter and receiver I-Q imbalances were investigated jointly with frequency offset
for spatial-multiplexing and space-frequency block coded (SFBC) systems in a high mobility en-
vironment. In [48][49], the authors proposed linear per-tone equalization (PTEQ) to the spa-
tial-multiplexing and STBC systems in the presence of transmitter and receiver 1-Q imbalances
and frequency offset. The PTEQ method, nevertheless, is only applicable to a linear MIMO de-
tection and suffers from a slow convergence. In all these works, the joint-detection type of re-
ceiver design was investigated exclusively. In [34], a cancellation type of MIMO-OFDM receiver
was proposed, but only receiver frequency-independent I-Q imbalance and frequency offset were

considered.

1.1.4 Calibration Techniques

Many interesting works have been devoted to self-calibration of the radio impairments in the di-
rect-conversion architecture [50]-[61]. In [50]-[53], adaptive methods were proposed to calibrate
transmitter frequency-independent I-Q imbalance and dc offset by using an envelope-detector
(ED) in the feedback loop. Transmitter frequency-dependent 1-Q imbalance was calibrated for the
continuous frequency-shift-keying (CFSK) systems in [54], with no consideration on other im-
pairments. Frequency-dependent I-Q imbalance is particularly problematic in a wideband system,
where the I-branch and Q-branch analog filters are difficult to be kept perfectly matched over the
entire band. The works in [55]-[58] discussed calibration of transmitter frequency-independent
and dependent 1-Q imbalances by using a digital low-IF architecture in the feedback loop, as
shown in Figure 1.1. And in [59], transmitter frequency-independent I-Q imbalance was cali-

brated by using same reference signal at both transmit and receive paths.
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Figure 1.1: Calibration feedback loop using heterodyne receiver with digital-1F

So far, most self-calibration techniques in the literature have been focused on the transmitter
radio impairments, either by employing an ED [50]-[53] or a digital low-IF radio architecture
[55]-[58] in the feedback loop so that the receiver impairments can be safely neglected. However,
using ED or low-IF radio architecture in the feedback loop increases the hardware complexity.
Besides, the calibration of the receiver impairments is important in its own right. For example, if
one’s own receiver has been calibrated before communication, only the transmitter impairments
(of the transmitting device), rather than the cascaded effect of the transmitter and receiver im-
pairments, need to be estimated and compensated for at the receiver, and that reduces the receiver
complexity. Very recently, the issue of joint self-calibration of transmitter and receiver radio im-
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pairments was investigated in [60] and [61]. In [60], a two-feedback method was proposed, where
the phase of the receive oscillator is shifted by exact 90 degrees in the second feedback, aiming to
separate transmitter and receiver 1-Q imbalances. Unfortunately, it is very difficult for analog
circuitry to have an exact 90 degrees phase rotation in real systems. In [61], a new method was
proposed for OFDM (orthogonal frequency-division multiplexing) type of systems with no dedi-
cated analog circuit in the feedback loop. The method, however, can only calibrate the fre-

quency-independent I-Q imbalance and dc offset.

1.2 Dissertation Outline and Contributions

This dissertation focuses on study and development of both types of estimation and compensation
techniques of radio impairments for different MIMO communication application configurations,
where the estimation/compensation.technigues are investigated in Chapter 3 and Chapter 4 and
the calibration technique in Chapter 5. In particular, Chapter 3 focuses on estima-
tion/compensation technique of receiver radio impairments for the application configuration such
as the downlink of a mobile cellular system, and then Chapter 4 extends to estima-
tion/compensation technique of cascaded transmitter and receiver radio impairments for the ap-
plication configurations such as the wireless peer-to-peer communication and the uplink of a mo-
bile cellular system. The rest of this dissertation is organized as follows.

In Chapter 2, first, we describe the direct-conversion transceiver model including fre-
quency-independent and frequency-dependent 1-Q imbalances and dc offset. Then, three basic
types of MIMO signal model that incorporates the transmitter and/or receiver radio impairments
are introduced, which are related with different application configurations.

In Chapter 3, we propose to do joint estimation of frequency, receiver dc offset, receiver 1-Q
imbalance, and channel in MIMO receivers for improving its performance. Firstly, a receiver ar-

chitecture that facilitates joint estimation and compensation of frequency, receiver dc offset, re-



ceiver 1-Q imbalance and channel is proposed; both frequency-dependent and fre-
quency-independent 1-Q imbalances are included. Secondly, the LS criterion is applied to obtain
the joint estimators, with a special training-sequence design to reduce complexity. Simplified es-
timators on frequency and dc offset are also proposed with almost no loss in performance. Lastly,
the LS estimators are shown through analysis to be un-biased and approach to CRLB
(Cramér-Rao lower bound) for signal-to-noise ratios (SNRs) of interest. The results of this chap-
ter have been published in [62] and [63].

In Chapter 4, the cancellation technique of cascaded transmitter and receiver radio impair-
ments is investigated for the MIMO-OFDM systems with direct conversion radio architecture. A
two-stage generalized cancellation architecture is proposed, where in the first stage, the receiver
radio impairments such as frequency-independent and.dependent 1-Q imbalances and dc offset
are cancelled along with frequency offset and transmitter dc offset in the time domain, and in the
second stage, the transmitter frequency-independent and dependent 1-Q imbalances are cancelled
in the frequency domain. The two-stage cancellation architecture generalizes the cancellation ar-
chitectures for transmitter and/or receiver radio impairments. Moreover, the technique is unique
in that it is effective in different forms of MIMO operations including spatial multiplexing, STBC
(space-time block coded) and transmit beam forming, with any number of transmit and receive
antennas. In addition, two methods of radio parameters estimation are proposed. The first is the
optimum joint least-squares estimation of channel and radio impairments which can be seen as an
extension of Chapter 3. The second is a low-complexity iterative estimation that exploits the pe-
riodic structure of a training sequence. The proposed methods are simulated and compared with
existing methods. Simulation results confirm the superiority of the proposed methods. The results
of this chapter have been presented partly in [64] and [65] and submitted as the journal paper
[66].

In Chapter 5, a new self-calibration method is proposed which enables to self-calibrate the

own transmitter and receiver radio impairments simultaneously, with no dedicated analog circuit
9



in the feedback loop. A frequency offset between transmitter and receiver is introduced purposely
S0 as to separate the transmitter impairments from those of the receiver during calibration. Based
on a time-domain approach, the new method is applicable to all types of communication systems
and is able to calibrate jointly the frequency-independent I-Q imbalance, frequency-dependent
I-Q imbalance, and dc offset. In addition, optimal training sequences are devised to best the cali-
bration performance. The calibration performance is analyzed that agrees very well with the si-
mulations. Simulation and analytical results confirm the effectiveness of the proposed method.
The results of this chapter will be presented partly in [67] and submitted as the journal paper [68].

Finally, Chapter 6 concludes the dissertation and discusses some possible extensions and top-

ics for future research.
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Chapter 2

System Models

In this chapter, direct-conversion transceiver model. including frequency-independent and fre-
quency-dependent 1-Q imbalances and dc offset are described in Section 2.1. Then, three basic
types of MIMO signal model that incorporates the transmitter and/or receiver radio impairments

are given in Section 2.2, which are corresponding to different application configurations.

2.1 Direct-Conversion Transceiver Model

Figure 2.1 shows a mathematical model of a direct-conversion transmitter with 1-Q imbalance
and dc offset effects. Define s(t)=s'(t)+js?(t) be the baseband signal appearing at the input
of transmitter. f,, = f;; + jf; characterizes the dc offset, which is due mainly to the imperfec-
tion of D/A converters. The transmit analog filter effect of 1 and Q branch is modeled by c; (t)
and c?(t) with unit power, if c](t)=c2(t), it is said that there is a frequency-dependent I-Q
imbalance. Taking into account the transmitter frequency-independent 1-Q imbalance, the com-
plex sinusoidal signal coming into the mixer is

st

C, (t) =cosz f t) + joy sin(z ft+6,) = ./ + p &
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Figure 2.1: Mathematical model of a direct-conversion transmitter with 1-Q imbalance and dc

offset.

where «; and &, are the gain and phase imbalances due to the imperfect analog circuitry of
the mixer, respectively, y; =1/2(1+a;e/%) and ‘g, =1/2(1-cre ) characterize the corre-
sponding transmitter frequency-independent I-Q imbalance effect, and f, is the center fre-
quency. Ideally, the complex sinusoidal C. (t) should contain only the positive frequency, i.e.
C, (t) =/, However, due to the gain.and phase mismatches o, and 6, there is a negative
frequency component e /**"' with a magnitude of |(pT|,WhiCh, along with frequency-dependent
I-Q imbalance, cause interfering images in the transmitted signal. After up-conversion, the
pass-band transmitted signal including overall transmitter radio impairments effect is

% (t)= Re{xi (t)ejz”fct} with its equivalent base-band signal :

x(t)=c., (1)®s(t)+c,_(t)®s (t)+ f,, (2.1)
where

cﬂ(t):%(c} (t) £ e c? (1)), (2.2)
and

f,=f,®c, (t)+f, ®c._(t), (2.3)

is the equivalent transmit dc offset. In (2.1), s(t) can be viewed as being transmitted by two
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Figure 2.2: Mathematical model of a direct-conversion receiver with I-Q imbalance and dc offset.

channels with a corruption from dc offset; one is the desired channel with impulse response
Cr. (t) and the other is the mirror-frequency channel with impulse response c;_(t). That is, I-Q
imbalances incur mirror-frequency interference in the transmitted signal, and dc offset, on the
other hand, imposes a more strict specification on-A/D converters at the receiver and may incur
in-band interference in the presence of frequency: offset. Note that with ¢; (t)=cf (t)=c; (t),
(2.2) degenerates to the case of no frequency-dependent 1-Q imbalance with c., (t)=c; (t)
and c._(t)=¢c (t) . In addition, " with-no-1-Q /imbalances and dc offset, i.e.,
G (t)=c?(t)=c (t), o =1 and 6.=1,=0, x(t)=5s(t)®c (t), as one might expect.
Similar to the direct-conversion transmitter, the mathematical model of a direct-conversion
receiver with 1-Q imbalance and dc offset is shown in Figure 2.2. Taking into account the fre-
quency-independent 1-Q imbalance at the RF front-end, the complex sinusoidal signal coming

into the mixer is
Co(t) =2cos(2z f t) — j2a,sin2x ft+6;) = yee /"™ + p.e/* ",

where o, and 6, are the gain and phase imbalances, respectively, y, :(1+aRe’j9R), and
Pa =(1—aRef‘9R). After down conversion, cj(t) and c2(t) are the base-band filters used to
remove out-of-band noise and high-frequency components. Again, it is said to have a fre-
quency-dependent 1-Q imbalance if c(t) = c3(t). Frequency-dependent I-Q imbalance is mostly

encountered in a wide-band RF receiver because it is generally difficult to maintain base-band

13



filters to have the same response over a wide frequency range. d,; = d(j'j +jd§j is the dc offset
which is due to the imperfection of A/D converters and the self-mixing at the receiver’s mixer.
After sampling, the end-to-end equivalent discrete system can be modeled as (up to a constant for

the case of no aliasing)

r(n)=r'(n)+jr®(n)=cs. (nN)®y(n)+c,_(n)®y (n)+d,, (2.4)
where
cR+(n):%(c,L(n)iaRe”“’RcS(n)). (2.5)

Again, (2.4) says that the receiver 1-Q imbalances induces mirror-frequency interference in the
received signal. With cg(n)=c3(n)=c;(n), (2.5) degenerates to the case of no fre-
quency-dependent 1-Q imbalance with cg, (n)=1/2-y.c.(n), and ¢, (n)=1/2-¢.cs(n). In
addition, if a; =1, 6, =d, =0 and c(n)=cg(n)=cz(n), we have the no I-Q imbalance and

dc offset case; thatis r(n)=c(n)®y(n).

2.2 System Models

The radio impairments may appear in transmitter and/or receiver, which depends on different
system configurations. In the following, we address three kinds of system models corresponding
to different application configurations, and the associated estimation/compensation techniques

will be investigated in Chapter 3 and Chapter 4.

2.2.1 MIMO Systems under Receiver Radio Impairments

In this section, we address the MIMO system model that incorporates the receiver radio impair-
ments, which is corresponding to the application configuration such as the downlink of the mo-
bile cellular system.

The MIMO signal model with a direct-conversion receiver is depicted in Figure 2.3. Consider

a block transmission with a prefix to avoid inter-block interference. The pass-band transmit signal
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Figure 2.3: MIMO signal model with direct-conversion RF receiver.

from i-th transmit antenna is 5, (t) = Re{s, (t)¢’**}, with the base-band signal

N-1

si(t):zk: > si,k(n)gT(t—(k(N+Ng)+n)Ts), (2.6)

n=-Ng4
where f is the carrier frequency, s, (n) is the transmitted k—th block symbols with the trans-

mit power o7 = S (n)‘2 , ‘N, is'the length of prefix, N is the length of useful data,

Z|~

g; (t) is the transmit filter with unit power, and T, is the symbol time.

S

Let hji(t) = Re{hj’i (t)e’z”fct} denote the channel response from i-th transmit to j-th receive

antenna, and h;; (t) be its base-band equivalent. The band-pass signal received from j-th an-

tenna is

7, () =Rely, (e’ 4w, (1), (27)
where

y,-(t)=inzlsi ()®h; (1), (2.8)

W, (t)=Re{w0'j(t)ef'2”f°‘} is the pass-band additive white Gaussian noise and w, (t) is its
base-band equivalent, Af is the frequency offset which is same for all receive branches.
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At the j'th receiver side, «; and @, are the frequency-independent gain and phase im-
balances, respectively, cJ'. )+ jc? (t) is the (unit-energy) base-band filter, and d, ; = d(jy i +jd81.
is the dc offset. Note that the radio parameters of I-Q imbalances and dc offsets are different from
one branch to another. From (2.4), the end-to-end equivalent discrete system can be modeled as

(up to a constant for the case of no aliasing)
rj(n):cﬂ.(n)@[yj(n)ef'z”v”+w0,j(n)}+c_'j(n)®[yj(n)e’z”v”+w0‘j(n)]*+dolj, (2.9)

where ciyj(n)=]/2~[c}(n)4_rc?(n)aje”6j], v=AfT, is the normalized frequency offset,

Y (n)=isi(n)®hjyi(n), and w,(n) is a zero mean additive white Gaussian noise with
=

o iEUWo,,-(n)‘ } Jj=1---n.. In Chapter. 3, we will investigate the estimation/compensation

technique for receiver radio impairments.

2.2.2 MIMO-OFDM Systems under Cascaded Transmitter
and Receiver Radio Impairments

In this section, we address the MIMO-OFDM system model that incorporates the cascaded
transmitter and receiver radio impairments, which is corresponding to the application configura-
tion of wireless peer-to-peer communication such as the wireless mesh networks.

Figure 2.4 depicts a MIMO-OFDM system that employs a direct-conversion radio transceiver

as the analog front-end subsystem. The base-band data signal for transmit antenna i is

N-1

s(n)=s/ (nN)+js2(n)=> > siyk(m)é(n—k(NngN)—m), (2.10)
where
s,k(m):%N_lsi,ka)eﬂNm (2.11)
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Figure 2.4: MIMO signal model with direct-conversion radio transceiver under the effects of 1-Q

imbalances, dc offsets, and frequency offset.

is the inverse discrete Fourier transform (IDFT) of the transmitted data {Si]k (I)}N_1 in OFDM

L3
symbol k with the transmit power o’ :%z ‘si]k(m)‘z, N, is the length of cyclic prefix



and N is the FFT size. The cyclic prefix is assumed larger than the maximum delay spread of
the overall channel consisting of the transmit filter, radio channel and receiver filter, and therefore

there is no inter-OFDM symbols and inter-carrier interference.

Atthe i'th transmitter, f;, = fj, +jf characterizes the dc offset, and c;,(t)+ jc?i(t) is
the (unit-energy) base-band transmit filter. The frequency-independent 1-Q imbalance is charac-
terized by the parameters o, ; and @& ;, which are the gain and phase imbalances respectively

due to the imperfect analog circuitry of the mixer. f_ is the carrier frequency which is same for

c
all transmit antennas, hji(t) = Re{hj]i (t)e’z””} is the channel response from transmit antenna
I to receive antenna j, and h;; (t) is its equivalent base-band. W; (t):Re{wovj(t)ejz”f“} is
the pass-band additive white Gaussian noise, and w, ;(t) is its base-band equivalent.

Atthe j'th receiver, a,; and &, are the frequency-independent gain and phase imbal-
ances, respectively, C'R, () + jcgy ; (t)«Isthe (unit-energy) base-band filter, and d, ; = d;, i+ jd(?'j
is the dc offset. f, = f —Af is the local oscillator frequency of the receiver, where Af is the

frequency offset between transmitter and receiver which is same for all receiver branches. From

(2.1) and (2.4), the received discrete signal can be expressed as

r(n)=rj (n)+jr3 (n)
| | . 2.12)
=Cp.; (M ®(y;(n)e™ +w, ; (n))+ce; (N)®(y,; ()™ +w, ;(n)) +d,;

where
I
Y, (n):Z(si(n)®cm(n)+si*(n)®cT_,i(n)+ f,;)®h;;(n), (2.13)
fl,i = fo,i QCr,; (n)+ fOTi QC_; (n) ' (2.14)
CTi,i(n)zl/z'(CTl,i(n)J—FO‘T,iejHT’iCS,i(n))’ (2.15)
Cay (M) =1/2-(ch (M) £y €713 (), (2.16)

v = AfT, is the normalized frequency offset, and w,;(n) is a zero mean additive white Gaus-
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sian noise with o’ = EUWO’J- (n)ﬂ j=1---n... We have used the notation, x(n)=x(t) for

t=nT,

asignal x(t), where T, is the sampling period.

2.2.3 MIMO-OFDM Systems under Transmitter Radio Im-
pairments

For the application configuration such as uplink of mobile cellular system, the receiver radio im-
pairments are negligible except for frequency offset due to the high-precision implementation of
the analog front-end in the base station while the transmitter radio impairments needed to be con-

sidered due to the mobile station with a less precise analog front-end. As a special case in Figure

2.4, there is no receiver I-Q imbalances and receiver dc offset, i.e. a;;=1 6;;,=d,;=0 and

N

Cr;(n)=cq;(n)=cg;(n), j=1..n, . Hence, the received discrete signal model in (2.12) for a

MIMO-OFDM system under transmitter radio impairments and frequency offset degenerates to
r(n)=cg,; (”)®(yj (n)e” ™ +w,, (n))

=c,,(nN)® ejznvni(si (N)®¢ i (n)+s (n)®c,_;(n)+ fl,i)®hj,i (n)+w, (n)}

i=1
(2.17)
In Chapter 4, we will investigate the estimation/compensation technique for cascaded transmitter

and receiver radio impairments.
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Chapter 3

Estimation/Compensation
Technique for Receiver Radio

Impairments

In this chapter, the estimation/compensation technique of receiver radio impairments is investi-
gated for applications such as downlink MIMO communications. A receiver architecture that fa-
cilitates joint estimation and compensation of radio parameters is proposed in Section 3.1. The
least squares (LS) criterion is then applied to obtain the joint estimators in Section 3.2, with a
special phase-rotated periodic training-sequence design to reduce complexity. Simplified estima-
tors on frequency and dc offset are also proposed with almost no loss in performance. The com-
putational complexities and performances of proposed estimators are analyzed in Section 3.3 and
Section 3.4, respectively. Simulation results are given in Section 3.5. Finally, Section 3.6 summa-

rizes this chapter.
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3.1 Receiver Architecture

We start from the received signal model (2.9) with receiver radio impairments effect in subsection

2.2.2. Motivated by (2.9), one way to process the received signal is to cancel out firstly the

self-image interference due to I-Q imbalance. By introducing the filter p, (n) , We have

ri(n)=p;(n)@r; (n)=(c,;(n)=p;(n)®Cc ;(n))®(y;(Me’*" +w ; (n))
+(c_;(n)=p;(N)®c;; (n)®(y; (e +w, (n))

=0

+(d0,j—pj(n)®dg,j).

(3.1)

*

To completely cancel out the self-image interference, pj(n)=(c (n))_l®c_'j(n), where

+1]

(c:'j (n))_1 is the inverse filter of c; ,(n).(For the case of no frequency-dependent I-Q imbal-
ance, p;(n)=g,;/y; asisgivenin[31]) Thus, (3.1) becomes

r;(n)=p;(n)®r7(n)
=[c.;(M)-p;(n)@c ()] (y; (Me™ +wy;(n))+(dy; —p; (M) ®Cy;)  (3:2)
=¢;(n)

-t Sa ()@, (1) |+d, w,(0)

where ¢;(n)=c, ;(n)-p;(n)®c;(n), gj,i(n)ihj,i(n)@)(cj(”)efﬂm)’ d;=dy;—p;(n)®
dy;.and w;(n)=c;(n)®w,;(n). g,;(n) isthe overall impulse response from i-th transmit to
J-th receive antenna after canceling out the self-image interference, d; is the dc offset, and
w; (n) is an additive Gaussian noise but generally not white. In (3.2), p;(n), g,;(n), v, and
d; are the deterministic, unknown parameters to be estimated. In what follows, pj(n) and
9. (n) will be approximated as FIR (finite impulse response) filters with large enough taps, al-
though they are generally IR (infinite impulse response) ones, as can be seen in (3.1).

Following (3.2), we propose the receiver architecture as in Figure 3.1; after cancelling the
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Figure 3.1: MIMO receiver with joint LS estimation/compensation of radio parameters.

self-image interference, dc offset is compensated next, and then compensation for frequency off-
set follows. The parameters p,(n), g,;(n), v,-and d, will be estimated jointly in the least
squares sense, as to be discussed in the next section, and the MIMO detection is done with the
MMSE detector, based on the estimated channel responses {@ J.Yi(n)} along with the compen-
sated received signals from all branches. Some other types of MIMO detectors can be used as

well [70].

3.2 Joint Least Squares Estimation

In this section, the set of radio parameters p,(n), g;;(n), v, and d; are estimated jointly in

the sense of least squares. In order to do that, p,(n) and g,;(n) are approximated by the FIR

T

filters p, =| 9, (0), 2, ()14 (L, —1)}T and g, =] 9,,(0)9;0 ()19, (L, 1) | with
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the length ij and ngl,respectively. In the following, ij

=L,, Vj,and ng‘i =L, Vi j.In
addition, L, and L, areassumed to be large enough (to contain 99% of the energy) in this and

next sections, and thus approximation error is negligible. The impact of L, and L, will be in-

vestigated by computer simulations in Section 3.4. For a data-aided estimation as considered here,

S (n) is known perfectly to the receiver. A total of P >1 training blocks will be assumed in

this paper, starting from the zero-th block (k =0).

3.2.1 Least Squares Estimators

Consider the case of L, <N,  ; thus_there -will be no inter-block interference. Let
r; (k) =1, (0),1;, (1)1 (N —1)]T be the useful part of the k-th received block, where
o (n)= rj(k(Ng+N)+n) , R;(k) be the NxL, received signal matrix with
[Rj(k):'m,l =r, (m=1), 0<m<N=1, 0<I<L -1, and S;(k) bethe NxL, signal matrix
with [S, (k)]  =s,(m-1), 0<m<N-1, 0<I<L,-1. From (3.2), the useful part of the

j-th received signal can be written as the vector form

r,(K)-R; (k) p, =T, (v)(Zsi(k)g”}dle +w;(k), k=0,...,P-1 (3.3)
i=1
where l“k(v):ejz”k(Ng+N)v-diag{l, e-’Z”V,---,e’Z”V(N’”} is a diagonal matrix, and

w; (k) =[w;, (0),w;, (1),...,Wj’k(N—l):|T with Wj,k(n)iwj(k(Ng+N)+n) . Furthermore,

define



and

T

W, :[WE (0),w](1),...,w] (P—l)] .
The total useful received signal for training is

r,—Rip =T (v)Sg,+d 1, +w,, (3.4)
where S=[S"(0),8 (1),...,ST(P—1)]T, and T'(v)=diag{T,(v), T,(v)...., Toy(v)}. From

(3.4), the joint least-squares estimates of all parameters are obtained by minimizing the cost func-

tion
A(ﬁ’é"“’ﬁn,’dl’."’dn,'gl’."’gn,):anAj(ﬁaﬁj’aj’gj) (3.5)
=
with
~ . % 2
Ai (ﬁ’ﬁi’dj’gi):HrJ’ —Rjrbj —dijN _F(‘;)ngu . (3.6)

Recall that each branch of receiver has its own I-Q imbalance, dc offset and channel response, but

the frequency offset is the same for all branches. Therefore, given a fixed trial frequency offset

7, p, d;,and g, can be estimated by simply minimizing the cost function A, (&,/Bj,dj,gj).
In other words, p,, d;,and g; can be estimated independently form one branch to another. On

the other hand, equation (3.5) can be used to estimate jointly the frequency offset to increase
performance by exploiting the diversity and power gain inherent in MIMO systems.

The LS solution of (3.5) or (3.6) can be obtained successively as follows [31]. Firstly, under a
fixed trial (&,/Bj,dj ) the LS-estimate of channel QJ. is given by [71]
~ ~ ~ 7 ~ T * o ~
gi("’/’j’dj):(r(‘/)s) (rj -Rip _dilPN) 3.7)
=(8"s)"S"T" (v)(r; - R}5, ~d, 1y ),
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Secondly, substituting g; in (3.6),

2

Ay (78,4, ) =[(1ow (7)) (1, ~Ri5 = d, 1 )| (3.8)
where
C(v)=T(V)Br"(v) (3.9)
with
B=S(s"s) s". (3.10)

Note that C(&) and B are projection matrices. By minimizing (3.8) with respect to dj , given

a fixed (&,ﬁj),the LS-estimate for d; is

d, =" (")(r;=R}p, ). (3.11)
where
1 (T =C (7)) e
(T —C (V)1 | %0
£ (7) = ((Toy =C (7))o ) =T, =C(7)) 1o | frcmnlzo
0., otherwise
Thirdly, substituting d; in (3.8), one gets
A5 (7.5,) =|(Tow =€ (7)) (Lo ~ T £ (7)) (r, - R3[| (3.13)
and the LS-estimate p, is
By =P, (7)(Toy — Loy £ (7)), (3.14)

where P, (&):[(IPN —C(7))(Tpy — 1oy f" (ﬁ))R’;T. After a simple manipulation, g, () can
be further simplified as
5(7)=[RjQ(")R; ] RIQ(")r, (315)
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where

Q(7)=Q" (7) = (Tpy ~Lay 1" (7)) (Toy —C(7)) (T Loy £ (7).

with

A1 (7) =T =€) (1o =10 (7)) (1~ R, (P))]
and the LS-estimate v is given by

v =argmin {A(7)}.

(3.16)

(3.17)

(3.18)

(3.19)

Generally, no close-form is available for v ; an exhaustive search has to be performed for the so-

lution. As discussed in [69], the exhaustive search can be.implemented in two-step procedure.

The first step is a coarse search which calculates "A (v) overa grid of v -values, say {v,}, and

determines the location v,, of the maximum. Then, the second step is a fine search where the

A(v,)-values are interpolated and the local maximum- nearest to v,, is found. Moreover, in the

following, we show that the first step of‘grid search can be implemented with FFT (fast Fourier

transform) techniques.

Using (3.15), A;(V) in (3.18) can be further simplified as

A (9)= (0 =) (o 1o (7)) (1~ 35 )
=(r,~R, (7)) Q(7)(r, ~R}5,(7))
:¢QWﬁf@ﬂQWﬁJ[ Q(V)R ] iQ(7)r,

Furthermore, from (3.16) and (3.12), for f(v)# 0y,

Q(7)=(Toy ~f (7) 15 ) (o = C (7)) (Toy =15 " (7))

[t =)t
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I I C(V) Iy — 2
{ R R T

(3.20)



k (3.21)
(1)1

Coincidentally, the relevant elements of A, (17) in (3.20) to be calculated are in the form of

viQ(7)u, where v=[vy,V,,...,Vpy ;] and w=[ug,u,,...,Up 4] are PNx1 vectors. In addi-

tion, from (3.21),

VQ()u=v"u=v'C(7)u- T e

Define v’ =[VI,V; ..... VL], u' =[uI,uZ ..... uL] ,and

B, B, B
B= B, ]?22 Bs ,
BPl sz BPP

where v, and u, are Nx1 vectors,and B, isan N xN_ matrix with 1<r,s<P. Itcan be

shown that
~ P & j2r(s— r) N+N LG i2 j27zmy
"C(Pu=> 2 e { 7, (0)+ 2 (75 ()™ +¢  (m)e”™) |, (3.23)
r=1 s=1 m=0
where
N-1 .
nr,s (m) = [Brs ]k—m,k Vr,k—mus,k ' (324)
k=m
N-1
gr,s(m): [Brs]kk mVr kusk m ! (325)
k=m

and x., =[x,] ., x=v,u. Thus, the term v"C(V)u in the form of (3.23) can be calculated

efficiently by using FFT (fast Fourier transform) in searching of v . To this end, the 2N corre-

lations {7, ,(m)} and {c,,(m)} are first calculated from (3.24) and (3.25). Next, the se-

quences
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7,s(m), 0<Sm<N-1
0, N <m<KN-1

ﬁr,s(m)={

and

- 6.(m), 0<m<N-1
rs(m):{o N <
, <m<KN-1

(3.26)

(3.27)

are formed, K being a design parameter (pruning factor). Finally, the FFT in (3.23) is equiva-

lently implemented as

KN-1 —Jj2zmn

N-1
D s (M)e™ = 3 i (m)e
m=0 m=0

N-1 - KN-L —j2amn "
S, (myer =(zgr,s<m>e G j
m=0 m=0

for KN frequency grids :

~ n KN KN
]/nz—' —<N<—
KN 2

In summary, the joint LS estimates are summarized as follows :

v =arg m&in{A(&)ngj (17)},

*

A, (7) =1 Q(7)r, -(RIQ(7)r,) ' [RIQ(7)R; | RIQ(¥)r;,

*

5 =[RIQ()R; | RIQ(7)r,.

and
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(3.29)

(3.30)

(3.31)

(3.32)

(3.33)

(3.34)

(3.35)



3.2.2 Low-Complexity Implementation

From (3.32)-(3.34), it is observed that the calculation of the projection matrices B and C(&)

plays a key role in determining the complexity of the estimators of v, [)J , and &j. Motivated

by the design for SISO systems in [69], we design the following phase-rotated periodic training

format :
y
s=|[eA]" - [emA] [e#A] - [eMA] - [eA] - [eA] |, (336)
| Q | Q | Q
QP

where A is an nL, xnL, full-rank matrix, N=Q-nL,, Q>1, and {¢k}:;; are parameters
to optimize the estimation performance. Example {¢k} for Q=P =2 will be given in Section

3.5; nevertheless, the issue of optimum design of them will-not be pursued any further in this

chapter. In this way, the projection-matrix B becomes

F ej(¢o*¢1)F P ei(%*#’ﬁm)F
1 j(‘/ﬁ*%)F F , i(?ﬁ*‘/’M)F
B=55 . : T (3.37)
e1(¢p 1 %)F ei(#ﬁr‘h)F F
with
Intl_g In,Lg Ing
F=| " "k Nk , (3.38)
_I”t'-g IntLg I”tLg INxN

which contains Q* matrices of | Recall that A is a full-rank square matrix, and therefore

Ly

its projection matrix A(A”A)flA” is equal to I, . Since B is a sparse matrix now,

C(v)=T(v)Br" (v) can be calculated much efficiently. In particular, using (3.37), v"'C(V)u

in (3.23) becomes
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P P Q-1 . - . ~
Ju=Y Y e NN { 7.5 (0)+ (m,s (m)e ™ 4 (m)e””m”‘Lg”)}
r=1 s=1 m=0
(3.39)
with
N *
77rs :Z rs k mn, L, K rk mn L, sk
1 (s 1) .
ng Q P k mntLgyk Vr,k—mntLgus,k (340)
pilhada) N1
and
ei(¢r71—¢571) N1
gr,s(m):—P z Vr,kus,k—mntLg ) OSmSQ_l (341)
Q : k=mn,L,

Hence, the complexity of CFO estimation-is-reduced by about n,L, times as to be discussed for

more detail in next Section. However, the frequency range that can be estimated is also reduced

by the same factor with this design. For SISO systems (n,=n, =1) with P =1, the training for-

mat in (3.36) degenerates to the one in-[69]. Furthermore, for the undesirable case of

=0 in (3.12). In other words, with this design of

v=0

- 2
b=d==¢,, H(IPN —C(V))1py H
training sequence, it is not able to estimate dc offset when frequency offset is zero because

d;1;, isnow located in the space spanned by the column vectors of S, and its effect is included

in the estimate g;. During the real data transmission, however, the receiver needs the estimate

A

d; for dc offset compensation.

In addition, from the simulation results in Section 3.5, frequency-dependent 1-Q imbalance

has little effect on the estimation of v and d;, and can be neglected with almost no loss in per-

formance. With this observation, we propose the simplified estimators for frequency and dc offset
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by replacing R; as r; in (3.32) and (3.34) asfollows,ie. L, =1 case;

j=1

v, =arg mﬁin{As(&):iALs(&)} (3.42)

with

Ay (7)=rQ(7)r, ~(rQ(7)r,) [(fQ(7)r] | r Q(¥)r,

o) T ’ (343
=r Q(V)r, ——————F—
J J roQ(&)rj
where no matrix inversion is needed, and
d;, (%) =17 (7,)(r; =x}5, (%)), (3.44)
with
W Qv
By (D)= (3.45)
J( ) rJTQ( S)rj

It will be shown in Section 3.5 that no degradation on the BER performance when using the sim-

A

plified estimators v, and d, (V).

3.3 Computational Complexity Analysis

The computational complexities of the joint LS estimation and the low-complexity implementa-
tion are analyzed in this section. Only the required number of real multiplications is compared
because the computational complexity is mainly dominated by multiplication. The complexity of

frequency estimator v in (3.31) is first analyzed in subsection 3.3.1 followed by the analyses of

I-Q imbalance, dc offset and channel estimators ﬁj : oTJ. and gj (3.33)-(3.35) in subsection

3.3.2. Finally, the complexity comparisons of proposed methods and previous method in [31] as

our special case are discussed in subsection 3.3.3
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3.3.1 Frequency Estimator v
® Complexity of v'C(V)u :
Firstly, it requires N (N +1) complex products for calculation of the correlations {n,]s(m)}

and {é‘r,s(m)} in (3.24) and (3.25). Secondly, it requires 7(KN/2)log,(KN) complex
products for calculation of the KN-pt FFT in (3.28) and (3.29), where
n=1-(log, K +2(1/K 1)) /log, (KN ). Finally, the calculation of v"'C(V, )u in (3.23) needs

2P? FFT with correlations and additional P? complex products. Totally, it requires

KN

P?N-[K +2N +2+7K log, (KN)] complex products to calculate {VHC(ﬁn)u}

n=1
For phase-rotated periodic training,. only -2Q " correlations {7, ,(m)} and {c, (m)} in
(3.40) and (3.41) are involved in computation, andthe FFT in- (3.39) is now performed over KQ

points, not KN . Hence, the calculation of {v”C(&n)u}KQ with phase-rotated periodic training
requires P*(N/n, Lg)-[K +N+nL,+nK log, (KN/nL, )} complex product, which is reduce by

about nL, times.

® Complexity of v"'Q(V)u :

KN KN

Assume that the scalars {]/lﬁN (To —C(&n))IPN} and the vectors {(IPN —C(17n))1F,N}n:1 can

n=1
be pre-calculated and saved. Then, the calculation of {VHQ(ﬁn)u}:: in (3.22) requires
P?N [ K+2N +2+7K log, (KN) |+ PN -(2KN +1)+2KN  complex products.

For phase-rotated periodic training, the calculation of {VHQ(ﬁn)u}:i requires

P?(N/nL, ) K+N+nL,+nKlog, (KN/nL,)[+PN-(2KN/nL,+1)+2KN/nL,  complex
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products.

® Complexity of Frequency Estimator v

Now, the complexity of coarse search of the cost function {A (7, )}:i in (3.20) is analyzed as

n

follows while the interpolation based fine search is relatively easier and can be neglected. Define

r® as the k'th column of R,. First, it requires to calculate {erQ(ﬁn)rj}KN,

n=1

KN

{RTjQ(ﬁn)rj}KN corresponding to {rj(k)TQ(ﬁn)rj}:i, for k=1~L,, and {R}Q(¥,)R}}

— n=1

corresponding to {rfk)TQ(ﬁn)r}"*}KNl, for k=1~L, with 1=k~ L . This part of complexity is

n=

[(1+1, )L, /2+L,+1]-{P°N [ K +2N +2+7K log, (KN) ]+ PN -(2KN +1)+2KN|  complex

KN

products. Second, the inverse matrix term {[R}Q(ﬁn)Rf]_l RTjQ(&n)rj} can be implemented

! n=1
by Gaussian elimination, whose complexity is KN (L‘j‘) +3ij =L, )/3 complex products. Finally,
it further needs KN-L_  complex products. The number of overall required complex products

for frequency estimator is

n, [ (L +3L,+2)/2]-{P’N-[K +2N +2+7K log, (KN)]+PN -(2KN +1) + 2KN}
+n KN +3L +2L,)/3.

(3.46)

For  phase-rotated periodic  training, the first part of complexity is
(1L, )L, /2L, +1]-{P*(N/nL, )-[ K+ N +nL, +7K log, (KN/nL, ) |+ PN -(2KN/n.L, +1)
+2 KN/nI Lg} complex products. The second part requires (KN/nt Lg)-(L?/; +3ij -L, )/3 com-
plex products. Finally, it further needs (KN/nt Lg)- L, complex products. The number of overall

required complex products for frequency estimator with phase-rotated periodic training is
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[(1+L,)L, /241, +1]-{P2(N/ntLg)-[K +N+nL, +7K log, (KN/nL,) |

+PN - (2KN/n L, +1)+ 2KN/nL f+n -(KN/nL, )-(L;, +3L +2L,) /3.

(3.47)

3.3.2 1-Q Imbalance, DC Offset and Channel Estimators p i
d ; and g,.

Assume that B:S(SHS)&S” in (3.10) can be pre-calculated and saved. It requires extra

(PZNZ—PN)/Z complex products for calculation of the Hermitian matrix

C(v)=r(v)Br"(v) in (3.9) and P’N’+PN; complex products for v"C(v)u. Then, to

calculate v"Q(v)u, it totally requires” P2N#+4PN complex products.

For p,;(v), first, it requires to calculate R;Q(v)r; corresponding to rTQ(V)r;, for
k=1~L,, and RjQ(V)R] corresponding to r"Q(7)r{"", for k=1~L, with I=k~L,
whose complexity is (P°N?+4PN)-(L +3L, )/2 complex products. Second, the inverse ma-
trix term | RIQ(¥)R; ] RIQ(¥)r; can be implemented by Gaussian elimination, whose com-
plexity is (L +3L% - Lp)/3 complex products. The number of overall required complex prod-
ucts for I-Q imbalance estimator p; (V) is

P°N?-(L% +3L,+1)/2+ PN (4L +12L,-1) /2+(L3, +3L5, - L, ) /3. (3.48)

For oTj (&,[)j), the vector f" (V) in (3.12) has been calculated during the calculation of

p;(v). Hence, the number of overall required complex products for dc offset estimator
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(L, +1)PN. (3.49)
For g, (ﬁ,ﬁj,&j), assume that the matrix (SHS)_lSH in (3.35) can be pre-calculated and saved
and the term (rj —R’;[)j) has been calculated during the calculation of dc offset estimator.
Hence, to calculate T'" (13)(rj —R’;i)j —c]jl) in (3.35), it requires only PN complex products.
The number of overall required complex products for channel estimator gj (ﬁ,ﬁj,&j) is

(nL,+1)PN. (3.50)

For phase-rotated periodic training, the required complex products for calculation of the

Hermitian matrix C(v)=T(v)BI'" (V) reduceto (PN/nL,)(PN—N)/2 not PN (PN -1)/2
due to the sparse matrix B in (3.37). Similarly, the required complex products for v“C(&)u
reduce to P’N?/nL,+PN not :PZN?+PN". Then, the complexity of v"Q(v)u becomes
PZNZ/ntLg +4PN complex products. Hence, the number of overall required complex products
for 1-Q imbalance estimator p, (17) with phase-rotated periodic training becomes
(P’N?/nL,)-(L5 +3L,+1)/2+ PN (412 +12L,-Q) /2+ (L3 +3L, - L, ) /3. (3.51)

For &j (\7,[)]) and g, (17,[)]. : c]j ) the complexities are kept the same as the original ones.

3.3.3 Discussion
The number of required real multiplications for all estimators with arbitrary training and
phase-rotated periodic training are summarized in Table 3.1. Some comparisons and special cases

are addressed as follows.

As is shown, the complexities of frequency and I-Q imbalance estimators v and p; with
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Table 3.1: Computational Complexities of Arbitrary Training and Phase-Rotated Periodic Train-

ing (Number of Real Multiplications)

Acrbitrary Training Phase-Rotated Periodic Training
(2L +6L, +4)-{P?N[K + n (2L +6L, +4)-{P*(N/nL, )
Frequency offset | 2N +2+7K log, (KN)]+PN - [K +N+nlL, +7Klog, (KN/”t L, )]
P (2KN +1)+ 2KN} +n, -KN- | +PN-(2KN/nL, +1)+2KN/nL |
(413 +1212 +8L,) /3 +n, (KN/nL, )-(40, +12L5 +8L,) /3
P’N?-(2L% +6L,+2) (P*N?/nL,)-(2L2 +6L,+2)
I-Q imbalance 5, +PN-(8L% +24L, - 2) +PN -(8L% +24L, - 2Q)
+(40 +1213 ~4L ) /3 +(21 +6L% -2L,)/3
DC offset d, 4PN (L, +1) 4PN (L, +1)
Channel g, 4PN (n L, +1) 4PN (n L, +1)

phase-rotated periodic training are reduced by about nL, times compared with those with gen-

eral training. However, the frequency range that can be estimated with phase-rotated periodic

training is also reduced by the same factor. For the simplified estimators of frequency and dc off-
set, the complexities reduce to the case of L =1. Finally, the proposed estimators reduce to the
ML estimators in [31] for the special case of SISO systems (n,=n =1) with fre-

quency-independent I-Q imbalance (L, =1) and one training block (P =1).

36



3.4 Performance Analysis

A

In this section, the mean and variance of the estimators v, [;j, d;, and g ; are analyzed under

the conditions of SNR>1 and N1, where SNR=02/c2 with o and o2 defined in

subsection 2.2.1. We start from the analysis of frequency estimator v .

3.4.1 Mean and Variance of Frequency Estimator v

From [69] and [72], using the fact that V is close to true carrier frequency offset v for

SNR >1 and N >1, one has
(3.52)

and

E[AMT]
E{(7-v)'] z[—]z , (3.53)
EAC)]
2
where A(v)= 8/(;(]/) cand A(v)= 2 ;(V) . Unfortunately, it is quite cumbersome to evaluate
1% Vv

(3.52) and (3.53) with A(v) givenin (3.17), where v is estimated jointly with p,, aj , and
g ;- To simplify the analysis, the effects of 1-Q imbalance and dc offset on frequency estimation

will be neglected here, i.e, p;=0_,and d;=0.By setting p; =0, and f(v)=0,,, (3.17)

becomes,

=irj” (Toy —C(¥))r, (3.54)

It will be shown in Section 3.5 by computer simulations that the simplified analysis is very accu-
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rate for the ranges of p; and d; of practical interest.

From (3.54), it can be shown that

]

A(V)=j27z-:z_r;‘ 0 (V) DI (v)r,

and

K(v)=42>-3 €T (v)E (v)r,

=1

with D=®B-B® , E=20B®-B®>-®°B . Recall that B=S(SHS)_1SH.

r,=I(v)Sg, +w; in (3.55) and (3.56) one gets

]
A(v)=jor-Y g"'S" Dw, + W' DSg, + W'DW,,
=1

A(v)=47- g"S"ESg) +8"S"BW, + W' ESg, + WEW

=1

where W, =T" (v)w,; with E{ij'j*}zafvlm. In addition,

E{A(v)] =j27r-E{§v’i";'Dv~vj}

zjzn-nZtr{D-E{ij?}}

j=1

= j2nol -Ztr {D}

j=1
=0
and
E{A(v)} =47’ ~ig';SHEng +E{W!'EW,}
j=L

~4r’ ~Zg?SHESgJ— +o’ -tr{E}
j=1

— 4773 g'S"ESg,
=1

=2z (B-Iyy )z, ,

j=1
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(3.55)

(3.56)

Using

(3.57)

(3.58)

(3.59)

(3.60)



where z,=j2z®Sg, , ®=diag{x(1),x(2),....x(P)} and K(p):[(Ng+N)p+1,

(Ng+N)p+2,...,(N;+N)p+ N] On the other hand,
N 2
E{(A(v))z} =47r2-E{[ g'S"DW, + W"DSg, +v~v’;Dv~ij }
-1

z_4;z2-iz-g?s“D-E{ijj“}Dng (3.61)

=
= ZJf,-anZJH (Toy —B)z'j4 ,
=
The approximation in (3.61) is justifiable for SNR > 1, and the last equality is obtained by using
S" (PB-B®)=S" (®B-®), (PB-B®)S=(®-B®)S, and the fact that (I,, —B) is a
projection matrix. Therefore, from (3.52), (3.53), (3.59)-(3.61), we have E{(\?—v)}zo (an

unbiased estimator) and

1

E{(7-v)' Vol (3.62)

o0 :
2>z (I, -B)z,
1

3.4.2 Mean and Variance of I-Q Imbalance, DC Offset and
Channel Estimators p,, d ;and g,

Next we analyze the estimators [;J., d;, and gj with no influence of frequency offset; that is,

v =v is assumed in the analysis. It will be shown in Section 3.5 by computer simulations that

the analysis predicts the MSE (mean-squared error) performance very well even when v =v.

For the estimator [;J. , from (3.14) and (3.4), it is easy to show that

P (V) =P, (v)(Toy — 1oy " (v))(R}p; + T (v)Sg; +d 1,y +w, ). (3.63)
In addition, by using (3.21) and the identities,
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P, (V)(IPN — 1, " (V))Rﬁpj =P

P, (v)(Toy — 1o £ (V)15 d; =0,

=0y

*

P, (v)(Toy ~ 1o f" (v))T(v)Sg; =[RIQ(7)R; | 'R} Q(7)T(v)Sg, =0, ,

=0py

one has,
ﬁj =p,+P, (v)(IPN ~1,,f" (v))wj. (3.64)

For use in this section, r,(n) in (2.9) is rewritten as

r(n)=r4n)+r.(n), (3.65)

where 1 (n)=c, ;(n)®y,;(n)e’*""+c ()@Y, (n)e /" +d, is the deterministic part, and
r.(n)=c,;(nN)®w,;(n)+c_;(n)®w,;(n) is the random part due to noise. {rj,r(n)} is gen-
erally a colored Gaussian noise. In this way, R; can be rewritten as R; =R;; +R; , where

R;, and R;  are the deterministic and random part of R, respectively.

Taking expectation on both sides of (3.64),
E{p,Iv)~p, +PB,, (v)(Loy 11" (v))E{w,} = p, (3.66)

where P, (v) is the deterministic part of P, (v). The approximation is justifiable with
SNR >1. Furthermore, MSE is derived as
E{ b= |V}:tr{E{(/31 -p;)(B,-p,) |V}}

:tr{E{Pi () (Ton — T £ (1)) W, W (L =T £ ()" Y (v)}} (3.67)

ztr{Pj,d (V)(IPN _IPNfH (V))ij (IPN _IPNfH (V))H Pi&d (V)}'
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where K, = E{ij'j*} is the correlation matrix of w . The explicit expression of K, can be

found in next subsection.

For the estimator d ;» from (3.11)

&j (/A’j’v) =f" (V)(rj _R?/A’j)
:fH(v)ledj+fH(V)R’Jf(pj—[)j)+fH(v)F(v)ng+fH(v)wj, (3.68)

\_ﬁ——/
=lpy =0/

Mtlg

=d; +f" (v)R] (P,— _/A’j)”H (v)w,

Similar to (3.66), we have E{dAj —d, |v} ~ 0, and MSE is given by, under SNR >1,

E{‘&J _djr |V} ® E{(fH (V)R*J,d (P,— _/31)+fH (V)Wj )(fH (V)R’;,d (/’J -p )*fH (V)Wj )H }
=" (V)RS E{(p,=5,) (1, =) [RTE(v)+1" (V)K, £(v)

]

+2Re{fH (V)RGP 4 (V) (Tpy 2o f" (V))ijf(v)}

(3.69)
where we have used the approximation
{5y | = E (R0 o~ 1)) @10
=Py (V) (Toy =1y £ (V) K, -
Finally, for the estimator g,
&;(d;.5,v)=(r(v)8) (r, - Rjp; —d 1,y )
=(r(v)8)' (Rip; +T (v)Sg;+0d 1oy + W, ~R}p; ~ ;1 ) (3.72)

=g, +ST" (v)R] (pj —[)J.)+SJTH (v)1py (dj —&j)+s*r” (v)w, .

Similarly, E{g;-g,|v}~0,,,and MSE is given by

#|

& -2 IV}
ztr{s*r“ (V)R] -E{(p,- by )(p, —/A’j)H}'RTj,dF(V)(ST)H}

+tr{s*r” (V)15 -E{‘&j —d,-r}-IENF(V)(ST)H}
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tr {STFH (V).E{ij';' } .F(V)(ST)H }
+2Re(tr {S’T” (V)R -E

|
+2Re(tr{s*r“ (V)R -E{
(

(3.72)
In deriving (3.72), we have used the following approximations
E{(n,5,)(d,-d,)" | <E{(p, =5, (1" )R, (5,5, ) 1" (1w, )| e
= E{(/’i ~b;)(p; b, )H }R}df(")* E{(/’j ;) }f(V) ! |
and
E{(d;—d)wi = LIRS E (= )wi 41" (V)K, - (3.74)

3.4.3 Derivation of Cramér-Rao Lower Bound
In previous subsections, it is shown that v, i)j, &j, and g,. are unbiased estimators provided

that SNR>1 andN >1. In this subsection, we derive the CRLB for those estimators. The de-

rivation follows that given in [31][73]. From (3.4),
r,—Rip,=T(v)Sg,+d,1+w,.
- T - * -
Define coz[v,xI ..... )»” with 4] :I:pJT-,dj,gTj,p?,dj,g?} of length L, . Since w,,
j=1...,n, are independent of each other, the probability density function of the observation
vector r;, given o, is

N

f(o)= f(rl,---,rnr |(D)= | p(rj -Rip;lg;.d;,p;,v )



(3.75)

where K, =E{w,w'} is the correlation matrix of w.Recall that

W, :[WTJ- (0),w] (1),...,WTJ.(P—1)]T

with w; (n)=c;(n)®w,;(n), we have w;(k)=® w,;(k) and

Wo,j (k):[woijk (—ng +1)---W0,,-,k (0) Wy j (1)~ Woj (N _1)T

with Woijk(n)iwovj(k(Ng+N)+n) and
_gj(ng—l) g,(0) 0 0 |
®, = 0 .gi("gj_l) .91(0)0 0 , (3.76)
i 0 0 g,-(ng _1) gj(o)_NX(Nﬂgll)
where L, is the length of g, (n). Therefore,
wi=® w,, (3.77)

with wo,j=[w;j(0),w;j(1),...,w;j(P—l)]T and (iJj=diag{<1)gj,<1)gj,...,<1)gj}. Finally, we

P

K, =0.® ®]. (3.78)

Inf ()" (olnf
Let M—E{[ana T(m)J ( na T(m)j} be the Fisher information matrix. From [73], the
(0] (O]

CRLB for each respective parameter is given by,

var (V) > [M‘lll , (3.79)

(i-L, +L,

1+
/A)J' _pJHZ} = o [M_1:|kk’ (3.80)

=l

1+(j-1)L, +1
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var(d,)2 (M, L (3.81)

and
) L+(j-1)L, +L, +1+L,
E{ 8 —ng }2 Z [M&]kk' (3.82)
k=1+(j-1)L, +L,+2
By definition,
In f In f In f In f
aln T(w): oln f (@) oln T(‘”) Lo T(‘”) , (3.83)
om ov oM, oM,
and

oln f (@) _(aln f(0) 0Inf(o) dInf(w) dlnf(w) dlnf(w) oinf(w)
o P od, g o o og

]

} . (3.84)

]

After some derivation, the partial derivative of In f ((o) with respect to each parameter is shown

to be
6|n f ((D) - | L (W';K;lr(V)ZJ +le—|l—wH (V)K;,le) , (385)
ov = ' ’
oln fT(m) _ oln fH(m) “WIKIR, (3.86)
apj apJ’ ]
oln f (@) (2ln ffm) _wiK, (3.87)
ad, od; b
and
In f Inf (o))
oln T(o)) _ oln H(CO) :w'j*K:vl_F(v)S. (3.88)
0g; 0g; J

From (3.83)-(3.88), the matrix M can be evaluated.
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Table 3.2: System Parameters and Radio Impairments

System Parameter and Radio Impairments Parameter Value
Channel Bandwidth 20 MHz
FFT length (N), cyclic prefix length (N,) N =64, N, =16

OFDM-Symbol Time (Topy ), Symbol Time (T,) Torom =4 ps, T, =50ns

Sub-carrier Spacing (}{\IT ) 0.3125 MHz

Number of Transmit and Receive Antenna (n,,n, ) n=2,n=23

tr

(2 =1.08,6,=5°),(c, =1.09 ,6, =6°)
Frequency independent 1-Q Imbalance (aj,ej)
(a,=11 6,=7°)

{hj (n),h$ (n)} : 2 order Butterworth with cut-off | (f'=8, 2 =8.3),(f,=7.9, {2 =8.2)

frequency (f , f?) MHz (=81, 2 =84)

P

(0-2%) for static channel, uniform

Frequency offset v
(_%%j for fading channel

] 0.15 ]
do,1=$(1+1) , do,zzf(l"‘]) ,

DC offset (d, ;), with signal power normalized to 1

3.5 Simulation Results

The performance of the proposed estimators is evaluated for an un-coded MIMO OFDM system.
Table 3.2 gives the system parameters and radio impairments which are typical values in real
systems [5]-[7].[50]-[52],[74]. The transmission is done on a packet-by-packet basis with the

training portion consisting of two OFDM symbols at the beginning of each packet. A wide-sense
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stationary uncorrelated scattering (WSSUS) discrete channel is considered, with the impulse re-

L

sponse h;; (z)=>_h,;(1)(z—IT,), where L+1 is the length of the channel, and {hj’i (I)} are
1=0

tap gains which are mutually independent complex Gaussian random variables with zero mean

and variance o7 . Exponential multi-path intensity profile is employed with
of = o -exp(=IT, /Tays) , Where T, is the root-mean square delay spread, and to maintain unit

power gain, of =1-exp(-T,/Tays) - The channel remains unchanged during a packet.

Tows =90 ns, L=10,and L, =16. In Figures 3.2-3.6, the training sequence is the one given in

[75] for the case of n, =2. In Figure 8, the low-complexity training sequence of the square ma-

trix A is designed as 5230F641, given in [76] for the first transmit antenna and its circular
shift by L, for the second transmit antenna. In addition, K=P=2, ¢, =0, and ¢ =7/2.
The frequency resolutions for coarse and fine frequency estimation are 0.1 and 0.001 sub-carrier

spacing, respectively.

In Figure 3.2, simulations are given to verify the MSE analysis with the system n, =n, =2

under the static channel hjvi(l)z\/(1—exp(—1))(1—exp(—l)), Vj,i, 0<1<10. Only the results

of the 1% receive antenna are shown; similarity is observed for the 2" receive antenna. As is

shown, the analysis predicts the MSE performance very well for all the estimators in the SNRs of

A

interest. (Note that the simulations for the estimators p;, d;, and g; have used the real esti-

mated frequency V which may not be equal to the true frequency v.) In addition, the variance
of estimators approaches to respective CRLB. One observation worthy noting is that the analysis
of frequency estimation is done under the perfect condition of no dc offset and I-Q imbalance.
This explains why the analytical MSE of frequency estimator is smaller slightly than its corre-
sponding CRLB in Figure 3.2. In Figure 3.3, the MSE performance is evaluated for the Rayleigh
fading channel. In this case, frequency offset is set to vary uniformly between -0.5 and 0.5 of
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Figure 3.3: MSE performance of the joint estimators in Rayleigh fading channels
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MSE of 1.

Figure 3.4: MSE performance of the frequency estimator.in Rayleigh fading channels

sub-carrier spacing. Again, the estimators.performed very closely to the CRLB bounds. Moreover,

the variance of p tends to have a floor at high SNR region. This may be attributed to having
modeling error by using L, =5 in this case. The error, however, does not cause too much loss in
BER performance, as to be shown in Figure 3.6. The performance of frequency offset estimation
is shown in Figure 3.4 with different number of received antennas. It is clearly shown that more

than one receive antenna branch can be used in the estimation to improve performance by ex-

ploiting the power and diversity gain offered by multiple receive antennas.

Figure 3.5 investigates the effect of L, on the MSE performance of the joint estimators by

computer simulations. As can be seen, L, has a significant impact on the channel and I-Q im-

balance estimation, especially at high SNR region, and that causes error floor in BER perform-

ance as can be seen in Figure 3.6. Nevertheless, it affects the estimation of dc offset and fre
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Figure 3.5: The effects of L, on MSE in Rayleigh fading channels

quency offset in a very insignificant way; this motivates us to use the simplified estimators pro-

posed in (3.42) and (3.44).

Figure 3.6 shows the impact of L, on BER performance in the Rayleigh fading channel.
64-QAM is the modulation scheme. The receiver is the one given in Figure 3.1; after
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compensating 1-Q imbalance, dc and frequency offset, MMSE MIMO detection is performed

based on the channel estimation coming out of joint LS estimators. Clearly, the modeling error

due to using a small L, incurs error floor in BER performance, as predicted in Figure 3.6,
where a small L, results in large MSE for estimating the channel and I-Q imbalance. On the

other hand, too largea L,, e.g.,, L, =15 degrades slightly the BER performance as can be seen

in the figure due to the extra noise induced by using a large filter length. In the figure, ideal re-
ceiver is the one with perfect RF compensation.

Finally, in Figure 3.7, we show the BER performance by using low-complexity training se-
quence and/or simplified frequency and dc offset estimators. The low-complexity training works

very well and almost no performance loss is observed with the low-complexity implementations.
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In fact, the low-complexity training performs a little better than the training used in [75] for

L,=3.
nt=2,nr=3
""T
10
10
IRl
(ni]
- RN
F| —— Training in [75]
[| —S&— Low-Complesity Tratning [ 2000000000000y
i Tt [t et SRS
5 _*_
o with Low-Commplexity Training |1
Ideal Receiver Sha R
64 QMI'*'II ................. . ....................
1|:|'E= T T T T ]
] 5 10 15 20 25 =20 35 A0
SNR( B

Figure 3.7: BER performance with low-complexity and/or simplified estimators in Rayleigh fad-

ing channels.
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3.6 Summary

In Chapter 3, the theory of joint least-squares estimation of frequency, 1-Q imbalance, dc offset
and channel is developed for MIMO receivers with direct-conversion RF architecture. Both fre-
quency-independent and dependent 1-Q imbalances are included. Previously, RF parameters were
estimated separately and that leads an inferior performance. The estimators are shown through
analysis to be unbiased and approach to CRLB for the signal-to-noise ratios of interest. Special
attention is paid to the implementation complexity issue; several measures are proposed including
a special phase-rotated periodic training-sequence design and low-complexity estimators for fre-
quency and dc offset. Simulation results show that the performance degradation is negligible

when using the low-complexity designs.
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Chapter 4

Estimation/Compensation
Technique for Cascaded
Transmitter and Receiver Radio

Impairments

In this chapter, the cancellation technique of joint transmitter and receiver radio impairments is
investigated for the MIMO-OFDM systems with direct conversion radio architecture. A two-stage
cancellation architecture is proposed in Section 4.1. The cancellation technique is unique in that it
is effective in different forms of MIMO operations including spatial multiplexing, STBC
(space-time block coded) and transmit beam forming, with any number of transmit and receive
antennas. In addition, two methods of radio parameters estimation are proposed in Section 4.2.
The first is the optimum joint least-squares estimation of channel and radio impairments which
can be seen as an extension of previous chapter. The second is a low-complexity iterative estima-
tion that exploits the periodic structure of a training sequence. The proposed methods are simu-
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lated and compared with existing methods in Section 4.3. Finally, conclusions are given in Sec-

tion 4.4.

4.1 Two-Stage Cancellation of Radio Impairments

We propose a two-stage architecture for canceling the transmitter and receiver radio impairments.
In the first stage, the receiver impairments such as frequency-independent and dependent I-Q
imbalances and dc offset are cancelled along with frequency offset and transmitter dc offset in the
time domain, whereas the transmitter frequency-independent and dependent I-Q imbalances are
cancelled in the frequency domain in the second stage. The parameters used for cancellation are

assumed to be perfect in this discussion, with their estimation to be discussed in the next section.

4.1.1 Time-Domain Cancellation (1* Stage)
We start from the received signal model (2.12) including cascaded effect of transmitter and re-

ceiver radio impairments in subsection’2.2.2. First, a time-domain filter p, (n) is introduced in

j-th receive branch to cancel the receiver mirror-frequency interference as follows.

*

r(n)-p;(n)®r;(n)=C. ; (n)®[yj (n)e’s" +Wo,j(n)]+6rz—,j (n)@[yj (n)e* ™" +w, (n)] +d;,
(4.1)
where €. ;(n)=Cg.;(n)—p;(n)®cy.;(n), and d;=d,, - p;(n)®d, ;. Under a perfect can-

*

cellation, ¢, ,(n)=0, that is, p,(n)=(cs,,(n))” ®c,_;(n), where (c;,;(n))" is the in-

R+, j

verse filter of c, |

(n). Then, (4.1) becomes
r(n)-p;(n)@ri(n)=C, | (n)®(yj ()™ +wy (n))+dj

“et (S (), ()5 ()0 (0)+ 1, 1, (o)

(4.2)
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where

h. i (n)=cr (M)@hy; (n)®(Cy. ; (m)e ™) (43)

f. :21: f; ®h;(n)® (G, ;(n)e "), (4.4)
and Ii

W; ()= Ce.; (N) @ Wy 5 (n). (45)

Here, hﬂ.vi(n) is the overall impulse response from transmit branch i to receive branch |

consisting of transmit filter, channel, and receive filter after canceling out the receiver mir-

ror-frequency interference, h_;; (n) is the overall impulse response due to the transmitter 1-Q

imbalance, f; and d; are the equivalent transmitter and receiver dc offsets, and wj(n) is the

Gaussian noise after receiver 1-Q cancellation. Following (4.2), the first stage time-domain can-
cellation is straightforward as shown in Figure 4.1: the receiver I-Q imbalance is cancelled first,

followed by the receiver dc offset, the frequency offset, and lastly the transmitter dc offset.

Clearly, {pj (n)} {fj}, {d j} , v, are the parameters needed to be estimated for the first stage

cancellation.

After cancellation, the received signal is

z,(n)=e7*""[r,(n)-p;(n)®r] (n)-d, |- ,
! , (4.6)

=3 [s,(n)®h,;, (n)+5 (N)®h_,,(n) ]+, (n)

i=1

where o, (n)=e7*""w,(n). (4.6) says that at this point the transmitter mirror-frequency inter-

ference is the only impairment left to be compensated. For later use, we denote

z;,(m), m=0,--,N -1 be the useful part of k-th OFDM symbol within the sequence z(n),

n=---,-1,0,1,---, after removing the cyclic prefix.
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4.1.2 Frequency-Domain Cancellation (2" Stage)

In this part, we consider the general MIMO structure of linear dispersion (LD) codes, which sub-
sumes spatial multiplexing, STBC and transmit beam-forming as special cases and is applicable
to any number of transmit and receive antennas [77]. Without loss of generality, the first code

block that starts from the zero-th OFDM symbol is considered for notation simplicity. From [77],

a set of n, data symbols {Vm(l)};:l, which are to be transmitted on sub-carrier | over «

consecutive OFDM symbols, are encoded asa «xn, LD code matrix S(I) as follows

1(Re ) A +iIm{V, (N}B,)
{ s10 o Sy (4.7)
1K1 ntzc'l(l) ,

where A and B, are xxn, complex-valued dispersion matrices that are designed to reap
the diversity and/or degree of freedom gains of the MIMO channel. As shown in [77], with a

proper selection of the dispersion matrices, spatial-multiplexing, STBC or transmit beam-forming

can be viewed as a special case of (4.7). Recall that in our notation in (2.11), {S,, (I)}:l is the

data symbols input to the IDFT of transmit branch i at OFDM k . Denote
N-1 N-1
(z, ()} :DFT[{zj’k(n)}nzo] From (4.6),
L3
Z[ aii )+H—,j,i(l)si,k(_I)}LQj,k(l)’ j=1-n,k=0--x-1, (48)

=1

N

where {H:”(I)}Ij:DFT[{hi'“(n)}] and {ijk(I)}:lzDFT[{a)jyk(n)}]. In addition, us-

ing a matrix form for those Z;, (1) corresponding to the LD code matrix S(I), we have
Z(1)=s(HG,(1)+s (-HG_(I)+«(l), (4.9)

where
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H 11(|) Hiv”rl(l)
G.(1)= f
H m(l) wr Hinn (I)
and
Q,(1) Q, (1)
Q()=|
Ql,/r—l(l) RO 1(|)

Furthermore, it is convenient to rewrite (4.9) in the form of real matrices and vectors. Let z, (I)

g.,(1), g ,(l) and @, (1) denotethe p-th column of Z(I), G, (I), G_(I) and Q(l),

respectively, where p=1,...,n,, and define

and

It can be shown that

2(1)=G., (N7(1)+G_ (1) ¥(-D)+a(1), (4.10)
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and
(4.11)

where

(4.12)

From (4.10) and (4.11), the mirror-frequency interference cancellation is proposed by introducing

the cancellation matrix ®(1) as follows
v(-)+a(h)-o()a(-)

~(|)—c1>(|)z(—|):(Ei+(|)—<1>(|)(;,(—l))v(|)+(é,(|)—<1>(|)’é+(—|))

V4
effective channel after cancellation =05 0,20
to cancel mirror-frequency
interference
—H(1)7(1)+o(l),
(4.13)
where
H()=G.(I)-®(1)G_(-1) (4.14)
and

(4.15)

o(l)=a(l)-@()a(-)

are the effective channel and noise after cancellation, respectively. Note that the dimension of
G. (1) and G-(1) is 2&n, x2n,, which is a tall or square matrix, i.e. xn, >n, soas to avoid a

underdetermined case. Clearly, to completely cancel out the mirror-frequency interference, we

need to have
(4.16)

G- (N-@(1)G. (-1)=0,,, .0 -

For the case xn, =n,, (4.16) has a unique solution of ®(1)=G-(1)G. (-1). For the case

kN, >n,, however, there are infinite solutions. Naturally, the one with minimum noise power
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E{Hm(l)uz} is the desired one. That is, the optimal ®(1) is obtained by solving the following

constrained optimization problem.

~

d)(l):%zgminE{Hm(l)Hz} . subjectto G- (1)-®@(1)G. (1)=0,,, 5. (417
From (4.15),
{00} =tr{E{(00)-@(a(- I))( ()-ea(-)) | w10

(0
~2K‘nO' +o° tl’{(I)T }

~ T

Here we have used the approximations, E{o’i)(l)(o (I)}zazlm and E{ o(l)o T(—I)}

~0 . Therefore, the constrained optimization problem (4.17) becomes

2Kk, X2KN,

®(l)=a gmintr{&)T(l)E)(l)}, subjectto G_(1)-®(1)G. (-1)=0

(4.19)

2xn x2ng *
The problem amounts to solve the minimum norm solution of the linear equations of

~T ~

G, (-)® (1)=G.(1) for @' (1) whichis given by [78]

~

O(1)= {(1 (—|)(§I (-1)G. (—|))1 el (|)T . (4.20)

After the transmitter mirror-frequency interference is cancelled, (4.13) is used to detect v(1).

Any type of MIMO detectors can be used, although the linear MMSE (minimum mean-squared

error) detector is considered exclusively in Section 4.3. The overall two-stage cancellation archi-

tecture is presented in Figure 4.1. From (4.9) and (4.12), it is noted that {hi,“(n)} are the pa-

rameters needed to be estimated for the second stage cancellation.
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Figure 4.1: The two-stage cancellation architecture for cascaded transmitter and receiver radio

impairments.

4.1.3 Summary of Cancellation Architectures for Different
Application Configurations

Now, we summarize the cancellation architectures for different configurations. In this chapter, the
generalized two-stage cancellation architecture is developed as shown in Figure 4.1 for cancella-
tion of the cascaded transmitter and receiver radio impairments in the application of wireless
peer-to-peer MIMO-OFDM communications. For the application configuration such as the
downlink of mobile cellular MIMO systems as considered in Chapter 3, the transmitter radio im-
pairments are absence as seen in (2.9), and the cancellation architecture is a special case of the
generalized two-stage cancellation architecture, which degenerates to first-stage cancellation
without transmitter dc offset cancellation as shown in Figure 4.2. For the application configura-
tion such as the uplink of mobile cellular MIMO-OFDM systems, on the other hand, the receiver
radio impairments are negligible except for frequency offset as seen in (2.17), and the cancella-

tion architecture degenerates to a special case of the generalized two-stage cancellation architec-
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ture, where the first-stage cancellation reduces to frequency offset and transmitter dc offset can-

cellation as shown in Figure 4.3.

g-J2in MIMO

,5 j (n) Detection
e

rr(n)

From other .
branches ¢
— >

Figure 4.2: The first-stage cancellation architecture for receiver radio impairments.

{ﬁﬂ,} {ﬁ,j,i} H(l)
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. 2nd Stage
. Cancellation
st Stage (Mirror-frequency MIMO
Cancellation Interferer.lce » Detection —»
Cancellation)
r— - ]
r, () : | FFT > Z()-@()z(-)
| |
(. I\
| e j2zun fj :

Figure 4.3: The two-stage cancellation architecture for transmitter radio impairments.
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4.2 Estimation of Radio Parameters

In this section, two methods are developed for the estimation of {pj (n)} {fj}, {dj} , v and

{hmi (n)} . The first one is an optimum joint estimation of all parameters under the least-squares

(LS) principle, which can be seen as an extension of previous chapter, and the second is a

low-complexity estimation by exploiting a periodic structure of training sequence.

4.2.1 Joint LS Estimation (JLSE)

Here, a joint estimation scheme is developed based on the LS principle. That is, the optimum es-

A~

timates {/Sj(n)}, {fj}, {&j}, y and {ﬁi]j,i(n)} are sought to minimize the square error of
{Wj (n)} in (4.2). To begin with, p,(n) and h, . (n) are modeled as finite impulse response

(FIR) filters; p, =[,oj (0),.... 05 (L, —1)]T, and h,;;=[h,;(0),...h, (L, —1)]T, where L,
and L, are the corresponding filter’s lengths.

Assuming a total of P OFDM training-symbols; indexed from k =-P,...,—1, are available
for the parameters estimation. Let r;(k)=[r;, (0).1;, (1),....r;, (N —1)]T with

r,(n)=r, (k(Ng + N)+n) be the useful received data part of OFDM symbol k, R;(k) be

the NxL, received signal matrix with [R; (k)] =r,(p-g), 0<p<N-1, 0<g<L, -1,

p.q

and T, (k) be the NxL, signal matrices with [T, (k)] =s,(p-0), 0<p<N-1

p.q

0<q<L, -1.Thenfor k=-P,...,-1, (4.2) can be written in the vector-matrix form

r (K)-R (K)p =T, (V)Ki”z‘lni (K)h, |, +T, (k)h,“} fle}Ldle vw, (k). (420)

where l“k(v):ejz”k(Ng+N)V-diag{l,e"Z”V,---,ejZ”V(N’l)} and  w;(k)=[w;, (0)...w;, (N-1)]

62



with w;, (n)=w; (k(Ng + N)+n). Furthermore, define

and

Then, we have

r,—Rip =T(vJTh +d 1, +w,, (4.22)
where
T=[T" (-P),T" (“P+1),... T(=1)] ,
and
r(v)=diag{T_, (v), T o, (v),....T,(v)}.
From (4.22), the joint least-squares estimates are given by
B bl =arg | min A(7 A A (R)) “29
where
A(ﬁ,{,aj},{éj},{ﬁj})zgzxj(&, 5,d,.h,) (4.24)
and
A;(7.5,.d,h;) =k, ~R;3 ~d 1, T (7)Th [ (4.25)

Note that each receive branch has its own 1-Q imbalance, dc offset and channel response. There-
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fore, given a fixed trial frequency offset v, p,, d;, and h; can be estimated by minimizing

respective cost function Aj(&,bj,dj,ﬁj). In other words, p,, d;, and h; can be estimated

separately form one branch to another, and that reduces complexity. On the other hand, (4.23) can
be used to estimate jointly the frequency offset to increase performance by exploiting the diver-
sity and power gains that are inherent in MIMO systems. Since the optimization problem given in
(4.23)-(4.25) carries the same form as that in Section 3.2.1 of previous chapter, the recursive op-
timization procedure is omitted here (refer to Section 3.2.1 for detail) and the joint LS estimates

are summarized as follows.

v =arg mjn{A(&):ZAj (&)}, (4.26)

*

A, (7)=1'Q(7)r, - (RTQ(P)r,)” [RIQ(7) R ] RIQ(7)r,. (4.27)

(IPN _C(‘;))IPN '[(IPN _C(ﬁ))IPN]H

(e |

b, =[RIQ(MR; ] RIQ(V)r;, (4.29)

, (4.28)

Q(‘;) = (IPN _C(&))_

dj = > (- R3p;), (4.30)

and

N

By =(TT) " T"0" (7)(r, - R}4, —d 1,y ) (4.31)

where C(V)= F(V)T(T”T)&THFH (¥) is projection matrix. This part of development can be

considered as an extension of Section 3.2.1, where only the receiver-side impairments are con-

sidered.
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4.2.2 Low-Complexity Estimation with Periodic Training

(LCE-PT)
As is to be shown in the next subsection, the complexity of the joint estimation is rather high due
to that all parameters need to be estimated jointly, and an exhaustive search has to be performed
for the estimation of frequency offset in (4.26). In this subsection, a low-complexity LS estima-

tion is proposed by exploiting the periodic structure of the training sequence.

Consider a periodic training sequence consisting of Q+2 periods with J samples in each
period, i.e., s(n)=s(n+J), n=-J,...,M -1, where M =JQ From (4.2), define r_;(n)

be the signal after receiver I-Q imbalance and dc offset compensation:

i (n)=r;(n)-p;(n)®r;(n)-d,

=e/>u(n)+w, (n) 432

where

ZS h, ;i (n)+s (N)@h. i (n)+f; . (4.33)
Assuming that the equivalent channel length. L, is shorter than the period J,i.e. L, <J, then
u(n) is also a periodic signal with u(n)=u(n+J), n=0,-- M —1. And, without considering
noise,

r,,(n+3)=e”"r (n), n=0,..,M-1. (4.34)

Define r,; =[1;(0),....,r; (M —1)]T, r;=[r3)...(M+J —1)]T, R, and R, as the
MxL, received signal matrices with the entry I:Rl,j:|pq =T, (p—q) and
[Rz,j:lpq =r,(p-q+J), 0<p<M-1, 0<qg<L, -1.Using (4.32), (4.34) can be written in

vector-matrix form as

L~ ZJpJ di1y =e/*™ (rl,j 11/71 d;1 ) (4.35)
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and
rzyj _ejZﬂerlyj _(R;j _eJ'Zm/JRIj )pJ _(1_e12/er )IM dj = OM , (436)

Based on (4.35) and (4.36), a suboptimal iterative estimation is proposed as follows. The iterative

principle is that given a frequency offset estimate v, (4.36) can be used to estimate p; and d;,

while given estimates [)J and d ;» (4.35) can be used to estimate the frequency offset v .
First, an initial estimation of v is obtained by

nl'
H
arg {z rzyjr“}
=1

27d

A

vV, =

(4.37)

The estimate v, is then used in (4.36) for the joint estimation of p; and d;.From (4.36) and

given the initial estimate v,, p; and d; can be estimated jointly by minimizing the following

cost function:

*

- Ry, PR, ) = (1-e77)1,,d | (4.38)

A (:51"&1 |‘71) -

Define i[[)f d, T, and ‘I’J.(&l):[(RZj -7 Ry ) 1, (1-e )] The cost function

(4.38) can be rewritten as

2

A, (Xi |&1> - ‘ (r2,j _ejzm;ljrl,j )_‘Pj (V)i (4.39)
and the LS estimate of x; is given by

~ ~ ~ ~ -1 ~ i

xi (V1) :(‘I’T (n)Y, (vl)) v (vl)(rzyj —ef? 1Jrlyj). (4.40)

A

Then, the frequency offset v can be estimated using (4.35) with the estimates p, and d; :
N . A ~ H . A -
arg{Z(rzvj—Rzyjpj—dle) (rlyj—Rlyjpj—dle)}

P(Ayd;)=— 27 ’ (441

which in turns is used for the new estimation of fgj (17) The algorithm begins from (4.37) and

iterates between (4.38)-(4.41) which is summarized as follows, where N, is the number of it-
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erations. Lastly, the channels h, ; (n) and transmitter dc offset f; can be estimated using

(4.31) with the estimates ,51 , d;, and frequency offset v, as shown in step 9.

1. n?:arg{ r rz'fjrlyj}/ZﬂJ
j=1

2. form=1toN, do

3. forj=1ton, do

o ) (R ) ()]

5. 2[4 ] = (e ), (9) ¥ (9)(ry e, )

6. end for
Ny . ~ H * A 1

7. % =arg{ (l‘z,j —Rz ;0 —dj1y ) (r“ ~Ruip —dilu )}/ZﬂJ
j=1

8. end for

9. by =(T"T) T"I™(P)(r; = Rip ~dle)

4.2.3 Computational Complexity Analysis

The complexity of the joint LS estimation (JLSE) and the low-complexity estimation with peri-
odic training (LCE-PT) is compared in this subsection. Only the required number of real multi-

plications is compared because the computational complexity is mainly dominated by multiplica-
tion. In addition, we only focus on the comparison of the estimators of v, p; ,and d; because
the estimators for channels h, ;;(n) and f, are the same for the two estimation schemes.

The computational complexity of JLSE in (4.26)-(4.30) can be analyzed following the pro-

cedure of Section 3.3. Assume that the scalars ]/H(IPN —C(&))IPNH2 , the vectors

(IF,N —C(17))1PN and the matrix T(THT)_lTH can be pre-calculated and saved. For the fre-

quency estimator v, an exhaustive search of the minimum cost function (4.26) has to be per-

formed. For evaluation of (4.27), first, it needs to calculate the relevant elements which are in the
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form of v“Q(ﬁ)u, where v and u are PN x1 vectors. As shown in Section 3.2, the evalua-
tion of the element v"C(V)u in v"Q(V)u can be implemented through FFT. Then the total
number of real multiplications required for calculation of vHQ(&)u is
4P?N-[ K +2N +2+7Klog, (KN)]+4PN -(2KN +1)+8KN,

where 77:1—(I092K+2(]/K—1))/Iogz(KN) with the design parameter K called pruning
factor. Second, the inverse matrix term [RTJ.Q(&)R’;TRTJ.Q(ﬁ)rj can be implemented by
Gaussian elimination, whose complexity is 4KN (L‘; +3ij - Lp)/3 complex products. For the
other estimators [)j and &j,refer to Section 3.3.

For frequency estimator of LCE-PT in (4.41), it requires n, -J(Q +1)-Lp complex products
to calculate {rj—R’;/Sj—ale+J}:'=l, where r; and R are of size J(Q+1)x1 and
J (Q +1)>< L, respectively. Totally, it requires nr[JQ(Lp+1)+JLp] complex products to cal-
culate 1?(/3j,c]j).For estimators p, and &j of LCE-PT in (4.40), first, it requires JQ+L -1
complex products to form ¥ (v,). Second, it requires [(Lp+2)(Lp+l)/2+(Lp+2)]-JQ

complex products to calculate A" (V)A;(v) and Al (‘7)(r2'j —ejz”&Krlvj). Finally, the inverse

matrix term (A% (7)A, (7)) A% (#)(r,, ~¢'>™r,,) can be implemented by Gaussian elimi-

2

nation, whose complexity is [(Lp +1)3+3(Lp +1) (Lp+l)}/3 complex products.

The complexities of the two methods are summarized in Table 4.1. In order for a fair com-

parison, we assume there is the same useful training length M for two estimation schemes, i.e.

M =PN =JQ. It can be shown that the complexity order of JLSE is O(MZ) while that of

LCE-PT is O(M ) However, it can be seen from (4.41) that the frequency estimation range of
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Table 4.1: Computational Complexities of JLSE and LCE-PT (Number of Real Multiplications)

JLSE LCE-PT

n (2L +6L, +4)-{P’N[K+2N +2+

A

nK log, (KN)]+PN-(2KN +1)+2KN} | n[JQ(N,L,+N, +1)+N,JL, ]
+n,-KN (4L +1212 +8L,) /3
N PEN?- (2L} +6L,+2) N, (4L, +2412 +44L,) /3
A +PN (8L +28L, +2) #N,JQ(2L% +10L, +16)

+(40 +1212 -4L,)/3

LCE-PT is reduced by J times of that of JLSE. Moreover, the performance of JLSE is better

than LCE-PT as can be seen in simulation results section 4.3.

4.3 Simulation Results

The performance of the proposed methaods is evaluated for un-coded SISO and MIMO-OFDM
systems. Table 4.2 gives the system parameters and-radio impairments. The transmission is done
on a packet-by-packet basis beginning with the training sequence. A wide-sense stationary un-

correlated scattering (WSSUS) discrete channel is employed, with the impulse response
h;; (r):z;:ohj,i(m)é(r—st), where L+1 is the length of the channel, and {hj,i(m)} are
tap gains which are mutually independent complex Gaussian random variables with zero mean
and variance o’ . Exponential multi-path intensity profile is used with o2 =0;-

exp(—mT, /T,y ), Where T, is the root-mean square delay spread, and to maintain unit power

gain, oF =1—exp(—T,/Teus)- The channel remains unchanged during a packet. The parameters

are set as Tp,=50ns, L=4, L, =11 and L =8. SNR=o?/c? with 7 and o’ de-

fined in subsection 2.2.2. The periodic and OFDM training symbols are generated from the
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Table 4.2: System Parameters and Radio Impairments

System Parameter Parameter Value

Signal Bandwidth 20 MHz

FFT length (N), cyclic prefix | N=64, N, =16

length (N,)

Symbol Time (T,) T,=50ns

Subcarrier Spacing (1/NT,) 0.3125 MHz

Frequency independent I-Q Imbal- ((ZM =1.05,6,, = _50) 1 (am -0.94,6, , = —6°)

ance (aT,i’HT,i)’ (aRvi'eRvi) (aR‘lzl_og,ava:S") , (asz =0.91,6;, 260) ,

(23 =092,6,, =-5)

{eri(n).cdi ()} {er;(n),cd; (n)f | I part: L 0.2 ~0.05], Q part: [1.08 0.15 0.02]

Frequency offset v uniform over (<0.95,0.95) (1/NT,)

DC offset f,;, and d

0,j ¢ with do,l = fO,l :0-:I-X(:|-+J.)/\/E )

signal power normalized to 1 do, = fop = —0.1><(1+j)/\/§,d0'3 _ 0.08><(1+j)/\/§

sequence whose tones are unit norm with random phase, which are similar to the short and long
training sequences of 802.11a spec [79], respectively.

Figure 4.4 shows the mean-squared error (MSE) comparison of the proposed two estimation
methods JLSE and LCE-PT in SISO systems. For fair comparison, the same periodic training se-
quence of total 8 periods (Q =6) with period J =32 is used for the two methods. The JLSE
method employs the last 7 periods for training while discarding the first period as the prefix. The

normalized mean-squared error (NMSE) is the mean-square error of the frequency offset

70



| —+—LCEPT, N =t 3

...... | R i o

| —4—LCEPT, M=t ]

| —e—LCEPT, N=2 | ot e ) EET, Neeoek
AR TETTTTRY TR D AT L .
10 ] —&—LGEFT, N =8 |3 : . | —&—LCEPT N =3
: 10 : :
JLSE
10-5 .............................................
L
g H oo
=
= -8
10
2 10t
10
1D'B I | | | 1 10'5 I | | | 1
§ 10 15 20 25 30 35 § 10 15 20 25 30 35
SNF (B SNF (B
d
10°
| ——LCEPT, N=1 1]
10l | —e—LCEPT, N =2 | | | —e—LCEPT, N=2 |-
| —&—LCEPT, N =3 | q —&—LCEPT, N =3 [
: JLSE JLSE
107
W yg® ]
= =
10|
10° L
10'3 | | i i | 10 | | i i ]
5 10 15 20 25 A0 35 5 10 15 20 25 A0 35
SNR (B SNR (B

Figure 4.4: MSE performance comparison between JLSE and LCE-PT schemes.

normalized by subcarrier spacing. It can be seen that JLSE outperforms LCE-PT by a margin of

1-3 dB in MSE performance. Somewhat surprising, LCE-PT only suffers from a very slight
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Figure 4.5: Performance comparisons between the proposed methods, receiver radio compensa-

tion only [63] and per-tone equalization (PTEQ) [48] (spatial-multiplexing MIMO-OFDM).

performance loss for using N, =1.

Figures 4.5 and 4.6 compare the un-coded bit error-rate (BER) performance of the receiver
based on the proposed radio impairments cancellation with the existing receivers. For a fair com-
parison, MMSE detection is employed in all receivers and the same training length is used for the
JLSE and LCE-PT methods. The JLSE method employs P =4 OFDM training symbols for

training. For the LCE-PT method, the training structure begins with a periodic training sequence

of total 5 periods (Q =3) with period J =32 for estimation of p;, d;, and frequency offset

v followed by 2 OFDM training symbols for estimation of ﬁj, with overall training length

P =4 (OFDM symbol) equal to that used for the JLSE method. In Figure 4.5, the comparison is
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Figure 4.6: Performance comparisons between the proposed methods and Zou’s method [45]

(STBC MIMO-OFDM).

made with the one in [63], where only the receiver radio impairments are compensated, and the
one in [48], where PTEQ is employed, for a spatial-multiplexing MIMO-OFDM system. Since
there is no method for frequency estimation in [48], ideal frequency estimation is assumed in
PTEQ method [48]. Clearly, the transmitter radio impairments incur error floor if left not com-
pensated in [63], as one can expect. Also, our design significantly outperforms PTEQ in terms of
BER and/or the required training symbols. In PTEQ, P >48 is needed for a satisfactory per-
formance, and P >64 is comparable with P =4 in our methods. In comparison of proposed
two methods, it can be seen that JLSE outperforms LCE-PT by 1 dB in un-coded BER perform-
ance with the same training length P =4 (OFDM symbol).

In Figure 4.6, comparison is made with the one in [45] as an example of STBC MI-
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MO-OFDM systems. Since no frequency offset and dc offset was considered in [45], no dc offset
is assumed in our simulations. In addition, a phase de-rotation based frequency offset compensa-
tion is done directly from the received signal with a perfect frequency estimation. Clearly in the
figure, the method [45] does not work in the presence of frequency offset even with a perfect es-
timation at the receiver; this can be attributed to that in the presence of 1-Q imbalance, with direct
compensation of frequency offset from the received signal, the mirror frequency part still suffers
from the effect of frequency offset. Again the BER performance loss caused by using the

low-complexity LCE-PT is about 1 dB in this case compared with JLSE.

4.4 Summary

In Chapter 4, new estimation and cancellation techniques are proposed for the cascaded transmit-
ter and receiver radio impairments ‘in_the linear-dispersion.-coded MIMO-OFDM systems. A
two-stage cancellation architecture-is developed, which enables to explicitly cancel the cascaded
radio impairments without increasing the dimension of signal detection. In addition, two methods
are proposed for the radio parameters estimation, including the optimal joint estimation of all ra-
dio parameters and a low-complexity estimation aided by periodic training. The optimal method
has a much better estimation performance while the low-complexity one is simpler but with a
narrower frequency estimation range. The new methods are simulated and compared with the ex-
isting ones. Simulation results show that significant performance gain is observed with our new
methods both in STBC and spatial multiplexing MIMO-OFDM systems in error-rate performance

and/or the number of training symbols required.
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Chapter 5

Calibration Technique

In this chapter, a new method is proposed to self-calibrate the transmitter and receiver impair-
ments simultaneously, with no dedicated analog circuit in the feedback loop. Based on a
time-domain approach, the new method is applicable to all types of communication systems and
is able to calibrate jointly the frequency-independent 1-Q imbalance, frequency-dependent I-Q
imbalance, and dc offset. In addition, optimal training sequences are devised to best the calibra-
tion performance. Simulation and analytical results confirm the effectiveness of the proposed
method.

The rest of this chapter is organized as follows. Section 5.1 describes the models of radio im-
pairments and digital calibration circuits. Section 5.2 develops the joint estimator under the non-
linear least-squares principle with optimal training design. The proposed method is then analyzed

in Section 5.3, and simulation results and summary are given in Section 5.4 and Section 5.5.
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Figure 5.1: The calibration system consists.of a direct-conversion RF transceiver, calibration cir-

cuits and a joint estimator of the calibration parameters.

5.1 Radio Impairments and Calibration Circuits

Figure 5.1 depicts the calibration system that consists of calibration circuits, direct-conversion
radio transceiver, and a joint estimator of the transmitter and receiver radio impairments. The
switches S,, S, and S; are to control the flow of the signal path; during the calibration
training, S, and S, are at the upper positions, and S, is closed, whereas during the normal

communication, S, and S, are at the lower positions and S, is open. In practice, S, may be

implemented with parasitic coupling or others [61].
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5.1.1 Radio Impairments

At the transmitter, the considered radio impairments include frequency-dependent 1-Q imbalance,
frequency-independent 1-Q imbalance and carrier feed-through. Frequency-dependent 1-Q im-

balance is due to mismatch between the in-phase (I) and quadrature-phase (Q) analog filters,
which are denoted by h, (t)®h{(t) and h. (t)®hP(t), respectively. Here, h (t) is the

common part of the filters, and ® is the operation of linear convolution. Frequency-independent
I-Q imbalance is due to gain and phase mismatches between the | and Q branches of the mixer

circuitry and are denoted by o, and &, , respectively. And, carrier feed-through induces dc off-
set at the receiving side [5]-[8] and is characterized by Re{boejz”“} , where b, =b, + jbe, f;
is the transmit center frequency. In the following, b, is called transmitter dc offset.

Define

s, (t)=s, (t)+js (t) ZS 5(t-nT,) (5.1)

be the signal appearing at the input of transmitter, where sp(n) is its discrete-time signal, T, is

the symbol duration. During the calibration training, s, (n)=s(n) is the training sequence.

Under the effects of the radio impairments, the pass-band transmit signal is

X(t)= Re{x(t)eﬂ”fﬂ} , With its equivalent base-band signal given by,

x(t)=h, (1)®s, (t)+h, _(1)®s_(t)+h, (5.2)

where

b (t)=1/2-[ 1y (t) £ e e™ b2 (1) | @ (1). (5.3)
In (5.2), s, (t) can be viewed as being transmitted by two channels with a corruption from dc
offset; one is the desired channel with impulse response h. (t), and the other is the mir-
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ror-frequency channel with impulse response hT’_(t). That is, 1-Q imbalances incur mir-

ror-frequency interference in the transmitted signal. Dc-offset, on the other hand, imposes a more
strict specification on A/D converters at the receiver and may incur in-band interference in the

presence of frequency offset. Note that with no 1-Q imbalances and dc offset, i.e.,

hi (t)=h?(t)=6(t), & =1 and 6 =hb, =0, x(t)=s,(t)®h,(t), as one might expect.
Similar to the transmitter, the considered radio impairments in the receiver include fre-

quency-independent 1-Q imbalance, characterized by «, and 6, frequency-dependent 1-Q im-

balance, characterized by the filters h;(t)®hs(t) and hy(t)®hJ(t) , and dc offset,

d,=d; +jd7. hy(t) is the common part of filters, f,=f —Af is the receive center fre-

quency, and Af is a frequency offset between transmitter.and receiver which is introduced pur-
posely to separate the transmitter radio impairments from those of the receiver; the introduction

of the frequency offset is essential in this method, as-to be detailed in Section IIlI.
Vo(t)zRe{vo(t)ejZ”th} is the pass-band additive white Gaussian noise with v,(t) being its
base-band equivalent signal.
After the internal loop-back with a proper gain adjustment, the received base-band signal is

given by

r(t)zth+(t)@)[e"z”mx(t)+v0(t)]+hRﬁ(t)6<)[e"2’f“‘x(t)+vo(t)]*+d0 : (5.4)
where

he. () =1/2-[ hg (1) £ e hg (1) |®hg (1), (5.5)
Again, (5.4) says that the receiver I-Q imbalances induces mirror-frequency interference in the

received signal, and in the absence of 1-Q imbalances and dc offset,

r(t)=h; (t)®[e’2”mx(t)+vo (t)] (5.6)
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5.1.2 Calibration Circuits

At the transmitter, we propose to use a pre-distortion filter, W(n), and a dc correction term, b,

to calibrate 1-Q imbalances and dc offset, as in Figure 1. Using a pre-distortion filter to remove

the mirror-frequency interference has been reported in [57]. After calibration, s, (n) IS given by

s,(n)=[s(n)+b]+w(n)®[s(n)+b] , (5.7)

where s(n) is the transmitted symbol. For convenience, the equivalent discrete-time signal

model will be used throughout the rest of the paper. In this way, (5.2) is rewritten as
x(n)=g;,(n)®s(n)+g;_(n)®s" (n)+Ab, (5.8)

where u(n)=u(t)

L vElr )

Gr . (n)=hy . (n) + W' (W)@ h, (), 59

gr._(n)=hy_(n)+w(n)@hy (n) (5.10)
and

Ab=g;, (N)®b+g;_(n)®b"+b. (5.11)

Note that g”(n) is regarded as the overall impulse response of the desired channel, gTﬁ(n)

is that of the mirror-frequency channel, and Ab is the residual dc offset after calibration. Ideally,

g;_(n)=0 and Ab=0 which give

w(n)=-h" (n)®h. _(n), (5.12)
and

b=-b,®g;, (n), (5.13)

where h’ (n) and g, (n) are the inverse filters of h., (n) and g, .(n), respectively. Fur-

,+
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thermore, it is interesting to see that W(n) =b =0 for the case of no I-Q imbalance and dc offset.

Note that W(n) and b are estimated during the calibration training.

As in most of the relevant literature, for example in [57] and [58], the image-rejection-ratio
(IRR) will be adopted as the performance measure for the 1-Q imbalance calibration, which is de-

fined as

-

G, (f)

IRR; ( f) :lOIogm"—de, (5.14)

G (1)

where U (f) isthe Fourier transform (FT) of u(n). In addition, the ratio

Ab|®
& =10Ioglo|b | dB (5.15)

2
o]

will be adopted as the performance-index for the dc offset calibration.

Similarly, at the receiver a time-domain compensation filter, p(n), is employed to remove

the receiver mirror-frequency interference, and a dc correction term, d, is to remove the dc off-

set (see Figure 1). Thus, the received signal after calibration is given by

. . . (5.16)
=0, (n)@[e””’”‘x(n)Jrv0 (n)]+ Or (n)(>§[e’2’”‘r‘x(n)+v0 (n)] +Ad

where
r(n)=he, (n)®[ e x(n)+v,(n)]+he_(n)®e**"x(n)+v, (n)} +d,, (5.17)
= AfT, is the normalized frequency offset,

Or: (N)=hg.(n)—p(n)®h; (n), (5.18)

and
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Ad =(dy~d)-p(n)®(d,—d) . (5.19)

{v0 (n)} are i.i.d. zero-mean Gaussian noise with variance of o . Clearly, it is desirable to have

gz_(n)=0 and Ad =0; or equivalently,

p(n)=(n;. (n)) ®h,_(n) (5.20)
and

d=d,, (5.21)

where (., (n))  isthe inverse filters of h_ (n).

Like the transmitter side, the receiver calibration performance is evaluated by

G ()]

IRR, (f)=10log,, _dB (5.22)

~
—h
—

R,—-

for 1-Q imbalance and by

Ad[f
5R=10I0910| | dB (5.23)

do|

for the dc offset, respectively. Likewise, p(n) =d =0 for the case of no I-Q imbalance and dc

offset. Also, p(n) and d are estimated during the calibration training and used over the nor-

mal communication.

5.2 Joint Estimation of Calibration Parameters

In this section, a joint estimation of the calibration parameters, w(n), b, p(n) and d, is

developed first, followed by the design of training sequence and frequency offset to optimize the

calibration performance. Recall that the estimation is done during the calibration training,
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where s (n)=s(n).

5.2.1 Non-linear Least-Squares Estimation

Using the equivalent discrete-time model, the received signal in (5.4) can be rewritten as

r(n)=e”*"[f, (n)®s(n)+f,_(n)®s"(n)+h ]

+e/2 [, (n)®s(n)+ f,_(n)®s"(n)+b, |+d,+v(n), 624
where
fio(n)=(he, (n)e**")@h, . (), (5.25)
. (n)=(he_(n)e " )®h; _(n), (5.26)
b, =(he. (n)e**")®h, (5.27)
b, =(he_(n)e’**")®hy-, (5.28)
and
v(n) =he,. (n)®V, (n)+he “(M)®Y; (n) (5.29)

is the noise component. Our goal is to estimate w(n), b, p(n) and d, given the training
sequence s(n) and the frequency offset «. Obviously, one possible way to do this is to esti-
mate h.,(n), he.(n), by, and d, directly from (5.24) and apply them to (5.12), (5.13), (5.20)

and (5.21). Direct estimation of h..(n), h,.(n) and by, however, is very complicated as can

be seen from (5.24)-(5.28). Instead, a simpler estimation method is proposed based on the fol-

lowing observations.

(5.30)
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b=-b, ®g;", (n)
=, ®(n,,, (n)e ) &[ (hy, (n)e > )@(h,_ (n)+w (n)@h, _(n))]" (5.31)
~ b, ®[f,, (n)+w (M@ f,_(n)],
and
p(n)=(M.(n) " ®he_(n)
(- (ne ) (1, (n)e ).

Therefore, w(n), b, and p(n) can be calculated through f,.(n), f,_(n), and b which,

(5.32)

along with d,, can be estimated from (5.24) in a much easier way, as to be discussed below.

In the proposed method, f,.(n), f,.(n), b, b,, and d, will be estimated under the
least-squares principle, although f2’+(n) and b, only serve as auxiliary variables and are not

needed in the final evaluation. To this end, firstly let f,. (n) and f,.(n) be modeled as FIR
(finite impulse response) filters,
.= f.(0), f () foft 2] L i=12, (5.33)

where L, is the filters’ length and usually is not known in advance. In Section V, it will be
shown that the estimation performance is quite insensitive to the value of L, if it is selected not

too small. Consider a training sequence {s(n)}::N , where N, >L,, and s(n)=s(n+N),

9

n=-N,,...,.-1 is the cyclic-prefix. Define S be the NxL; signal matrix with

[S], ;= s(i—j), 0<i<N-1, 0<j<L,-1.Then, (5.24) can be rearranged into the following

vector-matrix form

r=of +v, (5.34)

where
r=[r(0),r(1),...r(N-1)T, (5.35)
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T=[s 8" 1], (5.36)

®=[T,(4)T Ty (-4)T 1,], (5.37)
£=[f,. b1 £ b.d] . (5.38)
v=[v(0),v(1),..v(N-1)] ,and T (x)=diag {1, ef'z””,...,ejz”“('“’l)} .
From (5.34), the least-squares estimate f is given by
f=Yr, (5.39)

-1

where Y :((I)Htl)) ®" s the pseudo inverse of ®. Note that @ has to have full-rank in or-

der to assure identifiability. After obtaining f, w(n), b, and p(n) can be evaluated as in

(5.30)-(5.32). Substitute (5.34) into (5.39), one has

A

f=ferv (5.40)

which is an unbiased estimate of f  with the mean-square error (MSE) given below,
E[Hf —fﬂ =tr {YE[w Y f=tr{YC ", (5.41)
where C = E[vv“} is the noise correlation-matrix. Notice that with no frequency offset, i.e.,
#=0,and T'(x)=I,,where I, isthe identity matrix with size NxN, (5.34) becomes
r=S(f, +f,, )+ (f,_+f,_)+(o,+b,+d,)1y. (5.42)

In such an un-desirable case, f,, and f,, are notidentifiable, soare f,_ and f, ,and b, b,

and d,. In other words, the transmitter impairments and receiver impairments cannot be esti-
mated separately. This explains the necessity of introducing the frequency offset 4 in our me-

thod.
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5.2.2 Training Sequence Design
Theoretically, the optimal training sequence is the one that minimizes MSE

is a function of hy,(n) and

E[Hf—f”z}ztr{YCVY”}. As seen in (5.29), however, C,
he _ (n) and therefore the optimal training sequence differs from a transceiver to another. Here,
the simplified measure

tr{Yr} =tr {(cp“cp)l} (5.43)
is adopted for the search of the optimum training sequence. The measure is optimal if

v(n), n=0,...,N—1 are white Gaussian noises.

N-1
Assuming that %Z‘s(n)
n=0

‘2 =1, then from (5.36) and (5.37), one has
tr{@"®} = (4L, +3)-N. (5.44)
For this case, it was derived in [80] that the minimum MSE in (5.43) is achieved provided that

®"®=NI, , (5.45)

which, following (5.37), gives

T'T =N-I,__, (5.46)

THF(_Z'U)T =0, L, (5.47)
and

TL (+u)1, =0, ,; . (5.48)

In (5.46)-(5.48), it is clear that s(n) needs to be devised jointly with frequency offset « in

order to have the best performance, and that complicates the design very significantly. In the fol-
lowing, a simpler method is proposed.

Consider a periodic training sequence that consists of P +1 periods with K samples in
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each period, i.e., s(n)=s(n+K), n=-K,...,0,....,N -1, where N=KP,and N, =K. De-
fine S, be the signal matrix for one period, with [Sl]i,- =s(i—j), 0<i<K-1, 0<j<L,-1,
* T " :
T, :[S1 S, lK], and T=[T1 .o T ] , then the matrix ® can be decomposed as fol-
%,—/

lows.

@ :[FN (/U)T Iy (_:U)T 1N]

(4T, Ly (-4)T, 1 ]
_ e]Zﬂ/lKFI:( (,u)Tl e_JZWKFIf (—/J)Tl lK ’ (549)
_ejZHﬂ(Pfl)KFK (,u)Tl e’jZ”ﬂ(Pfl)KFK (_/u)Tl 1K |
=0,0,
where
'y (/I)Tl OKxZLerl 0,
® = O To(-2)L 0| (5.50)
OZLf 1 OZLf +1 \/R
and
o, ISIN =
Jj2muK —j2muK .
P VK1, (5.51)
_ejZ;ry(Pfl)KIK e*fz””(P’l)KIK 1/\/E.1K |

Thus, @;'®, =K I, .5 and ®)'®,=P 1, constitute a sufficient condition of (5.45). Fur-

thermore, the condition ®;'®, =K -1, .5, called Condition A, splits into the following three

sub-conditions:

Condition A.1: /'S, =K-I_, (5.52)

Condition A.2: $/S, =0, , (5.53)

and
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Condition A.3: §{1, =0, . (5.54)

In [81], methods were given to design sequences that satisfy Conditions (A.1) and (A.2), whereas
(A.3) just says that the designed sequence has a zero mean. As an example, using the fre-

quency-domain nulling (FDN) method in [81], the sequence (K =64)

1 63 j2mnk
s(n)==—>Y_S(k)e * , n=0,--63 (5.55)
k=0

with

5(K) = e’*, arbitrary ¢, for ke J,and J =[1,5,9,...,61]
0 ,for kel '

can be shown to satisfy Conditions (A.1), (A.2) and (A.3).

The condition ®)'®,=P-1,,,, called Condition B, amounts to

P-I, 71(_,”)'IK 72(':”)'1K

n(u) e PILo o ()l [=Po,, (5.56)
72(/”)'IE 72(_,“)'1E P
where
l_(ej4/zy1K)P
h(ﬂ)=W:0, (5.57)
and
. P
1 1_(e127z,uK)
}/2 (ﬂ)z\/R. 1_ej27r,uK =0 (5.58)
which lead to
u:%, (kez|keiP/2, ieZ). (5.59)

From (5.52)-(5.54) and (5.59), u is designed separately from s(n) in our method.
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5.3 Performance Analysis

In this section, the mean and variance of the calibrated IRR; (f), IRR;(f), & and &, are

analyzed, and numerical results in Section V confirms the accuracy of the analysis. To begin with,

N

.
define Yi[ﬂ“ Y, Y, Y, Y Y, YH . Then, from (5.40), the estimates f,

o+

A

f,, f, , b,and d, areexpressedas

A

f.=f, +Y, v, (5.60)
f,_=f,_+Y, v, (5.61)
b =b+Y,v, (5.62)
f, =f, +Y, v, (5.63)
and
dy =0y + Y, V. (5.64)

During the internal loop-back, the signal-to-noise ratio (SNR) is usually very high (SNR >1),

A

and, hence, it is reasonable to assume that f,, ~f, . Recall that f,  is the desired channel re-

sponse from transmitter to receiver, as is given in (5.25). The approximation is accurate for the

SNRs of interest as to be discussed in Section 5.4. Using this approximation, the estimated cali-

bration filters W(n) and p(n) in (5.30) and (5.32) are rewritten as

f, (n

f"( ) (5.65)
f_

(n),

W(n)=-f(n)®
-1 ®

~-f (n)

and

A

p(n)= (1, (n)e )_1 ®( f, (n)e~7/2™" ) : (5.66)
respectively. In addition, W(n) and p(n) will be modeled as FIR filters by truncating the in-
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verse filters f,'(n) and (f1f+(n)e"'2””“)_l; that is Ww=[W(0),W(1),....W(L-1)] , and

p= [,13(0),,rS(l),...,,a(L—l)]T , where L is the filter length that can be selected as long as one

wishes for the desirable accuracy. Using this modeling, W(n) and p(n) can be rearranged in

the following vector-matrix form

w=-F_ (0)x f'lﬁ
=-F, (0) x (fl,— + YfL,V) (5.67)
=W+V,,
and
pE, (u)xT (-p)f,_
- lf+ (IU)XFLf (_:U)<f2,f +Yf2rv) (5.68)
=p+v,,
where
w=-F_ (0)f,_, (5.69)
Voo = [V (0),vy (1) ooy, (=) | =-F, (0) X, v, (5.70)
p=F_ ()T (~u)f,_ (5.71)

(5.72)

and F,,(u) isthe LxL, sized convolution matrix constructed by the truncation inverse fil-
ter (f,, (n)e*™" )71.
To analyze the calibrated IRR; ( f), firstly, g;,(n) and g;_(n) are approximated as

~()+W (n)@h_(n)

O . (I’]) =h
~h.(n)

(5.73)

and
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g:_(n)=h_(n)+w(n)®h., (n)+v,(n)®h, (n)
% (5.74)

~V, (n)®h;, (n),

respectively. The approximation in (5.73) is good because ‘hh(n)‘ >>‘hT'_(n)‘ for the radio
impairments in real systems (see Section 5.4), and (5.74) is good because ideally W(n) is
sought to make h; _(n)+w(n)®h;,(n)=0 in our method. Next, using the approximations in

(5.73) and (5.74), the calibrated IRR; (f) in (5.14) is approximated as

[Hq. ()]
=-10log,, |V, ()| (dB)

2

IRR; (f)~10log,,

(5.75)

‘2

where V, (f) isthe Fourier transform of "v, (n). Furthermore, according to (5.70), we have

V, (f)=—y"(f 0)Y
(f)=—y"(f)E, (0)X, Gy, (5.76)
=x$(f)Vo

where

Vo =[5 (0),V (1), v (N ~1)T';
w(f)=[1e” e T
x (1)=-v" (F)E.(0)Y, G,
and G isthe NxN sized convolution matrix constructed by h., (n). In (5.76), we have used
the approximation v(n)~h  (n)®v,(n) because |, (n)[>|n,_(n)| in real systems. Since

N-1 .. . . . . . .
{vO (n)} _, arezeromean i.i.d complex circular symmetric Gaussian variables with variance os,

’VW (f )‘2 is an exponentially distributed random variable with the probability density function

(pdf) given by
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1 2
2 1 _ﬁ’vw(f)‘
f ): % (F)%w(F)oo ) 5.77
o O )5t &.17)

Using (5.77) and table of integral [82] (see 4.331.1 and 4.335.1 in pages 571 and 572),

J'e"’x In xdx = —£(C+ In ),
0 H

and

i 1| ~° 2
e Inxzdx:—{—jt C+Inpu }

where C=0.577215... and x>0, one gets

E{IRR, (1)} =-10-E{log, v, ()]

" : 78
=-10log,, X (Falfon (5.78)
e® \
li 0] et
(5.79)

=(10|0910 ej%}z +(E{IRRT (f )})2,

z 2
and VAR{IRR, (f)}= (10Iog10 eﬁj , Where € =1.781072... is the Euler’s constant.

Similarly, to analyze the calibrated IRR,(f), gr.(n) and g;_(n) areapproximated as

Oz, (N)=he, (n)=p(n)®h; _(n)

.. (n) (5.80)

and

gR,— (I’l) = hR,— (n)—p(n)® h;,+ (n)_vp (n)® h;,+ (n)
R (5.81)
~-v, (n)®hg, (n).

Thus, the calibrated IRR;(f) in (5.22) is estimated as
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[He ()

IRR, ( )=~10l0g,, — - —10log, |V, () dB (5.82)
e (1)
where
V (f)=y" (f)E, (u)T Y, Gv
(=¥ (DE (4T, ()T, G, .
:Xp(f)vo
and
2, (1)=v" ()E, (1)L, (-1)Y, G.
Consequently, it can be shown that
2
H. (f
E{IRR,(f)} —lOIogm“*R‘*—()‘z—lO- E{log10 v, () } (5.84)
R,+ -
with
A(f f)o?
E{mgmy\/p(f)\2}=|og,10 %, )Zg( )% | (5.85)

and VAR{IRR, (f)} :(10Ioglo efgjz =VAR{IRR; (f)}.

Next, we analyze ¢, and &,. From (5.31) and (5.62), b can be approximated as

6z_61® f1,7+1(n)

-b-Y,v
:% (5.86)
~ bn+ A
where
PR (5.87)
AT

In addition, from (5.11), (5.86), and (5.73), Ab is approximated as

Ab=g,, (n )®b+b +9;_(M)®(b"+v;)+ 0. (n)®V,
) hy. (n)®v,
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Z f, (n) (5.88)

where

=——1 5.89
XAb z fly+ (n) ( )
Again, |Ab|2 forms an exponentially distributed random variable with pdf
o)=L e
p Ab — e XabXAbO( , (590)
x2bXAbG§
and the expectation of &, in (5.15) isgivenby
Abl*
E{e}= E{lOIog10 |b |2 }
] ol (5.91)
XapXabCo
~10log
10 |b0|2 eC
For &g, using (5.64), Ad in (5.19) can be approximated as
Ad =(dy—d}-p(n)®(d, —d|
~d,—d (5.92)
=-Y, v
= Yna Vo
where
Koo = Y, G. (5.93)
Then, the expectation of ¢, in (5.23) is given by
Ad[
E{es}= E{lOIog10 Q}
|
y , (5.94)
leIong—;d%.
Jdo| €
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z 2
Similarly, it can be shown that VAR {&;} = VAR {¢, } = [10 log,, eﬁJ :

Some observations are in order based on our simplified analysis. First, it is observed that the

estimates f flﬁ, f‘zﬁ, 61 and &0 in (5.60)-(5.64) are all zero mean with different variances,

1+
and so are the estimated calibration parameters w, p and b in (5.67), (5.68) and (5.86).
Second, for the calibration performance indices IRR. (), IRR;(f), & and &, they have

different means as functions of operating SNRs in (5.78), (5.84), (5.91) and (5.94) but with the
z 2
same variances equal to a constant (10Ioglo e@J =5.57" independent of operating SNRs. This

is an interesting analysis result which indeed agrees well with the simulation results as seen in

next section.
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Table 5.1: The RF impairments

RF Impairments Parameter Value

Frequency independent 1-Q imbalance (OCT =1.05, 6, = _50),

(ar,6;), (az.6). (aR =1.08, 49R=5°).

Frequency dependent 1-Q imbalance | part: [1 02 0.1 0.05]

{hT'(n)h$(n)} {hé(n),hg(n)}. Qpart: [09 0.1 0.08 0.12]

DC offset b, and d,, with signal b =0 1><(1+j)/ﬁ
0 ) ]

power normalized to 1

d, =0.1x(1+ j)/V2.

5.4 Simulation Results

In this section, the performance of the proposed method is evaluated through analysis and com-

puter simulations. Table 5.1 summarizes the transmitter and receiver RF impairments. In all the

N
results, 1/T, =20MHz, SNR i;Z‘s(n)‘z oZ, and the optimal training employs the se-
n=0

quence in (5.55) with K=64, P=3,and u= 23/(3- 64) . Simulation results are obtained with

10° realizations

Figures 5.2 and 5.3 investigate the effects of L, on the performance of the calibrated
E[IRR, (f)] and E[IRR,(f)] by computer simulations, respectively. Recall that L, is the
length of the filters f,.(n), i=12. As can be seen, the calibration performances are insensitive
to the values of L, as long as it is selected larger than 6 in this case; similarly results are ob-
served for the dc-offset calibration. In practice, since L, may not be exactly known in advance,
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Simulation, SMNR =35dB
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Figure 5.2: Performance of the calibrated E[IRRT] with different L, ’s under optimal training.

Simulation, SMNR =35dB
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Figure 5.3: Performance of the calibrated E[IRRR] with different L, ’s under optimal training.
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SNR =35dB
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Figure 5.4: Performance of the calibrated E[IRRT] with different training designs.

it is advisable to use a sufficiently large L, to avoid performance degradation. In the rest of this
section, L, =7 isused.

In Figures 5.4 and 5.5, the calibrated E[IRR (f)] and E[IRR.(f)] are investigated with
three periodic training designs (K =64, P =3): the optimal training, Training A and Training B.
Training A uses the sequence in (5.55) but with S(k)=e™ vk and u=23/(3-64), and
Training B uses the optimal sequence in (5.55) but with x =8/64 . Here, for comparison purpose,
Training A is selected to violate Conditions A.2 and A.3 and Training B to violate Condition B.
As is shown, the optimal training indeed gives a superior performance than the other two. Com-

pared to the case of no calibration, the proposed method provides around 20-35 dB performance

improvement over the whole frequency band. Shown in the figures also include the simulation
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Figure 5.5: Performance of the calibrated E[IRRR] with different training designs.

results which show perfect match to those with analysis.

Figure 5.6 shows the empirical cumulative distribution functions (CDFs) of the cali-

brated IRR; (f) and IRR,(f) at f=4 MHz, which are constructed with 10° realizations.

The empirical and analytical means and standard deviations are given in Table 2 where it shows

very good agreement between simulation and analysis. The smallest IRR, and IRR, observed

are both 37 dB which are around 16 dB and 20 dB better than the cases of no calibration, respec-
tively. Figure 5.7 shows the empirical CDFs of the calibrated &, and &,. The largest & and
& Observed are -26 dB and -24 dB, respectively. The empirical and analytical means and stan-
dard deviations of the calibrated & and &, are also shown in Table 5.2. Again, it shows very
good match between simulation and analysis. Furthermore, Table 5.2 confirms that the variances

of the calibrated IRR;, IRR;, &, and &, are same and independent of the operating SNRs.
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Table 5.2: Example mean and standard deviation of the calibrated IRR;, IRR;, &, and &;.

Mean (dB) Standard deviation (dB)
Parameters SNR(dB)
Simulation Analysis Simulation Analysis
35 50.8 50.9 5.59 5.57
IRR;
45 60.8 60.9 5.57 5.57
(4MHz) 55 70.8 70.9 5.56 557
35 50.8 50.8 5.53 5.57
IRR,
45 60.8 60.8 5.58 5.57
(4 M HZ)
55 70.8 70.8 5.58 5.57
35 -40 -40.3 5.57 5.57
ér 45 -50 -50.3 5.57 5.57
55 -60 -60.3 5.56 5.57
35 -38 -38 5.6 5.57
&r 45 -48 48 5.57 5.57
55 -58 -58 5.59 5.57

Figures 8 and 9 show a sample received signal constellation and bit error rate performance re-
spectively for an un-coded 64-QAM OFDM (orthogonal frequency-division multiplexing) system
with and without calibration. A one-tap equalizer is employed at the receiver for the simulated
OFDM system that uses 64-point FFT (fast Fourier transform) with 52 subcarriers carrying data.
As are shown, the adverse effects due to radio impairments are removed almost completely by the

proposed calibration.
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5.5 Summary

In Chapter 5, a digital self-calibration method is proposed for the direct-conversion radio trans-
ceiver to calibrate its own transmitter and receiver radio impairments, including fre-
quency-independent 1-Q imbalance, frequency-dependent 1-Q imbalance, and dc offset. By in-
troducing a shift between transmit and receive frequencies, the radio impairments appearing at
the transmitter and receiver can be calibrated simultaneously without a dedicated analog circuitry
in the feedback loop. The calibration parameters are estimated based on the non-linear
least-squares principle, and the calibration performance is analyzed that agrees very well with the
simulations. In addition, the issue of optimal training design is investigated; sufficient conditions
for optimal training are provided, and an example of optimal training is given for the periodic
training structure. Analytical and simulation results confirm the effectiveness of the proposed

method.
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Chapter 6

Conclusions

In this dissertation, the radio impairment estimation and-compensation techniques are investi-
gated for the wideband MIMO communication systems with direct-conversion radio architecture.
A complete set of radio impairments is taken into consideration, including frequency-independent
and dependent 1-Q imbalances, dc offset and frequency offset. Both estimation/compensation and
self-calibration techniques are studied in this dissertation.

The estimation/compensation technique is to remove the impairments from the received sig-
nal during communication at the receiving side. In Chapter 3 and Chapter 4, the estimation and
cancellation techniques for MIMO systems are investigated, with Chapter 3 focusing on receiver
radio impairments for any types of MIMO systems and extended to cascaded transmitter and re-
ceiver radio impairments for MIMO-OFDM systems in Chapter 4. First, a two-stage cancellation
architecture is developed, which enables to explicitly cancel the radio impairments without in-
creasing the dimension of signal detection. The two-stage architecture generalizes the cancella-
tion architectures for various types of system configurations such as wireless peer-to-peer com-
munication, downlink and uplink of a mobile cellular system. Moreover, it is general to accom-
modate different forms of MIMO operation including spatial multiplexing, STBC (space-time
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block coded) and transmit beam forming, with any number of transmit and receive antennas.
Second, several methods of estimation of radio parameters are proposed. The optimum method is
the joint least squares estimation of all radio parameters, which is shown to be unbiased and ap-
proaches to CRLB for the SNRs of interest, but with the highest complexity. Several other meth-
ods are then developed aiming to reduce the estimation complexity, including the special
phase-rotated periodic training design, simplified frequency and dc offset estimators and
low-complexity iterative estimation aided by periodic training. Simulation results show that the
un-coded BER performance degradation is negligible when using the reduced-complexity designs,
and the proposed techniques outperform the existing ones in error-rate performance and/or the
number of training symbols required.

On the other hand, the self-calibration:is a technique to remove the transceiver’s own radio
impairments before communication..In Chapter 5, we propose to calibrate its own transmitter and
receiver radio impairments, .including frequency-independent 1-Q imbalance, fre-
quency-dependent I-Q imbalance, and dc offset. By introducing a shift between transmit and re-
ceive frequencies, the radio impairments.appearing at-the transmitter and receiver can be cali-
brated simultaneously without a dedicated analog circuitry in the feedback loop. Based on the
time-domain approach, the proposed method is applicable to all types of communication systems.
In addition, the issue of optimal training design is investigated; sufficient conditions for optimal
training are provided with an example of optimal periodic training design. Analytical and simula-
tion results confirm the effectiveness of the proposed self-calibration technique.

Some possible extensions and future research topics are addressed in the following. Both
types of techniques can be further extended to combine with PA linearization and other synchro-
nization issues such as signal detection, timing and clock offset estimation. The estimation meth-
ods can be investigated in the pilot-based systems without initial acquisition or training, and
non-data-aided estimation technique can also be explored. Training sequence design to optimize

the performance of the estimation/compensation technique might be another issue.
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