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Abstract

The Fast Fourier Transform (FFT) processor is a key component in many
communication systems. To reduce .design time of FFT processors through design
automation is to reduce the time- pressure-of system-designers. When implementing a
pipelined FFT processor the wordlength is of great importance. This thesis describes a
statistical error model of pipelined FFT processors that calculates the signal to
quantization noise ratio (SQNR) with wordlength of each process element (PE) stage.
Furthermore, to speed up the design of specified FFT processor, a hybrid optimization
method with statistical and simulation-based error analysis is presented. Under
constraints of the number of FFT points, SQNR, and required processors speed, the
optimized wordlength set for each PE stage can be generated within several seconds.
The experimental results designate that this speedy flow can reduce 24% area of

8192-point pipelined FFT processors.
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Chapter 1
Introduction

The FFT is one of the most widely used digital signal processing algorithms. Recently,
attention has been returned to real-time FFT processors in many communication systems.
For example, FFT is one of the major building blocks in an Orthogonal Frequency
Division Multiplexing (OFDM) based system; as'.shown in Figurel.l [3], like HDTV,

xDSL modems, and wide band mabile terminals.

/ X bits
Q N d(0) —
Serial . d(1) N Guard
Data— s gip [ ,a'gnal : ifrT | 5 | Pis | interval | P/A | UP
Inout H apper : : . LPF Converter
p Insertion
O d(N-1) N
Channel
/ X bits
e—] ] -«
Serial f [— [ -« Guard
Signal One-tap LPF Down
Data «— P/S | Y| Mapper Equalizer |3 | FFT |& | /P [*7] Interval 10 p 1% converter
Output o . - Removal
6 le—| — -«

Figure 1.1 Architecture View of OFDM

There are many possible architecture choices for FFT processors. Among them, the

pipelined FFT architectures that are particularly suitable for real-time applications since it



can easily be merged with the sequential nature of sampling. It is suitable for VLSI

technology progresses because it is regular and its control circuit is easy to implement.

In the pipelined FFT architectures, the most research effort has been relative to the
regular module implementations, which uses fixed wordlength for both data and
coefficients for each stage. The possibility to use different wordlength is often ignored to
achieve modulized solutions. However the fast growing use of Intellectual Property (IP)
makes the non-module implementation viable, which allows us to exploit the pipeline
architectures further. The wordlength may affect the precision, quantization error, and
complexity of hardware. The increased wordlength will increase the precision and decrease
the quantization error at the cost of area and power. On the other hand, to maintain a lower

hardware cost, a shorter wordlength may be chosen at the sacrifice of the precision.

In general, a FFT can’t be implemented. exactly. Each multiplier and adder in
pipelined FFT architectures may:introduce an error caused by the rounding or truncation of
the arithmetic results. Errors will’accumulate successively over the FFT stages. The error
introduced at the early stages may influence the performance in the later stages. Therefore,

it is required to find an optimized solution of wordlength in pipelined FFT processors.

The statistical method and simulation-based method are popular for FFT error
analysis between signal-to-quantization-noise ratio (SQNR) and wordlength. The SQNR
can be calculated quickly by statistical model. With the advent of more powerful
computers recently, SQNR of different algorithms and different architectures can be

accurately simulated.

Stage level statistical error analysis method of pipelined FFT processor will be
presented in this thesis. Furthermore, a hybrid wordlength optimization method of

pipelined FFT processor will be introduced. The wordlength parameters of each stage are



generated automatically by using the constraints of point of FFT, SQNR, and throughput of

processors.

The rest of this thesis is organized as follows. In Chapter 2, a brief review of FFT
algorithms and architectures is given. Error analysis methods are introduced in Chapter 3.
In Chapter 4, the wordlength optimization of our approach is presented step-by-step. The
experimental results are then presented in Chapter 5. Finally, the conclusions and the future

works are given in Chapter 5.



Chapter 2

Review of FFT

Substantial literatures are available on algorithm and architecture of FFT. In this
chapter, we will briefly review some popular: types of algorithms of FFT. And we will

introduce architectures of FFT.

2.1 FFT Algorithms

The Discrete Fourier Transform (DFT) plays a significant role in the region of digital
signal processing (DSP) and communications. However, the computational complexity of
direct evaluation of an N-point DFT is O(N?), which costs a long computation time and
large power. Thus, there is a great requirement to develop a fast DFT algorithm. Many FFT
algorithms have been derived to reduce computation complexity, such as Cooley-Turkey
algorithm [1] [2], Rader algorithm [2], and Winograd algorithm [2]. Among them, the
Cooley-Turkey algorithm is very popular because it can reduce the computational
complexity from O(N?) to O(Nlog, N), and the regularity of the algorithm makes it

suitable for VLSI implementation. It will be discussed in this section.



2.1.1 Basic Concepts of FFT Algorithms

FFT algorithms are approaches to compute DFT. The formulation of N length DFT is

define as equation (2.1).

N —

X (k)= x(nw, k=01,....N-1 (2.1)

n=

LN

where the coefficient W is defined as equation (2.2) and is called twiddle factor, and the

— j2ank
W =e N = cos(ziz\ln—k)— jsin(ziz\]n—k) (2.2)

symmetric property is showed in Figure 2.1. The X(k) is in frequency domain, and
x(n) is in time domain. Algorithms in which the decomposition is based on decomposing
x(n) term are called decimation-in-time (DIT) algorithms. On the other hand, algorithms
in which the decomposition is based on decomposing X(k) are called

decimation-in-frequency (DIF) algorithms,

Figure 2.1 Symmetric Property of Twiddle Factor



2.1.2 Fixed-Radix FFT Algorithms

Fixed-Radix algorithms include the radix-2, radix-4/radix-2%, radix-8/radix-2°, etc.
Among them, the radix-2 algorithm is the simplest one. The radix-4 algorithm has the
smallest multiplicative complexity. And the radix-22 has benefits of radix-2 and radix-4.

They will be reviewed in this section.

2.1.2.1 Radix-2 Algorithm
The radix-2 algorithm is using the divide-and-conquer approach with which algorithm

is dividing the problem of N point FFT, where N is power-of-2, by factor of 2. With the

symmetric property of equation (2.2), W = -W,*"'? 'the equation (2.3) will be founded.

AxW +Bx W2 = (A4 BRWRE)x W = (A—B)xW " (2.3)

By using the property of equation (2.3), the 'summation of equation (2.1) can be divided

into two summations in equation¥(2.4), and-it is the equation of radix-2 DIF.

N/2-1

X(2r) = Y [x(n) + x(nNL2)M,

N/2-1

X@r+1)= > [x(n)—x(n+N/2)WW7,, r=01..,(N/2)-1 (2.4)
n=0
The addition and the subtraction operation of x(n) and x(n+ N/2) inequation (2.4) are
called the butterfly (BF) operation as shown in Figure 2.2. After log;N - times recursive

decomposing, the complete radix-2 DIF algorithm can be obtained. Figure 2.3 shows the

Signal Flow Graph (SFG) of N=16 radix-2 DIF algorithm FFT.

x(n) a(n)y=x(n)+ x(n+%)

N N N s
x(n+—) a(n+—)=[x(n)—x(n+—)|V,
2 2 2

Figure 2.2 Butterfly Graph of the Radix-2 DIF FFT
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Figure 2.3 SFG of 16 Point Radix-2 DIF FFT
2.1.2.2 Radix-4 Algorithm
There is another symmetry property-0f equation (2.2) shown in equation (2.5).
W’\r‘1k+N/4 — —W,\Tk+3N/4 =2 _jWI\Tk (25)

Because of the —j term, we only need to exchange 2’s complement of real part data and
image part data instead of applying multiplication operation. The arithmetic cost can be

reduced. The equation of radix-4 DIF [4] is shown in equation (2.6).

Nt N | N oo 3N 3l |
X(4r+1)= Z [x(n)+x(n+z)><w4 er(nJr?)W4 +x(n+T)xW4 WyWg.,
n=0
N
r:O,...,Z—l, 1=012,3 (2.6)

The mapping butterfly graph of equation (2.6) is shown in Figure 2.4.
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Figure 2.4 Butterfly Graph of Radix-4 DIF FFT

2.1.2.3 Radix-2° Algorithm
If we further divide the equation (2.6), we can get the equation (2.7) of radix-2° [4]. It
implements the radix-4 BF by two radix:2'BFs. The mapping butterfly graph of equation

(2.7) is shown in Figure 2.5.

NGt N 21,41 N 4,421 3N 61,31 n(21,+)
X@4r+2l,+1)= Y [x(n)+x(n+-AT)><W4 2+ +x(n+?)W4 2+2h +x(n+7)><w4 23 W W
n=0

N/4-1
X(ar+2,+1)= 3 [x(n)+x(n+ %) Wizt 4 x(n %)w;”z*z'l L x(n+ STN) WSl Sy @y

n=0

r=0,..,~-1, 1, =01 1,=01 2.7)

Figure 2.5 Butterfly Graph of Radix- 2° DIF FFT



2.1.3 Split-Radix FFT Algorithms

The computation cost of the Fixed-Radix algorithm FFT can be further reduced by
combining radix-2 and radix-4 or radix-2 and radix-8, called Split-Radix algorithm. It has
fewer multiplications and additions. So, they have advantage on computational complexity.
But, they are not regular as radix-2" algorithms and seldom used in ASIC design. The most

popular split-radix algorithms are proposed by Duhamel et al. [5].

2.2 FFT Architectures

The FFT is one of the most widely used digital signal processing algorithms. Recently,
attention has been returned to real-time processors in many communication systems. There
are many architecture choices for these processors. Among them, the pipelined
architectures are particularly suitable for ‘real-time: applications since they are easily
merged with the sequential nature of sampling.-And they are popular for large FFT VLSI
realization too, due to their high regularity.

In this section, we will introduce the pipeline-based architecture. The architecture that
we want to discuss is used to implement DIF FFT algorithms. Similar structures can be
designed for DIT FFT algorithms, too.

Several architectures for pipelined FFT processors have bean proposed. There are
Radix-2 Multi-path Delay Commutator (R2ZMDC) [6], Radix-2 Single-path Delay
Feedback (R2SDF) [7], Radix-2% Single-path Delay Feedback (R22SDF) [8][9], Radix-4
Single-path Delay Feedback (R4SDF) [6], Radix-4 Multi-path Delay Commutator

(R4AMDC) [6], etc. They will be introduced in this section.



® R2MDC

It is the most straightforward way to reorganize the data for FFT algorithms. At each
stage half the data stream is delayed via the memory and processed with the second

half data stream. An 16-point R2ZMDC is shown in Figure 2.6.

Figure 2.6 R2MDC Architecture (N=16)

® R2SDF

Since memory in R2ZMDC is idle at 50% of time, it can be reused as shown in Figure
2.7 This scheme utilizes the different’arrival time of input data and processed data.

The utilization of the memory is 100%.

=== [ (=]

_’PE_’@’PE_’@’PE_’@’PE_’@’PE_’@_’PE_’

Figure 2.7 R2SDF Architecture (N=64)

® RAMDC

It is similar with R2ZMDC, but it utilizes only 25% of time for memory. A 256-point
R4MDC is shown in Figure 2.8.

A
iz o ol oo
Ennga |||| = lgllln
T G e T e

Figure 2.8 R4MDC Architecture (N=256)
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® RASDF

It is a radix-4 version of R2SDF. It is as efficient as R2SDF in terms of memory
utilization and the utilization of multipliers increases from 50% to 75% at a cost of

only 25% utilization of the BF element. A 64-point R4SDF is shown in Figure 2.9.

16 4 1
16 4 1
E 16 E 4 E 1
PE PE PE
—>
Figure 2.9 RA4SDF Architecture (N=64)
2
® R2°SDF

It breaks one radix-4 BF operation into two radix-2 BF operation with trivial

multiplications of +1 and-# j.-With-a feedback mechanism, the memory is fully

utilized as R2SDF and R4SDF. A 64<point R2°SDF is shown in Figure 2.10.
JER
__ P C PE_’®_’PE_'®_’PE_’®_’PE_’®_’PE_>

Figure 2.10 R2? SDF Architecture (N=64)

Architecture| Multiplier Adder Memory Control
R2MDC 2(log, N—1) 4log, N %—1 Simple
R2SDF 2(log, N-1) 4log, N N-1 Simple
R4SDF log, N-1 8log, N N-1 Medium
RAMDC 3(log, N1) $log, N %—1 Simple
R22SDF log, N-1 Alog, N N-1 Simple

Table 2.1 Summary of N Point Pipelined FFT Architectures

11



Summary of these architectures are shown in Table 2.1 [5]. The delay feedback
approached are always more efficient than corresponding delay commutator approaches in
terms of memory requirements. The Radix-4 algorithm based single-path architectures
have fewer multipliers than those of radix-2 algorithm. However, radix-2 algorithm based
architectures have properties of simple and regular. And radix-22 algorithm is characterized
with the trait that it has same multiplicative complexity as radix-4 algorithms but still
retains the radix-2 butterfly structure. In this thesis we will focus on R2SDF and R2°SDF
architectures.

The detail architecture with control unit of R2SDF and R2%SDF is shown in Figure
2.11(a). The butterfly process element (PE) has two kinds of operation modes. Mode 1 is
used to store the data in the shift register, wait several cycles to compute and multiply with
twiddle factors, while mode 2 is responsible for butterfly computation, showed in Figure

2.11(b).

Control

@)

reg reg

= <o

Mode 1 Mode 2

v

(b)

Figure 2.11 Units of R2SDF and R2?SDF (N=16)
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Chapter 3

Error Analysis

Fixed-point arithmetic is popular for FFT hardware implementation for its simplicity.
Because of the finite wordlength in thercomputation, we have to truncate or round the
answers when overflow occurs after addition or.multiplication; thus, errors are produced.
The statistical error analysis and-simulation-based error analysis are the two most popular
methods for FFT error analysis. Many ‘papers about statistical and simulation-based error
analysis of fixed-point FFT have been published [10-14]. The previous statistical error
analysis is not sufficient for our purpose of choosing the required wordlength stage by
stage. We derive a simplified statistical error model to meet the requirement.

In this chapter, we will briefly review the quantization error analysis first. Second, we
will introduce the statistical error models in which wordlength can be freely chosen stage
by stage. Third, the simulation environment will be briefly reviewed. Then accuracy of our
error models will be evaluated by comparing it with that of the simulation-based error

analysis.

3.1 Error Analysis of Quantization
The basic formula for the quantization error analysis is shown below. Let X be a

13



finite-length sequence {x(n)} ; n=0.2,..,N —1. The expected value of X is shown in

equation (3.1). It is zero-mean random sequence at the quantizer input. The variance of X is

denoted by o? and is shown in equation (3.2).

N-1

,UXZE[X]Z% x(n) =0 (3.1)
o = E[X?] = Nzl [X() - 11, T (32)

where the E[-] inequation (3.1) and (3.2) is the expected value operator.

A quantizer Q(-) maps X into the discrete-valued Y. Thus, the quantization error
Q = X —Y . Denote the boundaries by {b,}", and the reconstruction levels by {y, }\,,

then the output of this quantizer is shown in equation (3.3) and the quantization error

variance, denoted by aj , Is then given by.equation (3.4).

Y =Q(x)=Y, 1 Hf b, <x<b, (3.3)
) ) 1 M B
ot = FQl s j [x - Ye]dx (3.4)

Finally, the equation of SQNR is shown in"equation (3.5)

N

SONR = 2 (3.5)
(o2

ES N}

For example, if the input is uniformly distributed in the interval (-1, 1) and the output
is 2 + 1 bits sign-fractional discrete-valued data. The input-output mapping is shown in
Figure 3.1(a). It is shown that, if the input data are in the interval [0,0.25) then the output
data of them are all have the same value as 0. If the input data are in the interval [0.25,0.5)
then the output data of them are 0.25, and so on. The related quantization error mapping is

shown in Figure 3.1(b).

14
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Figure 3.1 Information of 2+1 Bits Quantizer

3.2 Statistical Error Models of FFT

The previous FFT error analysis and model of DIF radix-2 algorithm have been
presented by Sundaramurthy et al. [12] . They assume that all the wordlength of all PE

stages is the same. This is insufficient for applications that allow the different wordlength

15



between PE stages.

Due to the finite wordlength in the computation, we have to truncate or round the
answers after calculation. And the FFT computation is an iterative process and the value
increases in magnitude. The problem of overflowing should be concerned.

In order to prevent overflow and to ensure output accuracy, data need to be scaled.
There are two scaling methods to prevent FFT from overflow. One is overall scaling and

the other is stage-by-stage scaling [2]. The input constraint of FFT with overall scaling is

|x(n)| < % and there is no need to divide the input of each butterfly by two. The input

constraint of FFT with stage-by-stage scaling is |x(n)| <1, and the input data should be

divided by 2 for each butterfly. Due to the noise consideration [14] the stage-by-stage
scaling will be used in this thesis.

In this section we aim on delivering statistical EFT error models for DIF radix-2 and
radix-4 algorithms with stage-by-stage scaling scheme. These models are useable for case

having the different wordlength stage by stage.

3.2.1 Definitions and Constraints

In these analyses, we assume fixed-point arithmetic with (b, +1) bit wordlength

and signed fraction, where Kk is the stage number of PE stage. The input of N-point FFT,

denoted by x(m) where m=0,12,..,N-1, is a sequence of finite valued complex
numbers. Numbers are consisted by 2N real random variable and they are uncorrelated.

And they are distributed uniformly in (—= Note the range of (—=

N R

consistent with the condition that |x(m)| <1 for all m. The effect of the inaccuracy in the

twiddle factor, W ", is not treated here. The truncation operations are all modeled as

mutually uncorrelated.
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3.2.2 Expected Noise Sources
Figure 3.2 shows the error model of PE stage with stage-by-stage scaling by 2. There are

several noise sources having been considered. They are the quantization error of

wordlength difference between PE stages, denote by ajk , the quantization error of scaling,
denoted by afk, the quantization error of complex multiplication of twiddle factor,

denoted by afﬂk , and the insufficient output wordlength error, denoted by Géo :

Figure 3.2 1Error Model'of PE Stage

2 2
g O-Qk and Gsk
The aqzk is produced when the wordlength of stage k-1, denoted by b, ,, is greater

then that of stage k, denoted by b, . &’

o s the variance of truncated bits from b,, to b,.

The scaling error is produced when b, <b,, +1. A complex scaling consists of two real

scaling, i.e., the real and imaginary parts of the number are scaled separately. Scaling by a
factor % involves a 1-bit right shift and truncation of the last bit. afk is the variance of

this bit.

The sum of errors aqzk and afk can be replaced as the error of directly scaling the
data of stage k-1 then truncate to b,. This new error is denoted by o_fk to replace the
combination error of old o_fk and aqzk . It is shown in equation (3.6).
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0 b, +1<b,

2
O-S = ) M-1 N 36
K 2(% ) 2(by4+1) | ZVZ) ’ M = 2(bk-1+l) by : bk-l +1> bk ( )
v=0

My
It is assumed that a complex multiplication is implemented by four real

multiplications and each real multiplication is truncated separately. The complex

multiplication error variance, denoted by afﬂk , Is equal to the variance of truncated bits of

the result of multiplication. It is shown in equation (3.7).

4(% 92 0at1eby) “ﬁlvz) M = 20a by <
ot = o (3.7)
A 27 2V) (M =27  Dia +1> by
v=0

2
g O-qo

If the output wordlength is small then the output wordlength of the last PE stage the

quantization error will be produced. The variance Géo is shown in equation (3.8), where
the b, is the wordlength of the last PE stage and the b, is the FFT output wordlength.

0 b, <Db

0'2 = M-1 38
Yo 2(% 2-2b|_ 'EOVZ) , M = 2b,_—b0 1b|_ > bo ( )

3.2.3 Output Signal to Quantization Noise Ratio (SQNR)
Since all the noise sources are assumed to be uncorrelated, the variance of the noise at
output node of the SFG of Figure 2.5 is the sum of contributions from all the individual

noise sources that propagate to that output node. Some of noise variance of output nodes
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that is contributed by aszk is denoted by &, and the contribution of Grik is denoted by
2

Oy -

From Figure 3.3, the propagation of Uszk in 8-point DIF Radix-2 it can be found. The
number of error source afk propagating to any output node from the first, second, and
third stage are 8, 4, and 2, respectively. And the equation of & is shown below, equation

(3.9), where the total stage number n is equal to log;N, and the factor of (%)nk is the

effect of scaling on the error propagating at stage k.

The o2 of DIF Radix-2° algorithm is the same as DIF Radix-2.
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Figure 3.3 Propagating Flow of Quantization and Scaling Errors

N
2n—1

o~ N(%)n_l-ﬁszl +%

1 n— 1 n-n
(Z) 2'0522+'°°+ (Z) 'Uszn (3.9)

It can be assumed that all the complex multiplications are noisy for convenience of

derivation. Figure 3.4 show that the propagation of arf,k in 8-point DIF Radix-2 algorithm
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SFG. In general, there are four, half of 8, Grik in each stage, and each Grik from the first

(k=1), second (k=2), and third (k=3) stage propagates to 4, 2, and 1 output nodes. Hence it

is easy to show o, in equation (3.10).

Figure 3.4 ~Propagating Flow of Mutiplication Errors

N lon: - N
—(— . +_
[2 (4) T, 52

2

1
Owm zﬁ

m

N 1 n-2 2 N 1 n-n 2

- N . +...+_ J— .

5 (4) op o (4) O, ]
(3.10)

The corresponding expression of o2 of Radix-2° algorithm is shown in equation (3.11)

13N N, 1. N, 1.
A T TR Co Mt

o ++E(i
TN 4 "4 16

n-n 2
T
(3.11)
In obtaining equation (3.10) and (3.11), it is assumed that all complex multiplications
are noisy. But multiplications associated with twiddle factor WP =+1 or WP =+]

introduce no errors. Figure 3.5 shows the position of noiseless twiddle factors of 8-point

Radix-2 algorithm. The propagation of these noise sources is identical to that in the o,.
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Thus, denoting the noise variance contribution of these multiplications by ¢, and the

expression of &2 is shown in equation (3.12). The corresponding expression of Radix-2?

algorithm is shown in equation (3.13).

%o —»{Q HIfZ \ / »Q HiZ »[Q i/ L CALS®
-1

x, —»{Q HI/Z \\// »Q Hi/2] -1 x4

x —»{Q HI/Z »QHL/2 ;

X3

Xy

X5

Xs

Xz

Figure 3.5 Propagating Flow of Noiseless Mutiplication

2 1o N 1y 0 o NE L, 5 pa N1 1NN ,
occxr—[2—(=)" 0o, +2° () Vo + 2 =)o J+——=— 0
¢ N[ 2(4) m 22(4) X 2"t 4) ] N[2 2" ]
(3.12)
1 3N, 1 N 1 . 1 N 1,.
ot~ o) GO o () () o
N 4 4 4 16 4 4° 16 (3.13)
1. N 1, , 1, N 1 , N , '
+ ). o(— . + _ ) . +_.
() g (g O T () gar g T+ g O]
The average output signal variance is in equation (3.14) [2].
, 1
=_— 3.14
o = (3.14)
Finally, the SQNR expression is shown in equation (3.15).
02
SQNR =10log;, X (3.15)

[os +(om —08) + 0]
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3.3 Simulation-Based Error Analysis of FFT

There are many papers about simulation-based error analysis being published.
Johansson et al. published a paper on simulation-based error analysis [17] in 1999. The C
model is used to perform the simulation. User can get the proper result under their
constraints. The wordlength of each stage, rounding or truncation for each stage, number of
stages to do scaling, and the number of bits are parameters which can be chosen by users.
Figure 3.6 shows the simulation environment of SQNR. It compares the outputs of
fixed-point FFT and floating-point FFT to calculate the SQNR. The SQNR calculation

expression is shown in equation (3.16).

X, ()
Floating Point FFT i
Calculat SQNR
< ) | s,
. Fixed Point FFT

Xq' (n)

Figure 3.6 Simulation'Environment of SQNR

N="

1
Xy ()’
0

SONR =10log,y v

, (3.16)
Z(Xq(n)—xq (n))?

3.4 Verifications

Since the SQNR can be calculated by simulation-based error analysis the simulation
setup can be used to verify our new error models too.

The wordlength 8 to 32 bits is the popular selection to implement fixed-point FFT
architectures. In this section, we will calculate the SQNR by statistical and
simulation-based methods for 8, 16, ..., 8192 points DIF Radix-2 FFT and 16, 64,..., 4096

points DIF Radix-2> FFT with the freely chosen wordlength from 8 to 32 bits for each PE
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stage. Then, we will compare the results to verify statistical error models.
First, we choose wordlength, 8 to 32 bits, for each PE stage randomly. Second, we

will compare all wordlength set in a special range.

3.4.1 Random Verification

For example, we randomly generate 20 wordlength sets of 1024 points DIF Radix-2
FFT. The input worldlength is equal to that of the first PE stage, and the output wordlength
is equal to that of the last PE stage. Then, calculate the SQNR by statistical and
simulation-based methods, respectively. Then, the SQNR difference between them can be
calculated. Table 3.1 shows the results. The first column shows the number of wordlength
sets, next column shows the wordlength of each PE stage, column 3 shows the result
SQNR of simulation-based error analysis, column.4 shows the SQNR result of statistical

error analysis, and the last column is the difference of SQONR.

PE Stage SQNR (dB)
Wordlength Scheme | TS T 75T T 7 T8 [ 9 [10|Simlation] Statistical | Difference
1 2932022323021 [10 1020 [18] 2157151 [ 21225860 | -0.345643
2 1726 213223123121 ] 26 | 23| 40.64704 | 40.568971 | -0.073060
3 8 |28 141613 [32[29(32 10112073324 | 20.836938 | 0.103696
4 o [12]11 11 [12]12]16] 1610221 20.55134] 20.906414 | 0355071
5 1930271522 |19 |16 | 21|31 [18]58.45836 | 59.02069 | 0561833
6 20 [15[23]25 (1332 1714 [11] 8 [5.081025 | 5.987078 | 0.005153
7 1722|1626 30231531 [18[30]55.56245 ] 55.547552 | -0.014897
8 29|23 [23]30]10]22] 16|31 [18]20]31.52884 | 31.443187 | -0.085655
9 23 16 [15]31 2828 24] 8 [20(2511.22512] 11.082054 | -0.142871
10 2020|2123 [32[17]14| 8 |21 |20]11.20543 | 11.081993 | 0.123433
11 11 {21 {22022 112 15 25 (16 [13 |21 | 3601200 | 37570486 | 0.658464
12 28 13 [13]24]12]27 121030 [14] 22.67044 ] 22.830391 | 0.209947
13 20|17 [14]22]15] 8 [11]15 |11 {21 1635159 16105621 | -0.24597
14 20|21 [21 16 [12]11]20]32[17(32]33.87208 | 34.053531 | 0.181455
15 21120(21[h019]13[20]25 18] 9 [12.01716] 12.014605 | -0.002551
16 32015[25(24] 8 [ 8| 9| 8|21 119187271 9.280194 | 0.092923
17 26|23 12|11 (22129133026 |12 2020325 | 29517037 | 0.313784
18 20|29 [16]28]31]13]25] 2022 [ 144035284 40.808381 | 0.455539
19 2 [18] 9 [17]23]20[30]25] 8 [16]8.961097] 9.005713 | 0.043716
20 1125 [27]19]24 14 8 [29[31] 9 [9.633000| 0.774141 | 0.140233

Table 3.1 Examples of Random Verification (N=1024)
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We had compared 10000 wordlength sets for 1024-point FFT of Radix-2 and Radix-2
algorithm. The maximum difference of Radix-2 is almost within +1dB. The maximum
difference of Radix-2? for each FFT is almost within +1.1dB. Fig. 3.7(a) shows the

distribution of difference of 1024-point Radix-2 FFT, Fig. 3.7(b) shows the 1024-point

Radix-2° FFT.

1024-Point Radix-2 FFT
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%
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Figure 3.7 Results of Random Verification of Radix-2 and Radix2?
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3.4,2 Partial Exhaustive Verification

To exhaustively compare all wordlength sets of 8 to 32 bits is not practical because
the simulation time is not endurable. However we can do exhaustive comparison in some
special range, maybe some of the solution space, to verify. We had chosen the wordlength
11 to 18 bits to do partially exhaustive comparison of 64 points DIF Radix-2 and Radix-2

FFT. They spent about 130 hours comparison time, and the results are shown in Figure 3.8.

The difference is within +1.1dB.
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Figure 3.8 Results of Partial Exhaustive Verification of Radix-2 and Radix2?
Section 3.4.1 and 3.4.2 clearly show that the result obtained from the statistical error

model can be very close to that obtained from the simulation-based approach.
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Chapter 4

Wordlength Optimization

The wordlength is an important design parameter. It will affect both the performance
and complexity. Longer wordlength.is!preferred for good precision. But, increase
wordlength will increase the complexity. -1t will.increase the size of memory and
computational units and thereby: increase power consumption and decrease performance.
Hence, the wordlength requires careful eptimization.

In this chapter, we will briefly review the design flow of FFT processor first. Then,
we will describe our approach, hybrid wordlength optimization method. Finally, two

examples are shown.

4.1 FFT Processor Design Flow

There are many factors have to be considered o design the FFT processor. Figure 4.1
shows the over all design flow of FFT processor. First, system requirements need to be
specified. They are points of FFT, SQNR, throughput, area, power, ..., etc. Then, the
proper FFT algorithm and FFT architecture need to be chosen. Finally, the wordlength of

architecture need to be analyzed.

26



FFT Implementation

Point Radix-2 SDF
SQNR or or
Tdeal System Thr Radix-22 MDC
dea ith hroughput Choose adc-2 | Choose | Wordlength | FFT Processor
wil - . - N : 50—
LGE Algorithm o TlArchitecture] " Analysis

Pipelined FFT Processor

Figure 4.1 Design Flow of FFT Processors

When the FFT is implemented as a fully custom ASIC, the wordlength of each stage
can be freely chosen except input and output wordlengths of FFT processor, which are
system specified. Internal wordlengths of FFT processor can be chosen to decide the
precision and complexity. In general, longer wordlength is preferred for better precision of
numbers. On the other hand, increase the wordlength will increase the complexity, it will
increase the hardware cost, power consumption; and decrease the speed. Thereby, the
optimization is a trade-off between precision and complexity.

To reduce the time of over all'system design, the automatic wordlength optimization
solution is preferred. A simulation-based method on pipelined FFT had presented by Lin
[3]. We will present a faster hybrid method in this thesis. Figure 4.2 outlines the
automation flow. There are four steps in sequence, i.e., upper bound wordlength evaluation,
lower bound wordlength evaluation, optimized wordlength candidate searching, and
optimized wordlength selection. Additionally, there are some tables and libraries built

offline to speed up this flow.
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Figure 4.2 Over All Flow of Wordlength Optimization

4.2 Wordlength Generation

Items in Fig. 4.2 will be introduced in this section. This flow is to optimize the area

under input constraints. Input constraints ‘include points of FFT, SQNR, throughput, FFT

input and output wordlength, SQNR simulation confidence interval, and SQNR simulation

error. The output data are wordlengths of each PE stage.

4.2.1 Library and Table

Since we optimize hardware cost, the relative hardware library needs to be chosen.

Adder, multiplier, multiplexer, read only memory (ROM), and shift register are five basic

elements of FFT. Hardware library decides the area and critical path to wordlength table

for these components [3].

PE stages are hardware blocks in the wordlength generation flow, which is built by
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the basic components. We need a table that stores the information of area and critical path
for each PE stage to speed up the automation flow, PE stage table [3].
In Figure 4.2, the mean of SQNR variance table is used to calculate the simulation

times of different confidents of simulation [3].

4.2.2 Upper Bound Wordlength Evaluation

Throughput is one of the input constraints. Satisfy the throughput constraint implies
that the critical path must be short enough to meet equation (4.1). In other words, it means

that some stages violate the timing of pipeline if there are critical paths greater then

1
throughput -

critical path < e (4.1)
throughput

The upper bound wordlength(UBW) is-defined-as the largest possible wordlength
such that the critical path of the corresponding PE stage satisfies equation (4.1). And, the
upper bound wordlength set (UBW) is.defined as a set which includes all wordlength of
PE stages and each wordlength is UBW. Note that we use bold print to denote a set and
light print to denote the element in a set. For example, if the UBW of 1024-point FFT (10
PE stages) is {14 15 15 16 17 18 18 18 19 20} then the UBW of stage 1 (UBW;) is 14,

UBW> is 15, UBWj3 is 15, and so on.
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SQNR,N,Throughput,Input wordlength, Output wordlength,PE Stage Table
v

stage no. n=1
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SQNR analysis for UBW

Yes
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find the max. throughput find the max. SQNR

v v

Maximum Throughput UBW Maximum SQNR

Figure 4.3 Flow of Upper-Bound :Wordlength Evaluation
Fig. 4.3 shows the flow of UBW-evaluation: There are three conditions to stop the
evaluation. Condition 1, the UBW is founded it SQNR and throughput constraints are both
met. Condition 2, the optimization is failed if the SQNR constraint can’t be met. The
maximum possible SQNR will be reported before stop. Condition 3, the optimization is
failed if throughput constraint can’t be met. The maximum possible throughput will be

proposed before stop.

4.2.3 Lower Bound Wordlength Evaluation

The lower bound wordlength (LBW) is defined such that if any wordlength of PE

stage is equal to LBW, the SQNR of new set is just small than the SQNR of input

constraint. The lower bound wordlength set (LBW) is defined as {LBW, | x € N,1< x <n},
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X means the xth PE stage. Based on the definition of LBW, it is easy to see that SQNR of
LBW is small then the SQNR of input constraint.
Fig. 4.4 shows the flow of LBW evaluation. The input are N (point of FFT), SQNR,

input and output wordlength, and UBW. Then, the output is LBW

SQNR_N,Input wordlength, Output wordlength, UBW

|

UBW ' =UBW
n=1
UBW,' =UBW,* -1 B E—
Yes
n=ntl UBW'’ SQNR > Input SQNR
UBW '’ =UBW LBW_ =UBW*

I

last stage ?

LBW

Figure 4.4 Flow of Lower Bound Wordlength Evaluation
Fig. 4.5 shows an example of LBW evaluation. Where the iSQNR is the input
SQNR constraint. The step of Fig. 4.5 is top to bottom and left to right. The arrow shows
the detail steps. And the more than,”>", and small than, “<”, mean the comparison results

between SQNR of statistical error analysis and SQNR of input constraint.
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Evaluate the LEBEW; : Evaluate the LBW, :

Stage @ 1 Stage : 4
UBW => @16 17 17 16 18 18 » 13QNR UBW => @16 17 17 18 18 18 » 1iSQNR
@15 17 17 18 18 18 » 1i8QNR @16 17 17 17 18 18 » iSQNR
14 17 17 18 18 18 » 1isQNR 16 17 17 16 18 18 > 1i3QNR
@13 17 17 16 18 18 » 13QNR @16 17 17 15 18 18 » 1iSQNR
@@ 17 17 18 18 18 < iSQNR @16 17 17 {14 18 18 < iSQNR
Result: LBW,=12 Result: LBW,=14
Evaluate the LEW, : Evaluate the LEW; :
Stage : 2 Stage : S
UBW => =16 17 17 18 18 18 > 1iSQNR UBW => =16 17 17 18 18 18 > iSQNR
@16 16 17 18 18 18 > 13QNR @16 17 17 18 17 18 » 1SQNR
le 15 17 18 18 18 » iSQNR 16 17 17 18 16 18 > iSQNR
616 14 17 18 18 18 » 13QNR @16 17 17 18 15 18 » 1iSQNR
@16@ 17 18 18 18 < iSQNR €16 17 17 18 (19 18 < iSQNR
Result: LBW,=13 Result: LBW.=14
Evaluate the LBW, : Evaluate the LBW, :
Stage : 3 Stage : &
UBW => @16 17 17 16 18 18 » 1i3QNR UBW ==> @16 17 17 16 18 18 » iSQNR
@16 17 16 18 18 18 > 13CNR @16 17 17 18 18 17 » 1SQNR
l1e 17 15 18 18 18 » 1isQNR 16 17 17 18 18 16 > 1iSQNR
le 17 14 18 18 18 » iSQNR l1e 17 17 18 18 @ < 1SQNR
@16 17 @ 18 15 18 < 1i3¢NR Result: LBW,=15

Result: LBW,=13
Output: LBW = {12 13 13 14 14 15}

Figure 4.5 Example.of Lower Bound:Wordlength Evaluation (N=64)

4.2.4 Optimized Wordlength Candidate (OWC) Searching

4.2.4.1 Optimization Format

Since the FFT processor uses large memories especially in the early stages. Figure 4.6
shows the area increment of each PE stage when the wordlength of each stage was added
by 1 bit. Therefore, to keep the wordlength short in the early stages is a good choice for
area optimization.

The property of output SQNR of pipeline FFT processor is shown in equation (4.2).

SQNR ~10log,, A 4.2)
a

( 12—2bl+1+a22—2b2+2 +”.+an2—2bn+n)
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where a, is constant of PE stage n, b, are wordlength of PE stage n. It is easy to see

that if there exists one X,XeN,1<x<n such that
a2 >>a 2" meN.1<m<n,mzx, then, the PE stage x will be the bottleneck of
output SQNR. In the other word, the value of (a, 2" +a,2"* +...+a_272*") will be

dominated by a, 2™". So, the wordlength of each stage is efficient when they are close.

Area Size Increment of Add Wordlength by 1 Bit
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1 2 3 4 5 6 7 B 5 10 11 12 13
PE Stags

Area Increment (um”2)

Figure 4.6 Area Increment of Add Wordlength 1 Bit of Each Stage (N=8192)
Due to upon properties the expected optimization wordlength set will be sorted in
ascending order from stage 1 to stage n, and the wordlength is closed stage by stage. {11
11 12 13 13 14} and {14 14 14 14 15 16} for examples. We refer these schemes of

wordlegth set as optimization format for simplicity in the remaining section.

4.2.4.2 OWC Searching Flow
The optimized wordlength set candidates (OWC) have three properties. (1) It is
between LPW and UBW. (2) It is in optimization format. (3) The SQNR of FFT processor

meets the input SQNR constraint when the wordlength scheme is the same as that of any
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OowcC.

To search the OWC, we scan the wordlength set from LBW to UBW and compare
SQNR of each set with the input SQNR constraint. Figure 4.7 shows the flow of OWC
searching. The output of this flow is the OWC Array. It contains all the information of

OWTC and is sorted by area size.

SQNR N, Input wordlength,Output wordlength, UBW,LBW

scan and store optimal format
wordlength sets
from LBW to UBW

v

select one by one of which optimal
format wordlength set just been saved

I

| statistical error analysis ‘

save current set to
OWC Array

v

sorting
OWC Array by area

select next optimal format
wordlength set

4

OWC Array

Figure 4.7 Flow of Optimized Wordlength Candidate Searching

4.2.5 Optimized Wordlength (OW) Selection

The OW is an OWC which has the smallest area size and good SQNR. There are two
methods to get the optimized wordlength in OWC Array. Method 1, the optimized
wordlength set will be found by simulation-based method if user’s SQNR error constraint
is under +1 dB. Method 2, the optimized wordlength set will be found by statistical

method if users SQNR error constraint is more than + 1 dB.
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Figure 4.8 shows the flow of OW selection. In Method 1, we simulate all OWC of
OWC Array one by one from the one with the smallest area size until the SQNR of
simulation meets the SQNR of the input constraint. In Method 2, we judge all the OWC in
OWC Array by a benefit function to get the OWC with the best benefit. The benefit

function is shown in equation (4.3).

SONR increament

—— (4.3)
area size increament

Benefit =

where the increment is the difference between the SQNR or area size of LBW and those of

OwWC.

SONE, N, Input wordlength, Output wordlength, SONE. Error, OWC Array

select one of OWC
inthe OWC Array i
(start frormn the smallest area size)

find the OWC which has the greatest
l' benefit in OWC Array
by statistical error analysis

simulation-bases error analysis

SQNR result=Input_SQNR

,

OW

Figure 4.8 Flow of Optimized Wordlength Selection
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4.3 Examples of Wordlength Optimization

4.3.1 Hybrid Method

Input constraints of this example are {N=1024(n=10), SQNR=45 dB,
input_wordlength=output_wordlength=18, throughput=50MHz, and SQNR_error=0.1 dB}.
Since the SQNR_error constraint is smaller than +1 dB, the hybrid method will be used.
Figure 4.9 shows the steps of this example. The “sim_SQNR” means the result of

simulation and the “iISQNR” means the SQNR of input constraint.

Constraints:
SQNR=45, N=1024, Throughput=50MHz
Input_Wordlength=0Output_Wordlength=18 , SQNR_Error=0.1

UBW Evaluation:
3232 3232323232323232
\ 4
LBW Evaluation: OW Selection:
101011 111212131313 14 sim_SONR
+ 1112131314 14151516 17 44491372 < iSQNR p
OWC Searching: 1112121314 141516 17 17 44.206882 < iSQNR 2

111212131414 1516 17 18 44.375074 < iSQNR 3

OWC Array (sorted by area size)
111213131314 1516 17 18 44.390437 <iSQNR 2

Area
1112131314 14151516 17 3528869 11 12 13 1414141515 1(? 16 44.4?7997 < i_.‘:iQNR 2
1112121314 14 1516 17 17 3542160 1112131414 14 151516 17 45.030854 > iSQNRY
111212131414 151617 18 3543520 *
1112131313 14151617 18 3545897 oOW:
1112131414 14151516 16 3554301 1112131414 14 1515 16 17

111213141414 151516 17 3555154

Figure 4.9 Example of Hybrid Wordlength Optimization Method
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4.3.2 Pure Statistical Method

Input constraints of this example are {N=1024 (n=10), SQNR=45 dB,
input_wordlength=output_wordlength=18, throughput=50MHz , and SQNR_error=1.1
dB}. Since the SQNR_error constraint is more than +1 dB the pure statistical method

will be used. Figure 4.10 shows the steps of this example.

Constraints:
SQNR=45, N=1024, Throughput=50MHz
Input_Wordlength=Output_Wordlength=18 , SQNR_Error=1.1

UBW Evaluation:
32323232323232323232

v v

LBW Evaluation; OW Selection: Re-Sorting the OWC Array by benefit
101011111212131313 14 Area Benefit
* 111213141414 151516 17 3555154 0.00002514

1112131314 15151516 17 3558734 0.00002492
111213131414 1516 17 18 3569846 0.00002475
111213131414 1516 16 17 3558591 0.00002472
111213131414 1516 17 17 3568486 0.00002435
1112131414 15151516 17 3585019 0.00002425

OWC Searching:
OWC Array (sorted by area size)

Area
1112131314 14151516 17 3528869
1112121314 14 151617 17 3542160
1112121314 14 151617 18 3543520

1112131313 141516 17 18 3545897 :
1112131414 14151516 16 3554301 *
1112131414 14151516 17 3555154 OW:
: 1112131414 14151516 17
I

Figure 4.10 Example of Pure Statistical Method
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Chapter 5

Experimental Results

5.1 Introduction

We implement two FFT architectures, including DIF R2SDF and DIF R2? SDF. The
range of N can be adjusted from 8 to 8192 points, and wordlength from 8 to 32 bits in each
stage. We pipe each PE stage of FET architectures and:apply stage-by-stage scaling.

In order to compare the performance with previous work [3], the same hardware
libraries are used here.

Logic gate model includes adder, multiplier, and multiplexer. We conduct synthesis
without any constraints by Synopsys Design Analyzer [19] and the TSMC 0.25um cell
library and Synopsys DesignWare [18] are used. The fast carry look-ahead synthesis model
for adder, Booth-encoded Wallace tree synthesis model for multiplier, and universal
multiplexer synthesis model for multiplexer are adopted and area and timing reports of
Synopsys Design Analyzer are used for these models. Memory model includes shift
register and ROM also use TSMC 0.25um cell library.

The SQNR range between 40 to 60 dB had been used in most system. It is for our
experimentations too. Two common FFT design specifications that are typically used in

OFDM systems [22] had been summarized in Table 5.1.
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Size Operating freq. 110
Short Length 16-256 50MHz Complex, word-sequential
Long Length 256-8192 20MHz Complex, word-sequential

Table 5.1 Specification of Common FFT for OFDM
To implement the proposed flow, the C++ language with SystemC library is used. The
SystemC library is used for fixed-point type to model the behavior of fixed-point hardware.
The quantization mode is always truncation (SC_TRN) and the overflow mode is
saturation (SC_SAT) in our experimentations.
Finally, the platform is built in a PC with Intel 2.4GHz CPU and 768M Memory. The

operation system is Microsoft Windows 2000. The Visual C++ 6.0 is used for compiler.

5.2 Results

The experimental results of/R2SDF,and-R2°SDF wordlength optimization will be

showed in this section.

5.2.1 Optimization of Different Constraint

Results of experiments with different constraints will be introduced in this

sub-section.

5.2.1.1 FFT Point Constraint

Experimental result of area optimization for point from 8 points to 8192 points is
presented in Table 5.2. Table 5.2(a) is for DIF R2SDF and Table 5.2(b) is for DIF R2*SDF.
Constraints include: SQNR is 45(dB), SQNR error is 0.1(dB), SQNR simulation
confidence interval is at the level of 95%, the throughput is 50MHz, and the input and
output wordlengths are 18 (bits). Since the constraint of maximum allowable SQNR error

is small then 1 dB, the hybrid method will be used. In these tables, the first column “Point”
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presents the point of FFT processor. The column of “Pre-Post” represents that parameters
in the row with “Pre” belong to traditional design, without optimization, or parameters in

the row with “Post” are optimized.

R2S5DF Constraints: SONE=45 4B, SONE_error=0.1 dE, I0=18 bits, Throughput=50 MHz

Point | Pre—Post PE Stage WordLength ATea Area Time
1 2 3 45 6 7 8 910111213| (pgm® |Reduction| (sec)
e =
o [ fonn s IR
il TN TP RPRENE s [ ¢
T TNE RERERERT oo [
I I N RENENTRINE Leis [LMOE| 4
Gl NN (TR RERERTRYNENT eeoeos [ SR <
Sl T (T RERERTN N RN =
il I NN NN TR TNENTHG N iy 8| 1
Gl AT
Nl N (NN AT
U2 | 1213 ks 1561 10 e 1 16 T o MR "
(@)

R2’SDF Constraints: SQNE=45 dB, SQNR_error=0.1 dB, 10=18 bits, Throughput=50 MHz
Area ]

Folnt |PreFost T % 3Pi5t§geﬁw?dléen§mlo 1112 | (uem® Redaction E:S
' e i 111213 ey -
4 e 1212 15 15 1 o

Pre |15 15 15 15 15 15 15 15 1732185

0 Post |11 12 12 13 13 14 15 16 1461204 16% =
102 e it 13 13 141 15 15 16 17 Joomno IO
86 | e 11 12 12 15 1414 15 16 17 15 1 1 Triooi MO

(b)

Table 5.2 Area Optimization of Different FFT Point (I0 Wordlength=18)
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The column of “Area Reduction” presents the reduction rate of area, calculated by

pre _area— post _area
pre _area

x100% . The last column “Time” shows the computer time of

optimization. It can be see that the greater N with the greater area reduction rate, generally.
The maximum and minimum area reduction rates for DIF R2SDF are 24% and 9% and

those are 23% and 6% for DIF R22SDF.

5.2.1.2 Input Wordlength and Output Wordlength

Table 5.3 introduces the experimental results with different input and output
wordlength constraints to those of Table 5.2. The input wordlength is 14 bits and the output
wordlength is 14 bits. The area reduction rate is still the same when point range in 8 to

1024. There is no solution when the point number is greater than 1024.

R2SDF Constraints: SQNE=45 dE, SQNE_error=0.1 dB, 10=14 bits, Throughput=50 MHz

Point | Pre_Post PE Stage WordLength Area Alea Time
1 2 3 4 5 6 7 & 910111213 (pgm? |Reduetion| (sec)
Fre 12 12 12 258831
® Fost |11 11 12 216184 16% 8
Fre 12 12 12 12 A02693
16 11% 11
Post |11 11 12 13 358375
Fra 13 13 13 13 13 733434
= Fost |11 12 12 13 13 664339 % =
Fre 14 14 14 14 14 14 1152506
o4 Post |11 12 13 13 13 14 993360 i 20
Fre 14 14 14 14 14 14 14 1550048
128 Fost |11 12 13 13 14 14 15 1388215 10% 35
Fre 15 15 15 15 15 15 15 15 2249617
26 Fost |11 12 13 13 14 15 15 16 1905692 15% 40
Fre 16 16 16 16 16 16 16 16 16 3301662
212 Post |12 12 13 14 14 15 15 16 17 2675873 b &9
Fre 19 19 19 19 19 19 19 13 19 19 05314581
1024 Post |14 15 15 15 16 17 17 17 18 19 4250590 20% 136
5048 Pre He solut%on
Post o golution
10%, Fre He solut%on
Post o zolution
a1 Pre ) solut?on
Post Neo golution

(@)
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R22SDF Constraints: SONE=ASdE, SONE errcr=0.1 dE, 10=14 bits, Throughput=50 MHz=

Point |Pre_Post PE Stage WordLength Area Area Time
1 2 3 4 5 6 7 & 9101112 (;{mzj Reduciion| (sec)
Pre |12 12 12 12 214156
16 Post |11 11 12 13 189706 L5 10
Pre |13 13 13 13 13 13 760033
64 5% 20
Post |11 12 12 13 13 14 717914
Pre |15 15 15 15 15 15 15 15 1732185
26 Post |11 12 13 13 14 14 15 16 1474260 15 37
Pre |15 15 18 18 18 18 18 18 183 13 4073142
1024 Post |13 14 15 15 16 17 17 18 19 19 3448117 g 28
1096 Fre He Solut%on
Post He Solution
(b)

Table 5.3 Area Optimization of Different FFT Point (I0 Wordlength=14)

Figure 5.1 shows the difference of area reduction rate between these two input and output

wordlengths.

R25DF Area Reduction Rate of Different [ Wordlength
0%

25%

20% F

15% L\ ——15b
——4h

K
.

10%

Area Reduction Rate(%

5%

O% 1 I 1 1 I I 1 I I 1
g 16 32 o4 128 256 Sl2 1024 2048 4096 8192

FFT Length {point)

(@)
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R775DF frea Reducton Rate of Different 12D Wordlength

25
& 70% /
5
5 1m —
T 0% == 4
E \./
< 5

O% 1 1 1 1

14 &d 234 1024 4096
FFT Length [paintsy
(b)
Figure 5.1 Area Reduction Rate of IO Wordlength=18 and 14 Bits
5.2.1.3 SONR

Figure 5.3 presents the area reduction™rate for different SQNR constraint of DIF
R2SDF and DIF R22SDF. Constraint of<SQNR error is 0.1(dB), SQNR simulation
confidence interval is at the level of 95%, the throughput is 50MHz, and the input and
output wordlengths are 18.The SQNR of traditional design increases 6 dB if all wordlength
increases 1 bit. It can be found that 6 dB is a cycle of area reduction rate for different

SQNR constraint, too. The range of area reduction rate is from 12% to 20%.
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Area Reduction Rate in Different SONR Constraint
. 25%
)
o 20%
< 1sa \\j\\/\\ M
g 7" S -
fg) 10%
=5
EO% [ I [N I [ S S S [ S [ [y [ NI B |
I S I A N I A R AR
—— R2SDF
SQNR (dB) —= R22SDF

Figure 5.2 Area Reduction Rate vs. SQNR Constraint

5.2.1.4 SONR Error

Table 5.4 shows the experimental results with the same constraints except SQNR error
is 1.1 dB as that in Table 5.2(a). Since the allowable SQNR error is great than 1 dB, the
pure statistical error analysis method will be used. The SQNR of these optimized
wordlength sets had been verified by simulation based-method for accuracy, introduced in
column “Post-SQNR”. The maximum insufficient error of SQNR is 0.18 dB. In other

words, it is -0.4% of SQNR constraint.
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R2SDF Constraints: SQNE=45 dB, SONR_error > 1 dB, 10=18 bits, Throughput=50 MHz

e L e T; Ssug: ‘?rm:]‘e;g ll:]. 111213 (f:;) Re:I::?ion
2 B [TRTIT sy I
5 e Tl o] U
dll I TR APNTRT e i
2 P e B
I AR o] 2%
| D TG e
gl BN T AT ERTNTRTALRT; oy
L T NN YRR sl 2%
S e e T e o e
) D O T ] e
) e O A I A

There is only one advice for conditions that are scaling down to meet the constraint of
hardware library. There are two conditions about these cases. First, the throughput
constraint is great then the maximum throughput of hardware library. The maximum
throughput of hardware library is the throughput for the wordlength set with the minimum
wordlength of hardware library for all stages. If 2 is the minimum wordlength of hardware
library, then the {2 222 2 2 ...} is the wordlength set of maximum throughout. Second,
the SQNR constraint is great than the maximum SQNR of hardware library. The maximum
SQNR of hardware library is the SQNR for the wordlength set with maximum wordlength
of hardware library for all stages. If 32 is the maximum wordlength of hardware library

then the {32 32 32 32 32 32 ...} is the wordlength set of maximum SQNR.
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Figure 5.3 shows the output messages. Figure 5.3 (a) is the output message when the
related user constraints are N=1024, SQNR=45dB, the input wordlength and output
wordlength are 18, and the throughput constraint is 200MHz. The throughput constraint,
200MHz, is over the maximum throughput, 171MHz, of hardware library. Figure 5.3(b) is
the output message when the related user constraints are N=1024, SQNR=80dB, the input
wordlength and output wordlength are 18, and the throughput constraint is 50MHz. The

SQNR constraint, 80dB, is over the maximum SQNR, 69dB, of hardware library.

Sorry! Your throughput constraint is over!
Please scale down the throughput from 200 MHz to which under 171 MHz!!

(@)

Sorty! Your SQNR constraint is over!
Please scale down the SQNR from 80 dB to which under 69 dB!!

(b)

Figure 5.3 Output Message of-Generator when There is No Solution

5.2.2.2 Partial Constraint Over

This case happens when some constraints are over and all constraints are within
hardware library constraints. The proper ranges will be presented for tread-off. Figure 5.4
Is the output message when the related user constraints are N=1024, SQNR=68dB, the
input wordlength and output wordlength=18, and the throughput constraint is 77MHz. The
SQNR constraint, 68dB, with the throughput constraint, 77MHz, can’t be met. The output

message is to advise user how to trade off.

Sorry! Your SQNR constraint 68 dB and threughput constraint 77 MHz are over!
The maximum SQNR of 1024 point FFT in this libraryis 69 dB!!

1. To meet the throughput the SQNR constraint must be under 48 dB!!

2. To meet the SQNR, the throughput constraint must be under 70 MHz!!

Figure 5.4 Output Message of Generator when There is No Solution

46



5.2.3 Methods Comparison

The area reduction and the computation time of optimization will be compared in this
sub-section. First, the comparison between previous work [3] and our hybrid method will

be shown. Then, the comparison between our hybrid method and the pure statistical

method will be introduced.

5.2.3.1 Previous Work vs. Our Work

The previous work [3] is to optimize wordlength by the pure simulation-based method.
And our hybrid method is combined with simulation-based and statistical method. Figure
5.5 presents the post area and computing time of these methods. It shows that results of
optimized area of these methods are equally. But the computing time of our method is

much faster especially when the FET length, is. longer.

Pure Simulation Method (Old) vs. Hybrid Method (New)
(Optimized Area Size and Simulation Time)
14000000 25000
12000000
4 200
&1 10000000
=]
=
8 8000000 | B0
L4 €
o X3
3 &
- 5
8 BO00000 L —
.
5
5 4000000 r /1
4 5000
2000000
0 : ]
8 16 32 64 128 256 512 1024 2048 4006 8192 | B2 OMH m)
:lgled\‘(’(lv'-)mil)
i i SELC,
FFT Length (point) — Hewtony)

Figure 5.5 Comparison Result between Pure Simulation-Based and Hybrid Method
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5.2.3.2 Our Hybrid Method vs. Our Pure Statistical Method
There are two kinds of optimization methods in our work. The hybrid method is the
first one, used whenever the allowable maximum SQNR error constraint is less than 1 dB.
Second, the pure statistical method is used whenever the allowable maximum SQNR error
constraint is greater than 1 dB. The comparison result of these methods is presented in
Figure 5.6. It is the figure of the area reduction rate and computing time. It can be found
that the area reduction rates of these two method are equally but the computing time of
pure statistical method is much faster.
It is interesting to note that the area reduction rate is better when there are insufficient
SQNR error occurred in optimizations of 128, 512 and 2048 point FFT, in Table 5.4, of

pure statistical method.

Hybrid vs. Pure Statistical

(area Reduction and Simulation Time)
20% 1200

25% r 1 1000
g 20% | fe 1 800
xz b ]
e . e B i
= b ou] o] [<z)
2 15% | f= =l 160 3
S e R =
= e e =
& = e B
$ 10% B 140
= | | B
5% | =pd= 120
Fe AdI.
2 Hy(%)
0% Ol == pu()
&4 128 256 512 1024 2048 409 8192 v Hy(sec)
FFT Length (point) === P (5

Figure 5.6 Comparison Result between Hybrid and Pure Statistical Method
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Chapter 6

Conclusions and Future Works

In this thesis, a statistical error analysis method between SQNR and wordlength of
each PE stage of pipelined FFT processors is presented. New hybrid wordlength
optimization method on area reduction for pipelined FFT processors based on statistical
and simulation-based error analysis is introduced, which is fast then the pure
simulation-based method. We also presented a pure. statistical wordlength optimization
method. It generates the optimized wordlength-of FET processors just in several seconds
even the point number of FFT is 8192. With our generator, the advice will still be given
even there are no solution under user constraints.

Increase wordlength of FFT processors will increase the power consumption.
Therefore, wordlength optimization for power consumption is another attractive topic.
Actually, the accuracy of our optimization method depends on the accuracy of the given
hardware library. And to build a precise hardware library for area or power is a difficult

challenge.
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