Chapter 1

I ntroduction

Traditional inventory management provides many analytical models which are more
relevant and applicable in practice. The adequacy of these models has some important
effects on the inventory control. For this reason given above, inventory management is a
practical subject and plays an important role in scientific disciplines. In Section 1.1, we
present the background of the inventory management, especially, focus on the newsboy
problem which is one of the important subjects in the inventory management. Section 1.2
describes the motivation of this thesis. Section 1.3 shows the description of the problems.
In Section 1.4, we provide the exact approaches to tackle these problems. At the end of
this chapter, the organization of the thesisis presented in Section 1.5.

1.1 Background

Newsboy problem, aso known-as the single period inventory problem is very
significant in terms of both theoretical and practical consideration. It focuses on the
products which have the limited selling.period. (or short shelf-life) such as daily
newspapers, monthly/weekly magazines, milks, seasonal products, fresh food and many
others. The classical newsboy model“assumesthat if the surplus products are subject to
storage for a short period of time, one ought to pay additional costs to dispose these items.
If the unsatisfied demand is lost, the opportunity cost may be occurred. Generaly, the
demand presented in the classical newsboy problem is unknown and assumed to be a
random variable with a known probability distribution. Consequently, the determination
of the ordering quantity is critical for achieving designated objective function in the
newsboy problem. Nowadays, several literatures on newsboy problem have provided very
useful framework for making decision on advanced booking of orders. Hadley and Whitin
[10] were the first researchers to introduce the newsboy problem. Some researchers have
extended the classical newsboy problem based on various considerations. For example,
Shore [39] considered a newsboy problem with random lot-size. Keisuke [14] extended
the multi-period newsboy problem. Li et al. [25] and Lau and Lau [19] investigated the
multiple products, Lau and Lau [22] further studied capacitated multiple products. Shao
and Ji [37] studied the multi-product constrained fuzzy newsboy problem and solved by
using credibility measure. Panda et al. [32] considered a multiple products manufacturing



system under chance and imprecise constraints. For the excess inventory, some
researchers have assumed that the surplus products can be sold by using the discount. It
was the pioneer work of Hadley and Whitin [10], in which they considered the single
product and single discount. A common case that arises in practice is one in which
multiple discounts are progressively used to sell excess inventory. Multiple discounts are
especially common in the apparel industry where discounts get steeper as the season
draws to an end. Some retailers advertise a system in which products remaining in
inventory are progressively discounted to attract more customers to their stores. Khouja
[16, 17] studied the multiple discounts in the newsboy problem. Khouja and Mehrez [18]
further combined the multiple products and multiple discounts.

There is an excellent survey of the literature on the various objective functions such
as minimizing the expected cost (Nahmias [29]), maximizing the expected profit (Khouja
[16]), maximizing the expected utility (Ismail and Louderback [12] and Lau [21]), and
maximizing the probability of achievingatarget profit (Ismail and Louderback [12], Shih
[38], Lau [20], and Sankarasubramanian and Kumaraswamy [35]). However, so far,
existing researches never care about the value of the maximum expected profit and the
probability of achieving a target profit. These values can be expressed the product’s
profitability.

Whenever the demand is uncertain, several literatures always assumed that the
demand is a random variable and followsacommon distribution with known parameter(s).
For example, the normal is preferred when the demand per cycle is relatively large, while
the Poisson is better for low-demand items because it is discrete. Lau [21] has pointed that
some seasonal or fashion products which have very high demand uncertainties may be
more suitably modeled by the exponential distribution.

In practical work, the parameter(s) of demand distribution is/are unknown and
depend(s) on the estimation technique. Berk et al. [3] used the frequentist and the
Bayesian approaches for demand estimation. Also, most of the researches focused on the
distribution-free newsboy problem, where the form of the demand distribution is unknown
but only the mean and variance are specified. It was the pioneer work of Scarf [36], in
which the minimax approach applied to minimize the maximum cost resulting from the
worst possible demand distribution. This approach can derive a simple closed-form
expression for the ordering quantity that maximizes expected profit. Moon and Choi [27]
studied a distribution-free newsboy problem with balking, in which customers are allowed



to balk when inventory level is low. Ouyang and Wu [31] presented an inventory model
with mixture of backorders and lost sales, which relaxes the assumption about the normal
distribution of lead-time demand. Ouyang and Chang [30] modified the continuous review
inventory models involving variable lead time with a mixture of backorders and lost sales.
They utilized the minimax distribution-free procedure for finding the optimal inventory
strategy in the fuzzy sense where information about the lead time demand distribution is
partial. Alfares and Elmorra [2] extended the analysis of the distribution-free newsboy
problem to the case when shortage cost is taken into consideration. Mostard et al. [28]
derived a smple closed-form formula to determine the order quantity for the
distribution-free newsboy inventory problem with returns. It was shown in Mostard et al.
[28] that the distribution-free order rule performs well when the coefficient of variation
(cv) isat most 0.5, but isfar from optima when the cvislarge. Liao et al. [24] considered
a linear penalty cost for lost sales in the model under customer baking, which occurs
when the available inventory reaches a threshold level. Lee and Hsu [23] developed for
the decision-maker in a distribution-free newsboy problem to determine the expenditure
on advertising and the order quantity. Recently, ‘Kevork [15] developed appropriate
estimators for the optimal ordering gquantity:and .the maximum expected profit when
demand is normally distributed.: From the work of ‘Kevork [15] who investigated the
statistical properties for both small and-large-samples analytically and through Monte
Carlo simulation.

All the above research works have been done under a random environment with
stochastic demand based on probability theory. In reality, most of the evaluations are
imprecise, fuzzy and cannot be quantified. The fuzzy set theory, introduced by Zadeh [43]
is the best form that adapts al the uncertainty set to the model. When subjective
evaluations are considered, the possibility theory takes the place of the probability theory
(Zadeh [44]). The fuzzy set theory can represent linguistic data which cannot be easily
modeled by other methods (Dubois and Prade [6]). In present, several researchers
extended newsboy problem into fuzzy environment by using fuzzy set theory. Petrovi ¢ et
al. [34] presented two models, (1) the newsboy problem with discrete fuzzy demand, and
(2) the newsboy problem with imprecise costs. Li et al. [26] also proposed two models,
but in the first model the demand was probabilistic and costs were fuzzy and in the other
the costs were deterministic and the demand was fuzzy. They used fuzzy ordering of
fuzzy numbers to obtain the optimal order quantity. Ishill and Konno [11] assumed that
the demand is stochastic and fuzziness is restricted to shortage cost which is given by an



L-shape fuzzy number. Kao and Hsu [13] supposed that the demand was also described
by a fuzzy number. Shao and Ji [37] proposed three types of models (EVM model, DCP
model and CCP model) for multi-product newsboy problem under budget constraint in an
imprecise environment, and solved by using credibility measure. Zhen and Xiaoyu [45]
considered the multi-product newsboy problem with fuzzy demands under budget
constraint. Panda et al. [32] extended the single period inventory problem in a
multi-product manufacturing system under chance and imprecise constraints. Wee et al.
[42] constructed a multi-objective joint replenishment deteriorating items inventory model,
where the demand and shortage cost were assumed to be fuzzy variables. Dutta et al. [8]
dealt with a single-period inventory model with a reordering strategy and fuzzy demand.
The optimal policy is obtained via profit maximization. In present, Dutta and Chakraborty
[7] presented a fuzzy single-period inventory model for two-item with one-way
substitution policy where the opportunity for the product substitution was taken into
consideration.

1.2 Motivation

The objective of traditional inventory management is to maintain optimum levels of
inventory consistent with customer demandsand plant capacity. Stated simply, traditional
inventory management encompasses the principles, concepts and techniques for deciding:
(1) what to order; (2) how much to order; (3)-when to order; (4) where to store it; (5)
when it is needed (Fogarty et al. [9]). Nowadays, the inventory management causes more
problems due to science and technology changing with each new day. For example, the
old product whether is unworthy of being ordered due to the spatial constraint in the
warehouse as the new product is introduced. Furthermore, if more than two old products
are considered to compare each other, which one should be substituted by new product?
For the other case, if the capital investment in profitability improvement is implemented,
one should focus on the product which has lower profitability due to the budgetary
congtraint. Therefore, in order to hold the competitive advantage, the inventory
management ought to consider as more parameters as above five parameters.

1.3 Problem Satement

In this dissertation, we investigate two practical problems frequently occurred in the
inventory systems, product evaluation problem and product selection problem.



Product evaluation problem

In the present market, the new products are unceasingly introduced. Although the
new products are not immediately accepted by the customers, it means that a new trend is
going to be popularly adopted in the market. If the managers are unable to accept the new
product timely, the business may lose the competition. Therefore, the inventory manager
should observe the requirement of customers, and order the new product at the right
moment. In fact, when the new product is ordered, the old product may be curtailed due to
the gpatial congtraint in the warehouse. Even, the old product may be substituted
completely by a new product if the capacity of the old product is not good enough. In
order to judge whether the old product is unworthy of being ordered in a competitive
market, we conducted a product evaluation which examined whether the profitability
meets a designated requirement. Consequently, the inventory management should add to
determine the sixth parameter: (6) whether to order.

Product selection problem

If more than two old products are considered. to compare each other, which one
should be substituted by new product when the new product is introduced? To reflect this
phenomenon, it is necessary to-consider the product selection problem which deals with
comparing al old products and selecting the one that has a significantly lower capacity.
Consequently, the inventory management should add to determine the seventh parameter:
(7) which to eliminate (or substitute). Note that the demands of products are usually
irrelevant each other due to the preference and identity. Therefore, the demands are
independent random variables. However, few of products have certain relation. For
example, two different brands of apples can be substituted each other, the milk essence is
an accessory to coffee. In these cases, the random demands are dependent, and the joint
probability density function of demands must be used. In order to initially construct the
product selection problem, we preliminary make the ssmplifying assumption that the
product demands are independent, then the dependent case will be further studied in the
future research based on the assumptions and formulations of this study.

Before exploring above two problems, one should select an appropriate criterion
for measuring a product’s capacity. To the best of our knowledge, criteria such as
profitability, quality, reputation, fashion, and performance can express a product’s
capacity, especialy, the profitability is a common criterion. For example, Trubint et al.



[41] adopted profitability, quality of service and urban construction as the criteria for
finding optimal retail outlet locations. Steers [40] measured organizational
effectiveness with profitability and market share. With regards to profitability
evauation, Pekka and Jukka [33] investigated profitability evaluation for intelligent
transport system (ITS) investments, and Chen and Zhu [5] applied a projection pursuit
model to evaluate the profitability of enterprise.

In this thesis, we consider the newsboy-type product and focus on the normal
demand distribution, N(u, o). Note that the normal is a procedure well-established in
mathematical statistics. In addition, we set the profitability is to be a criterion for
measuring product capacity, and define the profitability as the probability of achieving
the target profit under optimal ordering condition. In order to make the problems more
relevant and applicable in practice, we assumed that the demand mean u and
demand standard deviation o are unknown. Under the above assumptions, we ought
to collect past demand data and implement;statistical estimation for investigating product
eval uation problem and product seléction problem.

1.4 Research approach

Since the form of the profitability ought to-be'complex, it is hard to effectively find the
statistical estimation of profitability when u and .o are not given. This motivated us to
develop a simple index combined with ‘product’s profitability. A new index is called
“Achievable Capacity Index” and denoted as | 5. To the best of our knowledge, the index
depends on p and o if the selling price and the related costs are given. We collect past
demand data, and develop an unbiased and effective estimator of |, to estimate actua | .
For the demand data, the demand is the sum of the sales volume and the unsatisfied demand.
It seems as if the unsatisfied demand is unable to observed or record. Practically, in order to
understand the actual demand for controlling inventory and diminishing the lost sale
opportunity cost, the retailers not only care about the sales volume but aso try to record
unsatisfied demand. Some products would appear to fit these conditions such as high-profit
products and new products. Another kind of possibility is that the product is purchased by
using the order. At thistime, the order can be referred to demand. If the unsatisfied demand is
unable to be observed or recorded, the historical sales data does not truly represent the
demand and are termed censored demand data. Agrawa and Smith [1] mentioned that the
negative binomial is an appropriate demand distribution for retail inventory management
applications, and developed a parameter estimation methodology that compensates for the



effects of unobservable lost sales.

By using the proposed index |, , we adopt the statistical hypothesis testing
methodology to examine these two problems. For the product evaluation problem, we
implement the following hypothesis testing,

Ho:1o<C versus H;:l1,>C,

where C isadesignated requirement of | ,. Given alevel of Typel error a (i.e., the
chance of incorrectly judging |, <C as |, >C), the decision rule is to reject H if
the testing statistic is large than the critical value. Note that the p-value can be also
adopted for making decisions in this testing, which presents the actual risk of migudging
I,<C a I,>C.If p-value<q,thenull hypothesisisrejected.

For the product selection problem, we note the indices |, and 1,, to present the
profitability of Products | and Il, respectively. The following hypothesis testing for
comparingtwo |, valuesis

Ho:lpp=lag <hpversus Hytl =1 >h

where h>0 is a designated ‘outperformance. .Note. that if h=0, the test is only to
determine whether the Product Hl has a significantly better-profitability than the Product I .
Given alevel of Typel error o(i.e., thechanceof incorrectly judging |, — 1 <h as
| oo — 1 o0 > ), the decision ruleisito. reject H,, if the testing statistic is large than the
critical value. Note that the p-value can be a'so adopted for making decisions in this
testing, which presents the actual risk of migudging 1, =1 <h as [ =154 >h.If
p-vaue<qa, the null hypothesisis rejected.

If the selling price and related cost are different between two products, the above
hypothesis testing should be modified, i.e.,

.1C .]C

where 6 >0 is a designated outperformance and Iiz is the correction of |,,. Note
that if 6 =0, thetest isonly to determine whether the Product 11 has a significantly better
profitability than the Product I. Given a level of Type | error a (i.e., the chance of
incorrectly judging 1° —1, <8 as 17 —1, >3), thedecisonruleistorgect H, if
the testing statistic is large than the critical value. Note that the p-value can be also
adopted for making decisions in this testing, which presents the actual risk of migudging
Iiz —ly <8 as Iiz —l>38.1f p-value<a, thenull hypothesisis rejected.



1.5 Thesisorganization

The main purpose of this dissertation is to develop a new index |,, which can
accurately and simply measure the profitability of newsboy-type product with
normally distributed demand. By using this index, we then study two common
problems in the inventory management, product evaluation problem and product
selection problem. This dissertation is organized by five chapters as follows:

Chapter 1 is an introduction, which shows the background of the newsboy problem
and the assumption of the uncertain demand, research motivation and problem statement.

In Chapter 2, we investigate the product evaluation problem. Statistical hypothesis
testing methodology is utilized to tackle this product evaluation problem. The critical
value of the test is calculated to determine the evaluation results. The sample size required
for the designated power and confidence level is also investigated. An application
example for a fresh food product isprovided-ta.illustrate the utilization of the proposed
approach.

The majority of the results related to the distributional properties of the estimators
were obtained based on the assumption of having a single sample. However, from a
practical perspective, several stores have observed a weekly-based (or daily-based)
demand records for monitoring profitable-status such as fast food restaurants, dairy
industries, chemical industries, and so on. Therefore, in these particular environments, the
demand data is collected from multiple samples rather than single sample. In Chapter 3,
we implement the statistical hypothesis testing methodology based on multiple samples.
Critical values of the test based on multiple samples are calculated to determine the
evaluation results. Furthermore, for practitioners’ convenience, we provide a simple
procedure to use in making decision on whether the profitability meets designated
requirement. A real case on the sales of donutsis presented to illustrate the applicability of
our approach

In Chapter 4, we study the product selection problem. Statistical hypothesis testing
methodology is performed to tackle this selection problem. Critical value of the test is
calculated to determine the selection decision. Sample size required for a designated
power and confidence level is also investigated. An application example on comparing
English-teaching magazines is presented to illustrate the practicality of our approach.



Chapter 5 presents some conclusions based on results of the investigation, and
recommendations for the future investigations.




Chapter 2

Profitability Evaluation for Newsboy-Type Product with
Normally Distributed Demand

In this chapter, we consider the newsboy-type product with normally distributed
demand, N(u, o), and define the product’s profitability as the probability of achieving
the target profit under optimal ordering condition. In order to determine whether the
product is unworthy of being ordered in a competitive market, we conduct a product
evaluation which examine whether the profitability meets a designated requirement. Since
the parameters ¢ and o are aways unknown, we introduce a new index “Achievable
Capacity Index”, |, which has a smple form expression of the product’s profitability.
An unbiased and effective estimator of |, isalso derived. By using thisindex, we utilize
a statistical hypothesis testing methodol ogy: to tackle the product evaluation problem. The
critical value of the test is calculated to determine the evaluation results. The sample size
required for the designated power -and .confidence dlevel is also investigated. An
application example for a fresh-food product isprovided to illustrate the utilization of the
proposed approach.

This chapter is organized ‘asi follows: In-the Section 2.1, the notations and
assumptions related to this thesis are presented. Section 2.2 examines the profitability
measurement. In this section, by using the relationship between demand properties (i
and o) and target demand, we attempt to develop the achievable capacity index, |, .
Then, we explore the relationship between the profitability and the value of |,. In the
Section 2.3, we find an unbiased and effective estimator of |, to estimatetheactual |,,
and then implement the product evaluation. The critical value and sample size required
are calculated. In the last section, an application example is presented.

2.1 Notations and assumptions

We consider the newsboy-type product with normally distributed demand. The
surplus stock and unsatisfied demand must pay the disposal cost and opportunity cost,
respectively. In addition, we define the profitability as the probability of achieving the
target profit under the optimal ordering condition, in which the target profit is
predetermined according to the product property and the sales experience. For
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convenience, the notations used in this thesis are as below:

p selling price per unit.

c purchasi ng/manufacturing cost per unit.
C net profit per unit (i.e, c,=p-c).

C, disposal cost for a surplus product.

o excess cost per unit (i.e.,, ¢,=cC,+C).

C, shortage cost per unit (i.e., the lost sale opportunity cost).
k target profit.

T target demand.

Q ordering quantity.

D demand during a period, which is arandom variable.

f() probability density functionof D.

Z profit during a period.

AC  profitability of the newsboy-type product.

The following assumptions are used throughout this thesis:
A 1 Consider the newsboy-type product with nermally distributed demand, N(u, o).
A 2 Thesdling price and relaied costs are given and constant.

A 3 To make the problem more relevant, the parameters ¢ and o are unknown, but
satisfied that cv=oc/uw<0Q.3 for neglecting the negative tail, i.e,
f(D<0)=®(—ul/o)=>o(-1/ev)<D(=1/0.3) 0.

A 4 The target demand is the minimal demand required for satisfying the target profit,
i.e, T=k/(p-c)=k/c,.

A5 In order to possibly achieve the target profit, the ordering quantity must be greater
than or equal to target demand, i.e, Q=T .

2.2 Profitability measurement

2.2.1 Achievable capacity index I,

If the related parameters (p,c,c,,C,, and T) are given, the optimal ordering
quantity and the level of profitability depend on the demand mean E(D) and the
demand standard deviation \/m . Therefore, we develop a new index, which is a
function of E(D) and \/\?(D) to express the product’s profitability, and so-called
“Achievable Capacity Index (ACI)”. Under the assumption that the demand is normally

11



distributed, the achievable capacity index which we denoteas |, isdefined:
; _ED)-T _p-T

4 JVar(D) o

The numerator of 1, provides the difference between demand mean and target demand.

The denominator gives demand standard deviation. Obvioudly, it is desirable to have an
1, aslargeaspossible.

2.2.2 Interrelationship between profitability and 7,

Based on the literature Sankarasubramanian and Kumaraswamy [35], the profit Z
depends on the demand D and the ordering quantity Q, which are formulated as
follows:

B pD—cd(Q—D)—cQz(cp+c€)D—ceQ, 0<D<Q
a pQ—CS(D—Q)—CQ=—CSD+(Cp+CS)Q, D>Q

Note that if the surplus products'can be salvaged,.the value of ¢, is negative and
redefine into salvage price. For-any ©=>T Z Isstrictly increasing in D <[0,Q] and
strictly decreasing in D €[Q, %), ‘@and has a maximum at point D=Q . The maximum
value of Z is equa and higher than & .i1.e., Z=pD=cQ=c,D=c,Q2c,T=Fk. The
target profit will be reaized when. D_.is equalto either LAL(Q) or UAL(Q), so the
target profit will be achieved in D e[ LAL(Q), UAL(Q)] , where

c,Q+k and UAL(Q):(C”JrCS)Q_k
c, +c

? e Cs

LAL(Q)=

are the lower and upper achievable limits, respectively, and both are the functions of Q.
Under the assumption that the demand is normally distributed, the probability of
achieving the target profitis:

Pr(zz/e)=@(UAL(Q)_“j—q{LAL(Q)_“j, (2.2)

o o

where ®(-) isthe cumulative distribution function of the standard normal distribution.

Before calculating the profitability, we first find the optimal ordering quantity that
maximizes Pr(Z > k). Wetakethefirst-order of Pr(Z>#k) withrespectto Q,i.e,

dPr(Z=k) 1 |c,+c —%[
= e
dQ 27| e ¢, +ec,

UAL(Q)—/JJZ 1 [LAL@—;:T

o Ce 62 o
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It is well known that the necessary condition for Q to be optima must satisfy the
equation dPr(Z>k)/dQ =0, whichimplies

1= VALQ)+ LAL(Q) _ wo?

: (2.2)
2 UAL(Q) — LAL(Q)

where w=In[l+c,4/cc,] and A=c,+c,+c;. For Q=T , we solve Eq. (2), then

obtain the unique optimal ordering quantity

>T. (2.3)

2
. =T+C5(CP+C€)(CP“_I€)+ cs(cp +ce)(cpy—k) +20S2(cp +ce)2a)62
c,(c,A+2c,c) c,(c,A+2c,c) c,A(c,A+2c,c)

In addition, the sufficient condition is also calcul ated as follows:

(c,+c,) exp[_ 1 (UAL(Q*) - y]]

d&*Pr(Z=k)
00" N2roicl(c, +c,) 2 c

do?

{[UAL(Q*) <LAL(Q") |(c, A426.c) ¢, doc’ }
x + - —<0.
2 UAL(Q") - LAL(Q")

We can conclude that the stationary point- Q" is a global maximum. By using Eq. (2.2)
and substituting Eq. (2.3) into Eq./(2.1), the profitability, ~ 4C , is obtained as follows:

AC:@(G+£)—¢(—G+£), (2.4)
26 2G
where
* * 2
G=YALQ )Z‘LAL(Q )=M(”_TJ+\/M2(ﬂ) Mo =M, +|M* %+ Mo >0,
(e} (o2 (o2
and
cpA

M=——"——>0
2(c,A+2c,c)

It is easy to see that AC is a function of I,. Taking the first-order derivative of
AC(I,) withrespectto I,,weobtain

2
ddC(l,) = MG [e“’ +1+L(e“’ —1)}_2(&”) >0.
A, \2r(MI% + Mo) 2G°
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Asaresult, AC(I,) isadtrictly increasing function of I ,. Therefore, we can express
the product’s profitability according to the value of 7,, andthevalueof 7, isaslarge
as possible. Based on the parameters p=20, ¢=10, ¢, =-5, and ¢, =3, Figure 2.1
plots the profitability versus various values of 7, for the effects of changes in the
parameters p, ¢, ¢;, and ¢,. From Figure 2.1, the following observations can be
made:

(1) Withincreasein thevalueof I,, the product’s profitability increases. Obviously, it is
desirableto havea I, aslargeaspossible.

(2) When the value of parameter p increases, the product’s profitability increases. It
implies that if the customers can satisfy the price changes, the product’s profitability is

going to be increased when the selling price increases.

(3) The product’s profitability decreases as ¢, ¢;, and ¢, increase. If the purchasing
(or manufacturing) cost per unit, disposal-cost:for a surplus product and shortage cost
per unit could be reduced effectively, the product’s profitability could be improved.

2.3 Estimation of 7, basedon single sample

The historical data of the demand ought to be collected based on single simple in
order to estimate the actual 7, dueto-unknown- g ‘and o . First, the natural estimator
I, is considered. If a sample of size n'is given as {x,, x,...x, } , the natural estimator
x;/n and

n
=171

I, is obtained by replacing the u and o by their estimators E:Z
s=[Y =% /(n-D]% e,

Furthermore, the natural estimator 7, can be written as

AT PR, s
j=X=r_ L, o/n \o/Nn) 1 Zinly 1, @) (@5
A s \/; (n—1)52 \/; ;(2(;1—1) \/; tn—l() ( )
5 /(7’1—1) ﬁ
o —

Therefore, the estimator [, is distributed as »7'/?:,_(9) , where ¢, ,(0) is a
non-central ¢+ random variable with »—1 degree of freedom and the non-centrality
parameter 6 =~/nI ,. Because of
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n— 15 -2

. [T] 2
E(IA)_ n_ XIAilA’
F[T]

the estimator [, is biased. To tackle this problem, we add the correction factor
b=[2/(n-1)]"?T[(n-1)/2]/T[(n-2)/2] to I,. Then we obtain unbiased estimator
bi, whichwedenoteas I,.Since b<1(n>2), Var(I,)<Var(I,). Theestimator I,
is based only on the complete and sufficient statistics (x,s*), consequently 7, is the
uniformly minimum variance unbiased estimator (UMVUE) of 1,.

We first define R=1,=b6(x-T)/s=Y/V ,where Y=bKx-T)/c and V =~s*/c*.
Since D~N(u, %), we have Y ~N(b(u—-T)/o,b*/n). In addition, it is well known
that the random variable (n—1)s*>/c? follows the chi-squared distribution with 7—1
degree of freedom, we then have V2 =s? / 62 ~ Gamma((n-1),2/ (n-1)) . By using the
technique of change-of-variable, the probahility density of 77 isderived asfollows:

n=2 '
fr(v)= 2y = exp{—n 11/2}, v>0.
r(n—lj( 2 j 2
2 n=1
Because Y and ¥V are independent <continuous random variables, the probability
density function of R can be obtained by the Jacobian approach, i.e.,

fo () =] Fr 0 fr @) dv
0

ﬂ;l

m(n 1) ) )
bx/_F[(n 1)/2] Ivn 1 p{_[%JF(”l)Vzﬂdv, —0<r <o,
0

Figure 2.2 plots the probability density functionof R, 7, =1.0,15,2.0,25 and n =
30, 50, 100, 150, 200 (from bottom to top in plots). From Figure 2.2, we can see

significantly that
(1) Thelarger thevalueof 1,,thelarger thevarianceof R=1,.

(2) The distribution of R is unimoda and is rather symmetric to 7, even for small
sample sizes.

(3) Thelarger the sample sizes n, the smaller the variance of R.
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2.4 Hypothesistestingwith I, and evaluation results

To judge whether the profitability meets the designated requirement, we ought to
consider the hypothesis testing:

H,:AC<Cversus H: AC>C,

where C is the designated requirement. However, the dtatistica property of the
estimator of AC is difficult to describe. Even, it is impossible to define the unbiased
estimator of AC . From the last subsection, we have proven that 7, can express the
profitability. Therefore, we consider the following hypothesis testing:

Hy:I,<CversusH,:1,>C,

where C is the designated requirement of 7,. Based on the probability density function
of R and a given level of Type | error a (i.e, the chance of incorrectly judging
1,<C as I,>C); the decision rule-isto reject .H, if the testing statistic R >¢,
where ¢, isthecritical value that satisfies

Pr{RZcO|IA=C,n}=a.

Table 1 shows the critical valuesfor I, <= 1.0(0.2)3.0, n-= 30(10)200 and o« =0.05.

2.5 Required samplesize

In the previous subsection, the procedure is to test whether the profitability meets the
designated requirement for given « risk (Typel error). But, the g risk (Type Il error:
the probability of incorrectly judging H, as H,) is not taken into account. Once the
sample size and the o risk are defined, the power of test, 1-, can be calculated. The
power of thetest for C = 1.0, 2.0 versus various valuesof 7,, n= 30, 50, 100, 150, 200,
and « = 0.05 is showed in Figure. 2.3. It is seen that the larger the sample size, the
larger the power of test, and consequently, the smaller the S risk. The required sample
size for designated « and B risks can be calculated by recursive search method with
the following two probability equations:

Pr{R>c¢y|Hy:1,<C,n}<a and Pr{R>cy|H,:1,>C,n}>1-p.

In Table 2.2, we tabulate the sample sizes required for o = 0.05, designated power =
0.90, 0.95, 0.975, 0.99, designated requirement C = 1.0, 1.2, 1.4, 1.6, and difference of
expected 7, and designated requirement 7, —C =0.3(0.1)1.0.
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2.6 Profitability evaluation for a fresh food

We consider a fresh food industry in Hsinchu, Taiwan, in which provides more than
twenty different kinds of lunch boxes, breads, sandwiches for shopping malls and
convenience stores. These fresh food products are prepared each day and have relatively
short shelf-life (about one or two days). The overdue products can not be sold and need
additiona cost to dispose them. If the manufacturing quantity can not satisfy the order
from the malls and stores, then the supplier must pay the lost sale opportunity cost.
Therefore, these fresh food products exactly belong to the newsboy-type products.

Now, a new lunch box is recommended, the manufacturing quantity of the existing
lunch box which has the lowest profitability should be curtailed due to the capacity
constraints (manpower or machines). Note that in order to maintain fresh, the lunch boxes
are prepared in the morning and the life cycle is only 12 hours. However, the supplier
would like to know whether the profitability .of the existing lunch box is higher than some
level. If the existing lunch box is.ineapable, it must be replaced with the new one. The
selling price of the existing lunch box-is $20 per unit, the manufacturing cost is $10 per
unit, and the target profit is $200, 000. In addition; the'lost sale opportunity cost is $3 per
unit. The surplus (overdue) lunch boxes‘can be.manufactured into fertilizers, then the
salvage price is $5 per unit. Table 2.3 displays-the’demand units in thousand for the
existing lunch box with sample size n=-100. Due'to the company’s propertied restriction,
the prices, costs, and sample data were modified. We first use the Kolmogorov-Smirnov
test for the sample data from Table 2.3 to confirm if the datais normally distributed. A test
result in p-value > 0.05, which means that data is normally distributed. Histogram of the
datais shown in Figure 2.4. If the designated requirement of the 7, valueisC =12, we
implement the hypothesis testing: H,:71,<1.2 versus H,:1,>12. For the data
displayed in Table 2.3, we calculate the sample mean, sample standard deviation, and
sample estimator, and obtain that ¥ =23.593, s = 1.882 and R = 1.894. Based on the
Table 2.1, the critical valueis1.427asC=12,n=100and « =0.05. Since R=1.894 >
1.427 = ¢,, weconcludethat 7, ismore than 1.2 with 95% confidence level. Therefore,
the supplier only curtails output of the the existing lunch box. Furthermore, we calculate
the critical value for C = 1.4, 1.5, 1.6, 1.61, 1.62, 1.63 with n = 100. The decision of the
hypotheses are shown in Table 2.4. Based on the testing results, we can conclude that the
profitability of the existing lunch box is higher than 1.62 with 95% confidence level.
Assume that the expected 7, is1.6. We use a hypothesistesting with a designated power
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of 0.95, the sample size required to sample is 135 as in Table 2.2. In this example, the
sample size is less than 135, the power for testing H,:1,<1.2 versus H,:1,>1.2
would be less than 0.95. In fact, the power of test for the expected 7, = 1.6 is 0.8766,
that isthe B risk isup to 0.0734. In order to reduce the g risk, we would suggest the
supplier to sample for a designated power with as large sample sizeasin Table 2.2.

Profitability with ¢,=-3, ¢, =3, c=10 Profitability with e, =-3, ¢ =3, p=21)
= | ———
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Figure 2.1. Profitability versusvarious valuesof 7, fortheeffectsof changes p, ¢, ¢;, c;.
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Table 2.1 Critical valuesfor rejecting 7, <€ with n = 30(10)200 and « = 0.05.
n c
1.0 12 14 1.6 18 2.0 2.2 24 2.6 2.8 3.0

30 1402 1635 1.871 2108 (2:348 2589 2830 3073 3317 3.562 3.806
40 1343 1571 1.801 2.032. 2265 2500 2735 2971 3208 3.445 3.683
50 1304 1528 1.754 1.982" 1221124412672 2904 3.136 3.369 3.602
60 1276 1497 1.721 1946 2172 2399 2627 2855 3.085 3.314 3.544
70 1254 1474 1.695 1918 2142 2367 2592 2819 3.045 3.272 3.500
80 1237 1455 1.675 1896 2118 2341 2565 2789 3.014 3.239 3.465
90 1223 1440 1.658 1878 2.099 2320 2542 2765 2989 3.212 3.436
100 1211 1427 1644 1863 2082 2303 2524 2745 2967 3.189 3412
110 1200 1416 1.632 1850 2.068 2288 2508 2728 2949 3.170 3.392
120 1191 1406 1.622 1839 2056 2275 2494 2713 2933 3.153 3.374
130 1184 1.397 1.613 1829 2.046 2263 2481 2700 2919 3.139 3.358
140 1177 1390 1.604 1820 2.036 2253 2471 2689 2907 3.125 3.344
150 1170 1.383 1597 1812 2.028 2244 2461 2678 2896 3.114 3.332
160 1165 1.377 1591 1805 2.020 2236 2452 2669 2886 3.103 3.321
170 1160 1.372 1585 1799 2.013 2229 2444 2660 2877 3.094 3311
180 1155 1.367 1579 1793 2.007 2222 2437 2653 2869 3.085 3.301
190 1151 1362 1574 1787 2.001 2216 2430 2646 2861 3.077 3.293
200 1147 1358 1570 1782 1996 2210 2424 2639 2854 3.070 3.285
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Table 2.2 Sample size required for testing H,:1,<C versus H,:1,>C.

C 1, Power C 1, Power
090 095 0975 0.99 090 095 0975 0.99
10 13 161 201 239 288 12 15 185 231 275 331
14 94 117 139 167 1.6 109 135 160 192
15 63 78 91 110 1.7 73 90 106 127
16 46 56 67 79 1.8 53 65 77 a1
1.7 35 43 51 60 1.9 41 50 58 69
1.8 28 35 40 48 2 33 40 46 55
19 24 28 33 39 21 27 33 38 45
2 20 24 28 33 22 23 28 32 38
14 17 213 266 316 381 16 19 245 306 364 438
18 125 155 184 221 2 143 178 212 254
19 83 103 122 146 21 96 119 140 168
2 61 75 88 105 22 69 86 100 121
21 46 57 67 80 23 53 65 77 92
22 37 45 53 63 2.4 42 52 61 72
23 31 37 44 52 25 35 43 50 59
24 26 32 37 43 2.6 30 36 42 49

Table 2.3 Sampledata with 100 observations.

demand units in thousand /day

2656 2551 2200 2260, 2320 -2337 /2544 2464 2316 2270
2237 2087 2220 24142534 2426 2324 2190 2267 2283
2302 2550 2546 2660 2266 21.24 2142 2195 2162 2757
2411 2689 2464 2410 2203 2459 2536 1940 20.70 25.93
2372 2333 2522 2331 2319 2486 2496 2389 2449 19.60
2081 2478 2112 2114 2396 2429 26.07 2257 2485 23.65
2260 2494 25772 2427 2540 2084 23.05 2045 2324 20.56
2424 2536 2209 2343 2636 2738 2056 2352 2495 2151
2220 2531 2383 2423 2431 2597 2203 2613 1899 2151
2217 2044 2518 2550 23.82 2350 2454 2545 2591 2420

Table 2.4 Critical values and decisions of testing the existing lunch box.

C 1.40 1.50 1.60 161 1.62 1.63
o 1.644 1.753 1.863 1.874 1.885 1.896 >R
Decison Reect H, Reect H, Reect H, Reect H, Reect H, Accept H,
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Chapter 3

Assessing Profitability of a Newsboy-type Product with
Normally Distributed Demand Based on Multiple Samples

Practically, the market information regarding demand is obtained from multiple
samples rather than single sample. In this chapter, we estimate and test 7, based on
multiple samples. A hypothesis testing based on multiple samples for product evaluation
is presented. Critical values of the test are calculated to determine the evaluation results.
Finally, area case on the sales of donuts is presented to illustrate the applicability of our
approach.

The rest of this chapter is organized as follows. In the Section 3.1, we derive an
unbiased estimator I, to estimate actua I, based on multiple samples. The
distribution of 7, is also given. Jn'the Section 3.2, the critical value of the test is
calculated to determine the eval uation-results. Section 3.3 presents an example for donuts
to illustrate the practicality of-the-approach to”data. collected from a donut store for
profitability evaluation.

3.1 Estimation of 7, basedon multiplesamples

The historical data of the demand ought to be collected in order to estimate the actual
I, duetounknown p and o . For multiple sasmples of m groups each of size » is
given as {xil,;c,-z,...,xm} , Where i=12,..m , let X =Zj:1xl»j/n and
sszjzl(xij—J_ci) /(n—1) be the ith sample mean and sample standard deviation,
respectively. We first consider the natural estimator 7, which is obtained by replacing
the u and o by their unbiased estimators X =) " x,/m and s,=[> " s*/m]"?
i.e,

Furthermore, the natural estimator 7, can be written as

Ll

J u-T

= +

j _x—T_ 1 Xo‘/«/mn o/~mn _ 1 Z+'\/W17’lIA_ 1
4=

= = X = X ZA
s Nmno [m(n— Ds,? /o Nmn | w mn | W ’
m(n—1) m(n-1) m(n—1)
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where Z, =Z+mnl, ~NNmnl, 1), Z~N(O,1), W=mmn-1s,"/0~ x>0 -
Since zZ, and W are independent, the estimator I, is distributed as
(mn)"*t,,,1,(0) , Where ¢, ,,(0) is a non-central ¢ distribution with m(n—1)
degree of freedom and the non-centrality parameter 6 = (mn)'/*1 . Since

m(n—1)/21"*T[(m(n-1)-1)/2]

S |
El)= [m(n-1)/2]

XIA;tIA,

the natural estimator 7, is biased. To tackle this problem, we add a correction factor as
follows

12/ m(n—-D]"*Tm(n-1) /2]
(m(n-1)-1)/ 2] '

Then we can obtain unbiased estimator 4 ,, which is denoted by I,. Since I, is
based solely on the complete and sufficient statistics (%, spz), it leads to the conclusion
that the estimator 7, is the uniformly minimum variance unbiased estimator (UMVUE)
of I, based on multiple sampless We- first' define sz(a?—T)/ssz/V, where
Y=b(x-T)/c and V=s,/c st is easy to see that if the demand is normally
distributed, we have Y ~N(b(u—T)Za,6° Lmu)s» Snce m(n—1)s,> /o follows the
chi-squared distribution with: m(rz—1) degree; of freedom, we then have
V2 ~Gamma[m(n-1)/ 2,2 / m(zi~1)]+:By-using-the technique of change-of-variable, the
probability density function of 7" isderived asfollows:

m(n—1)-1 _
£ (0= 2v 5 exp{_Mvz} .

r(m(n—l)) 2 2 2
2 m(n—1)

Because Y and V' are independent continuous random variables, the probability

density function of R can be obtained by the Jacobian approach, i.e.,

m(n-1)
M{m(ﬂ —l)j 2 } )
Sr(r)= nzq(n—l) Ivm(”_l) exp{%[%ﬂfn(nl)v2 ]}dv,oo<r<oo.
b\/;F( 5 j 0

Figure 3.1 plots the probability density functionof R, 7,=1.0,1.5,2.0, »=3,4,5, and
m =10, 25,40 (from bottom to top in plots). From Figure. 3.1, we can see that (1) for
fixed sample sizes m and n, the variance of 7,=R increases as I, increases; (2)
for afixed » and I,,thevarianceof 7,=R decreasesas m increases; and (3) for a
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fixed m and I,,thevarianceof 7, =R decreasesas n increases.
Discussion

For the case with unequal sample sizes, the natural estimator of 7, can
straightforwardly be expressed as:

where ¥'=%"" n%,/N is the grand mean of the overall sample, N=)" » is the
number of observation in the total sample, and s,>=>"" (n,—1)s” /(N —m) is the
pooled sample variance. The estimator I', can be rewritten as

?'—y

':i,_T: 1 XU/\/W U/\/_ Z+\/_IA 1
Sp JN \/(N—m)s;gz/a \/_ I /
N-m

where Z) =Z +yNI, ~ NNNIy D) W@ = m)s,’ /o” ~ x*y_,, . Since Z) and
W' are independent, the estimator 1, ~is distributed as (N)'/%t,_,.(0") , where
ty_,(0") is a non-central r.distribution”with N—m. degree of freedom and the

non-centrality parameter 6’ = (V)Y % I; .« Similarly,’'we aso obtain the unbiased estimator
I',=b1,, where b'=[2/N-m]"2FIN -m/2]/T[=m-1)/2] is the correction factor
of I',.

3.2 Testing 7, based on multiple samples

In order to judge whether the product’s profitability meets the designated
requirement, the achievable capacity index I, is adopted to be a criterion. We consider
the following hypothesis testing:

Hy:1,<C versus H,:1,>C,

where C is the designated requirement of 7,. The critical value is used for making
decision in profitability performance testing with designated Type | error o (i.e., the
chance of incorrectly judging 71,<C as I,>C). Since I, is distributed as
b(mn)"*t,,,1,(0) , the critical value, ¢y, isdetermined by:

- bt 0
a=Pr{l >c|l,=C}= Pr{% > ol = c} - Pr{tm(n_l)(e) > ﬂ’lbmo 1, - c}.

24



Thus, we have

¢ = i ) ,

Jmn
where ¢y =t,,,.1) ,(0) is the upper a quantile of a non-central ¢ distribution with
m(n—1) degrees of freedom satisfying Prit,,, 1)(0) > .1y, ,(0)} = . If the observed
value of the statistic 7, =w is higher than the critical value, the null hypothesis is
rejected. We then conclude that the profitability is better than designated requirement with
(1-a)x100% confidence level. Note that the p-value can be also adopted for making
decisionsin this testing, which presents the actual risk of migudging 7,<C as I,>C,
i.e,

p—value=Pr{T, >w|I, =C}

bt . 1(0) w~\ mn
=Pr{—0D 7 > T, = QUL PE ¢ 0)>—""|1,=C
r{ W W| A I m(n—l)( ) b | A

If p-value<a , the null hypothesis is rejected. \We conclude that the profitability is better
than designated requirement with the actual type | error -p -value (rather than « ). Table
3.1 displays the critical values for «=0.050.0250.01 based on multiple samples
n=3(1)5, m=10(2)40, and 7, =1.0(0.2)2.0. Next; we aso calculatethe g risk. Once
the sample size and the « risk are defined, the power function, Power(I,), may be
expressed by:

Power([A)zPr{fA >coll4 >C}

bt , (9) caNmn
=Pr{ DX > 0|1, >C L =Prit 9) >0 I,>C".
{ S CO| A } {m(n—l)( ) b | 4

The power of the test for ¢=1.0,1.4,1.8 versus various values of I,, n=3,4,5,
m=10(10)40, and o =0.05 isshowed in Figure. 3.2. It is seen that the larger the sample
size, the larger the power of test, and consequently, the smaller the g risk.

Profitability evaluation procedure

In the following, we develop a simple step-by-step procedure for the practitioners to
use for judging whether the profitability meets the designated requirement.
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Step 1 Determine the value of the designated requirement C, « -risk, and sample size

(m, n) .
Step 2 Calculate the value of the estimator, 1, form the given sample.

Step 3 Find the corresponding critical value, I,,basedon a, C, m and »n formthe
Table 3.1. Also we calculate the p-valuebasedon C, m and #.

Step 4 Conclude that the profitability meets the designated requirement if 7,>¢, (or
p-value< « ). Otherwise, the profitability does not meet the designated
reguirement.

3.3 Application example

We consider a dessert store, which provides delicious donuts made fresh daily in Taipe,
Taiwan. This store is a Japanese-owned incarnation of a donut franchise formerly out of
America. Fifty varieties of donuts are offered, one<haf of them are American style and
another half of them are Japanese style.fAll-of the donuts range from NT$20-35. Besides, each
donut comes with a label indicatingrits level of sweethess. However, these donuts only have
approximate 12 hours shelf-life“due to texture deterioration. In order to provide the best
texture, this store prepares the donut, each day and dispeses the overdue donuts after closing
store. If the manufacturing quantity can nhet. satisfy the demand, then the manager must pay the
lost sale opportunity cost. Therefore, the donut exactly belongs to the newsboy-type product.
Now, the manager would like to know whether the profitability of the designated donut is
higher than some level. If it is incapable, the manager is going to plan a sale promotion. The
selling price of the donut is NT$25 per unit, the manufacturing cost is NT$10 per unit, and the
target profit is NT$2500. In addition, the lost sale opportunity cost is NT$3 per unit. The
disposa cost for overdue donut is NT$1 per unit. Table 3.2 displays the profitability for
(p,¢,¢4,¢,,k)=(2510,1,3,2500) and I, =0.00(0.01)3.09. For the demand data, because of
Saturday and Sunday are aways have high demand. In order to avoid these extreme values,
we only consider the demand on Monday-Friday. Note that the unsatisfied demand is record.
Twenty samples of sizefive (i.e., twenty weeks demand) are displayed in Table 3.3. Due to the
store’s propertied restriction, the prices, costs, and sample data were modified. If the
designated requirement of the 7, value is C = 1.8, we implement the hypothesis testing:
H,:I,<18 versus H,:1,>1.8. We first use the Kolmogorov-Smirnov test for the
sample data from Table 3.3 to confirm if the data is normally distributed. A test result in
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p-value> 0.05, which means that data is normally distributed. For the data displayed in Table
3.3, we calculate the overall sample mean, pooled sample variance, and sample estimator, and
obtain that x =200.48, sp2 =237.10, and I,=2.1753. If the type | error o -risk set to
0.05, the critical value with =20, m=5and C=1.8 is 2.1050 form Table 3.1. Since
fA =2.1753>2.1050=¢, , we conclude that the profitability meets the designated
requirement, than it is unnecessary to plan a sale promotion. For calculating the p-value, we

obtain p-value = 0.0244<0.05. Therefore, it suggests the same evaluation result.
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Figure 3.1 PDF plotsof » for n=3,4,5 and m=10,25,40.

(from bottom to top in plots)
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Table 3.1. Critical values ¢, for a =0.05,0.025,0.01 based on multiple sampleswith

n=23(1)5, m=10(2)40,and C=1.0(0.2)2.0.

a=0.05 c=10 Cc=12 Cc=14
n n n

m 3 4 5 3 4 5 3 4 5

10 1445 1367 1319 1690 1.601 1.548 1938 1.838 1.778
11 1422 1348 1.303 1664 1580 1.530 1910 1.815 1.759
12 1402 1332 1.289 1642 1563 1.515 1885 1.796 1.742
13 1385 1318 1.277 1623 1547 1.502 1864 1.778 1.728
14 1369 1305 1.267 1606 1533 1.490 1845 1.763 1.715
15 1355 1294 1.257 1590 1521 1.479 1.828 1.750 1.704
16 1343 1284 1.248 1577 1510 1.470 1813 1.738 1.693
17 1332 1275 1240 1564 1500 1.461 1799 1.727 1.684
18 1321 1267 1.233 1553 1491 1.453 1787 1.717 1.675
19 1312 1259 1.227 1543 1483 1.446 1775 1.708 1.668
20 1304 1252 1.221 1533 1.475. 1.440 1765 1.700 1.660
21 1296 1246 1.215 1524 "1.468 1 1.434 1755 1.692 1.654
22 1288 1240 =1.210 1.516° 1.461 ' 1.428 1746 1.685 1.647
23 1281 1234 +1.205 1.509  1.4551.423 1738 1.678 1.642
24 1275 1229 1200 15021449~ 1.418 1730 1.672 1.636
25 1269 1224 1.196 1495 _.-1.444 1.413 1723 1666 1.631
26 1264 1219 1192 1489 1439 1.409 1716 1.660 1.627
27 1258 1215 1.188 1483 1434 1.405 1710 1.655 1.622
28 1253 1211 1185 1478 1430 1.401 1704 1.650 1.618
29 1249 1207 1.182 1472 1426 1.397 1698 1.646 1.614
30 1244 1204 1.178 1468 1422 1394 1693 1.641 1.610
31 1240 1200 1.175 1463 1.418 1.390 1688 1.637 1.607
32 1236 1197 1172 1458 1414 1.387 1683 1.633 1.603
33 1232 1194 1170 1454 1411 1384 1678 1.629 1.600
34 1228 1191 1.167 1450 1.407 1.381 1674 1626 1.597
35 1225 1188 1.165 1446 1404 1.379 1669 1.622 1594
36 1222 1185 1162 1443 1401 1.376 1665 1.619 1591
37 1218 1182 1.160 1439 1398 1374 1662 1.616 1.588
38 1215 1180 1.158 1436 1.39% 1.371 1658 1.613 1.586
39 1212 1177 1.156 1433 1.393 1.369 1654 1.610 1.583
40 1210 1175 1154 1429 1391 1.367 1651 1.607 1.581
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Table 3.1. (Continued).

a =0.05 c=16 Cc=138 Cc=20
n n n

m 3 4 5 3 4 5 3 4 5

10 2188 2076 2011 2441 2316 2244 2694 2558 2479
11 2157 2052 1.990 2406 2290 2222 2657 2529 2454
12 2130 2030 1.972 2377 2266 2.202 2625 2504 2433
13 2106 2012 1.956 2351 2246 2185 2597 2482 2415
14 2086 1995 1.942 2328 2228 2170 2572 2462 2.398
15 2067 1981 1.929 2308 2212 2156 2550 2445 2384
16 2051 1967 1.918 2290 2198 2144 2530 2430 2371
17 2036 1955 1.908 2274 2185 2133 2513 2416 2.359
18 2022 1945 1.899 2259 2173 2123 2497 2403 2348
19 2010 1935 1.890 2245 2162 2114 2482 2391 2338
20 1998 1925 1.882 2233 12153 2105 2468 2380 2.329
21 1988 1917 1875 2221 21143 . 2.097 245 2371 2320
22 1978 1909 1.868 2.211 2.135 +2.090 2444 2361 2312
23 1969 1902 ~1.862 2201 2127 | 2.083 2434 2353 2.305
24 1960 1.895 .1.856 2191 2.120  2.077 2424 2345 2298
25 1952 1889 1851 2183 2113 . 2.071 2414 2337 2292
26 1945 1883 1.845 2175 2206 2.065 2405 2330 2.286
27 1938 1877 1841 2.167" "2.100 2.060 2397 2324 2280
28 1931 1872 1836 2160 2.094 2.055 2389 2317 2275
29 1925 1867 1.832 2153 2.089 2.050 2382 2312 2270
30 1919 1862 1.828 2147 2.084 2.046 2375 2306 2.265
31 1914 1857 1.824 2141 2079 2042 2368 2301 2260
32 1908 1.853 1.820 2135 2074 2038 2362 2296 2.256
33 1903 1849 1817 2129 2070 2034 2356 2291 2252
34 1.898 1845 1.813 2124 2065 2.030 2350 2286 2248
35 1894 1841 1810 2119 2061 2.027 2345 2282 2244
36 1889 1.838 1.807 2114 2057 2.023 2340 2278 2241
37 1885 1834 1.804 2110 2054 2.020 2335 2274 2237
38 1881 1831 1801 2105 2050 2017 2330 2270 2234
39 1877 1828 1.798 2101 2047 2014 2326 2266 2231
40 1873 1825 1.796 2097 2044 2011 2321 2263 2228
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Table 3.1. (Continued).

a =0.025 c=10 Cc=12 Cc=14
n n n

m 3 4 5 3 4 5 3 4 5

10 1559 1455 1.393 1817 1.698 1.629 2079 1945 1.868
11 1528 1431 1373 1783 1.672 1.607 2041 1915 1843
12 1502 1410 1.355 1753 1.649 1.587 2008 1.890 1.822
13 1479 1392 1.340 1728 1.629 1.570 1980 1.868 1.803
14 1459 1376 1.326 1705 1.611 1.555 1955 1.849 1.787
15 1441 1362 1314 1685 1595 1542 1933 1832 1.772
16 1425 1349 1.303 1668 1581 1.530 1913 1816 1.759
17 1410 1337 1.293 1652 1569 1.519 1896 1.802 1.748
18 1397 1327 1284 1637 1557 1.510 1879 1.790 1.737
19 1385 1317 1.276 1624 1547 1.501 1865 1.778 1.727
20 1374 1308 1.269 1.612 »1537 1492 1851 1.768 1.718
21 1.364 1300 1.262 1600 1528 1.485 1839 1.758 1.710
22 1355 1293 1255 1.590 "1.520, +1.478 1828 1.749 1.702
23 1346 1286 =1.249 1.580° 1.512 | 1.471 1817 1.740 1.695
24 1338 1279 .1.244 1.571 1.505  -1.465 1.807 1.732 1.688
25 1330 1273 1238 1.563 .1.498 .. 1.459 1798 1.725 1.682
26 1323 1267 1.233 1555 2492 1454 1789 1.718 1.676
27 1317 1262 1.229 1548" 1486 1.449 1781 1.712 1.670
28 1310 1257 1.224 1541 1480 1444 1773 1.705 1.665
29 1304 1252 1.220 1534 1475 1.439 1766 1.700 1.660
30 1299 1248 1216 1528 1470 1.435 1759 1.694 1.655
31 1293 1243 1213 1522 1465 1431 1753 1.689 1.651
32 1288 1239 1.209 1516 1461 1.427 1747 1.684 1.647
33 1284 1235 1.206 1511 1457 1.423 1741 1679 1.643
34 1279 1231 1.202 1506 1452 1.420 1735 1675 1639
35 1275 1228 1.199 1501 1.449 1417 1730 1.671 1.635
36 1270 1225 1.196 1497 1445 1.413 1725 1.667 1.632
37 1266 1221 1.194 1492 1441 1.410 1720 1.663 1.628
38 1263 1218 1.191 1488 1.438 1.407 1715 1.659 1.625
39 1259 1215 1.188 1484 1435 1404 1711 1655 1.622
40 1255 1212 1.186 1480 1431 1.402 1707 1.652 1.619
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Table 3.1. (Continued).

a =0.025 c=16 Cc=138 Cc=20
n n n

m 3 4 5 3 4 5 3 4 5

10 2344 2194 2.108 2610 2445 2350 2879 2697 2594
11 2301 2162 2.081 2564 2409 2321 2829 2659 2.562
12 2266 2134 2.058 2525 2379 2296 2786 2.626 2.535
13 2234 2110 2.038 2491 2353 2274 2749 2598 2511
14 2207 2089 2.020 2461 2330 2255 2716 2573 2490
15 2183 2070 2.004 2434 2310 2238 2687 2551 2472
16 2161 2053 1.990 2411 2291 2222 2662 2531 2455
17 2142 2038 1.977 2389 2275 2208 2639 2513 2440
18 2124 2024 1.965 2370 2260 2.195 2618 2496 2426
19 2108 2011 1.955 2353 2246 2184 2598 2482 2414
20 2093 2000 1.945 2336 12233 2173 2581 2468 2402
21 2080 1989 1.936 2322 2222 2163 2565 2455 2392
22 2067 1979 1927 2308 2.211 ~2.154 2550 2444 2382
23 2055 1970 =1.920 2295 2201 | 2.146 2536 2433 2373
24 2044 1961 .1.912 2283 2192 2138 2523 2423 2364
25 2034 1953 1905 2272 2183 . 2.130 2511 2413 2.356
26 2025 1946 1.899 2262 2275 2123 2500 2404 2349
27 2016 1939 1.893 2252 2167 2117 2490 239 2341
28 2008 1932 1.887 2243 2160 2111 2480 2388 2335
29 2000 1926 1.882 2234 2153 2105 2470 2381 2328
30 1992 1920 1.877 2226 2146 2.099 2461 2374 2323
31 1985 1914 1872 2219 2140 2094 2453 2367 2317
32 1978 1909 1.867 2211 2134 2.089 2445 2361 2312
33 1972 1904 1.863 2204 2129 2084 2437 2355 2.306
34 1966 1899 1.859 2198 2124 2.080 2430 2349 2302
35 1960 1894 1.855 2191 2119 2076 2423 2344 2297
36 1954 1890 1851 2185 2114 2071 2417 2339 2292
37 1949 1885 1.847 2179 2109 2.067 2411 2334 2.288
38 1944 1881 1.844 2174 2105 2.064 2405 2329 2284
39 1939 1877 1841 2169 2100 2.060 2399 2324 2280
40 1934 1874 1.837 2163 2.096 2.057 2393 2320 2276
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Table 3.1. (Continued).

a=0.01 c=1.0 Cc=12 Cc=14
n n n

m 3 4 5 3 4 5 3 4 5

10 1705 1564 1.484 1980 1.820 1.730 2260 2079 1978
11 1663 1533 1.458 1934 1785 1.701 2208 2.041 1.947
12 1628 1506 1.436 1894 1.756 1.676 2165 2.008 1.919
13 1598 1483 1416 1860 1.730 1.655 2127 1980 1.896
14 1571 1463 1.399 1831 1.707 1.636 2094 1955 1.875
15 1548 1444 1.384 1.805 1.687 1.619 2065 1933 1.857
16 1527 1428 1.370 1781 1.669 1.604 2039 1913 1840
17 1508 1414 1.358 1760 1.653 1.590 2016 1895 1.825
18 1491 1400 1.347 1742 1.638 1.578 1995 1.879 1.812
19 1476 1388 1.336 1724 1625 1.567 1976 1.864 1.799
20 1462 1377 1.327 1.709 1,613 1.556 1959 1.851 1.788
21 1449 1367 1.318 1694 1601 1547 1943 1838 1.777
22 1437 1357 1310 1.681 "1.591, +1.538 1928 1.827 1.768
23 1425 1.348 =1.303 1.668° 1.581 | 1.530 1914 1816 1.759
24 1415 1340 -1.296 1.657 1.572 1.522 1902 1.806 1.750
25 1405 1333 1289 1.646. -.1.564 .. 1.515 1.890 1.797 1.742
26 139 1325 1.283 1.636 _-1.556 1.508 1879 1.788 1.735
27 1388 1319 1.277 1627 1.548 1.502 1868 1.780 1.728
28 1380 1312 1.272 1618 1541 1.496 1859 1.772 1.722
29 1372 1306 1.267 1610 1535 1.490 1849 1.765 1.716
30 1365 1301 1.262 1602 1529 1.485 1841 1.758 1.710
31 1359 1295 1257 1594 1523 1.480 1833 1.752 1.704
32 1352 1290 1.253 1587 1517 1.475 1825 1.746 1.699
33 1346 1285 1.249 1581 1512 1.470 1817 1.740 1.694
34 1.340 1281 1.245 1574 1507 1.466 1810 1.734 1.689
35 1335 1276 1241 1568 1502 1.462 1804 1.729 1.685
36 1330 1272 1.237 1562 1.497 1.458 1797 1.724 1.680
37 1325 1268 1234 1557 1493 1454 1791 1719 1.676
38 1320 1264 1.230 1551 1488 1.451 1785 1.714 1.672
39 1315 1260 1.227 1546 1484 1.447 1780 1.710 1.669
40 1311 1257 1224 1541 1480 1444 1774 1706 1.665
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Table 3.1. (Continued).

a=0.01 c=1.6 Cc=138 Cc=20
n n n

m 3 4 5 3 4 5 3 4 5

10 2543 2341 2229 2829 2606 2482 3117 2872 2737
11 2486 2299 2195 2767 2560 2444 3.049 2822 2.696
12 2438 2263 2165 2714 2520 2412 2991 2779 2661
13 2396 2232 2139 2668 2486 2384 2942 2742 2630
14 2360 2205 2116 2629 2456 2.359 2899 2710 2604
15 2328 2180 2.096 2594 2430 2337 2860 2681 2580
16 2300 2159 2.078 2562 2406 2318 2827 2656 2.559
17 2274 2139 2.062 2534 2385 2300 279 2633 2540
18 2251 2122 2.047 2509 2366 2284 2769 2612 2522
19 2230 2105 2034 2486 2348 2269 2744 2593 2.506
20 2211 2.091 2.021 2465 2332 2.256 2721 2575 2492
21 2194 2.077 2010 2446 2318 2.244 2700 2559 2478
22 2177 2.065 1999 2429+ "2.304 #2.232 2681 2544 2466
23 2162 2.053 ~1.989 24120 2291 2221 2663 2531 2455
24 2148 2.042 1.980 2397 2279 12212 2647 2518 2444
25 2135 2032 1972 2.383..2.268 1.2.202 2631 2506 2434
26 2123 2.023 1.964 2.369 2258 2.194 2617 2495 2424
27 2112 2.014 1.956 21357 " '2.248 2.185 2603 2484 2416
28 2101 2.005 1.949 2345 2239 2178 2591 2474 2407
29 2091 1.997 1942 2334 2231 2170 2579 2465 2399
30 2082 1990 1.936 2324 2223 2164 2567 2456 2.392
31 2073 1983 1930 2314 2215 2157 2557 2448 2385
32 2064 1976 1924 2305 2208 2151 2547 2440 2378
33 2056 1970 1919 2296 2201 2145 2537 2433 2372
34 2048 1964 1914 2287 2194 2139 2528 2425 2.366
35 2041 1.958 1.909 2279 2188 2134 2519 2419 2360
36 2034 1.952 1.904 2272 2182 2129 2511 2412 2355
37 2027 1.947 1.900 2264 2176 2124 2503 2406 2.349
38 2021 1942 1895 2257 2170 2119 2495 2400 2.344
39 2015 1937 1891 2251 2165 2115 2488 2394 2339
40 2009 1932 1.887 2244 2160 2111 2481 2389 2335
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Table 3.2. The profitability for

(p,¢,cy,c,, k)=(25,10,1,3,2500) and I, =0.00(0.01)3.09

1y

0.00

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
11
12
13
14
15
16
1.7
18
1.9
2.0
21
2.2
2.3
24
2.5
2.6
2.7
2.8
2.9
3.0

0.4249
0.4617
0.4987
0.5357
0.5723
0.6082
0.6431
0.6768
0.7090
0.7395
0.7683
0.7951
0.8200
0.8428
0.8636
0.8824
0.8992
0.9142
0.9275
0.9391
0.9492
0.9579
0.9653
0.9716
0.9769
0.9814
0.9851
0.9881
0.9906
0.9926
0.9943

0.4285
0.4654
0.5024
0.539%4
0.5759
0.6117
0.6465
0.6800
0.7121
0.7425
0.7710
0.7977
0.8223
0.8449
0.8655
0.8841
0.9008
0.9156
0.9287
0.9401
0.9501
0.9587
0.9660
0.9722
0.9774
0.9818
0.9854
0.9884
0.9908
0.9928
0.9944

0.4322
0.4691
0.5061
0.5431
0.5795
0.6152
0.6499
0.6833
0.7152
0.7454
0.7738
0.8002
0.8247
0.8471
0.8675
0.8859
0.9024
0.9170
0.9299
0.9412
0.9510
0.9594
0.9666
0.9728
0.9779
0.9822
0.9857
0.9887
0.9911
0.9930
0.9945

0.4359
0.4728
0.5099
0.5467
0.5831
0.6188
0.6533
0.6866
0.7183
0.7483
0.7765
0.8028
0.8270
0:8492
0.8694
0.8876
0.9039
0.9184
0.9311
0.9423
0.9519
0.9602
0.9673
0.9733
0.9784
0.9826
0.9861
0.9889
0.9913
0.9932
0.9947

0.4395
0.4765
0.5136
0.5504
0.5868
0.6223
0.6567
0.6898
0.7214
0.7512
0.7792
0.8053
0.8293
0.8513
0.8713
0.8893
0.9054
0.9197
0.9323
0.9433
0.9528
0.9610
0.9680
0.9739
0.9788
0.9830
0.9864
0.9892
0.9915
0.9933
0.9948

0.4432
0.4802
0.5173
0.5541
0.5903
0.6258
0.6601
0.6931
0.7245
0.7541
0.7819
0.8078
0.8316
0.8534
0.8732
0.8910
0.9070
0.9211
0.9335
0.9443
0.9537
0.9617
0.9686
0.9744
0.9793
0.9833
0.9867
0.9894
0.9917
0.9935
0.9949

0.4469
0.4839
0.5210
0.5577
0.5939
0.6293
0.6634
0.6963
0.7275
0.7570
0.7846
0.8103
0.8339
0.8555
0.8751
0.8927
0.9084
0.9224
0.9346
0.9453
0.9545
0.9625
0.9692
0.9749
0.9797
0.9837
0.9870
0.9897
0.9919
0.9937
0.9951

0.4506
0.4876
0.5246
0.5614
0.5975
0.6327
0.6668
0.6995
0.7305
0.7598
0.7873
0.8127
0.8361
0.8575
0.8769
0.8944
0.9099
0.9237
0.9358
0.9463
0.9554
0.9632
0.9698
0.97%4
0.9801
0.9841
0.9873
0.9899
0.9921
0.9938
0.9952

0.4543
0.4913
0.5283
0.5650
0.6011
0.6362
0.6701
0.7026
0.7335
0.7627
0.7899
0.8151
0.8384
0.8596
0.8788
0.8960
0.9114
0.9250
0.9369
0.9473
0.9562
0.9639
0.9704
0.9759
0.9806
0.9844
0.9876
0.9902
0.9923
0.9940
0.9953

0.4580
0.4950
0.5320
0.5687
0.6046
0.6396
0.6734
0.7058
0.7365
0.7655
0.7925
0.8176
0.8406
0.8616
0.8806
0.8976
0.9128
0.9262
0.9380
0.9482
0.9570
0.9646
0.9710
0.9764
0.9810
0.9848
0.9879
0.9904
0.9925
0.9941
0.9954
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Table 3.3. The 5 Sample data each of 20 observations.

Demand units/day
Group Observationsin sample of size five
(Week) MON TUE WED THU FRI
1 185 169 189 201 192
2 221 220 191 180 203
3 208 213 217 212 196
4 224 195 208 214 224
5 202 218 208 197 189
6 189 198 212 204 225
7 219 196 190 229 198
8 188 215 188 191 185
9 189 206 194 191 186
10 215 225 198 191 212
11 178 173 186 224 212
12 183 214 244 212 217
13 221 194 187 194 174
14 172 217 205 216 214
15 191 199 183 196 179
16 187 223 183 219 198
17 176 205 211 216 198
18 199 184 235 186 184
19 187 183 206 212 203
20 192 178 210 180 195
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Chapter 4

Product Selection for Newsboy-type Products with Nor mal
Demands and Unequal Costs

In this chapter, we consider two newsboy-type products with unequal prices and
costs. Both demands are independent and follow normal distributions with unknown
parameters 1 and o . We study the product selection problem which deals with
comparing two products and selecting the one that has a significantly higher profitability.
The statistical hypothesis testing methodology is performed to tackle this selection
problem. Critical value of the test is calculated to determine the selection decision.
Sample size required for a designated power and confidence level is also investigated. An
application example on comparing English-teaching magazines is presented to illustrate
the practicality of our approach.

The rest of this chapter is organized as follows. An application example on
comparing English-teaching magazines with different level is introduced in the Section 41.
In the Section 4.2, the statistical' hypothesis testing methodology is performed to tackle
the product selection problem.“The,critical value and*the sample size required for a
designated power and confidence “level are.provided. In the Section 4.3, the
English-teaching magazine selection is'implemented to illustrate the practicality of our
approach.

4.1 English-teaching magazine selection

The English-teaching magazine is one of the monthly magazines. It provides
practical, interesting articles to improve English conversation skills. Radio and television
programs also accompany each article and air Monday through Saturday. The publisher
only provides the magazines in the beginning of each month. If the demand can not be
satisfied, the publisher must pay the lost sale opportunity cost. The surplus magazines can
not be sold in the next mouth, and need additional cost to dispose it. Therefore, this
monthly magazine exactly belongs to newsboy-type product.

Next, we introduce a magazine publisher in Taipei, Taiwan, in which provides three
level of English-teaching magazines, basic, intermediate, and high. The basic and
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intermediate magazines are the best teaching materials to the junior and senior students,
respectively. The high magazine covers a wide range of topics. Most are reprinted from
international magazines providing readers with a “Window on the World”. Therefore, it is
most suitable for university students and business professionals. Note that these
magazines can not be substituted each other. In this paper, we consider following two
examples on comparing English-teaching magazines.

Example 1

The magazine publisher would like to know whether the profitability of intermediate
magazine (Magazine Il) is better than basic magazine (Magazine 1). If not, the magazine
publisher is going to plan a sale promation for senior students. The price ( p), purchasing
cost (c), disposal cost (cy), and shortage cost (Cg) for two magazines are presented as
follows:

Magazine |

p,=12 dollars/unit, ¢, =2 ' _dollars/unit, - cy; =3- dollars/unit, and cy4=3
dollars/unit.

Magazine|l:

p, =15 dollars/unit, ¢,=3 dollargunit, G;, =4 dollars/unit, and c,, =5 dollars/unit.

Example 2

The magazine publisher would like to know whether the intermediate magazine
(Magazine 1) is the highest profitability of three magazines. The price and costs of the
high magazine (Magazine 111) are presented as follows:

Magazinel11:
P;=20 dollars/unit, ¢;=5 dollars/unit, Gi3=5 dollars/unit, and c,; =10 dollars/unit.

In order to match these examples, the following formulation is developed based on the
above parameters. Table 4.1 displays the demand units in thousand for the three
magazines with sample size n,=n, =n; =100. Due to the publisher’s propertied
restriction, the data, prices, and costs were modified.
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4.2 Development of the exact method

To compare the two newsboy-type products with unequal prices and costs (Product I:

Coi=Pi—C, Cq=Cy+C, Cq; Product II: Cp2=P2—Cp, Cep=Cyp+Cy, Cyy), We
consider the hypothesis testing for comparing thetwo AC values,

Hy: AC, - AC, <h versus H;:AC,-AC, >h,

where 0<h<1 is a designated outperformance. h=0, the test is only to determine
whether the Product Il has a significantly better profitability than the Product |. However,
the statistical properties of the estimator of AC are difficult to describe. Even, it is
impossible to define the unbiased estimator of AC. From the chapter 2, we have proven
that the achievable capacity index |, can express the product’s profitability. Therefore,
we adopt the indices |, and 1,, to present the profitability of Product | and Product
II, respectively. First, we assume that two products’ profitability are equal, i.e,
AC (1 o) = AC, (I p,) . Because AC (I o) ,and C,(l,,) are monotonicaly increasing
functionsof |, € (—0,0) and |us €& (=0, ), respectively, and their ranges are (0,1).
For any |,,e(—o0,©) , there —exists ‘an .unique |, €(—o,©) such that
AC,(l o) = AC,(l o,) holds; | and vice wversar Then we can show that
| = ACTH(AC,(I n)) and Ty = AC,(AC(I ), Where AC(+) and AC, ()
are the inverse functions of AC; and AC,, respectively. Therefore, if the value of | 5,
is ¢, the corresponding value of | is. |z = ACl_l(AC2 (¢)) . From the above results,
we can adopt the following hypothesis testing for comparing two |, values:

Hoilar—la <8 versus Hyil5, — 14 >6,
where 15, = ACTH(AC,(l5,)) and §>0 isa designated outperformance. Note that if

0 =0, the test is only to determine whether the Product Il has a significantly better
profitability than the Product I.

4.2.1 Sampling distribution of 1%, —1 4,

Before implementing this test, we should first derive the cumulative distribution
function (CDF) and probability density function (PDF) of the test statistic W =15, — 1 .
If the sample sizes of Product | and Product Il are n; and n,, the PDF of the estimators

=R ad [, =R, are
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\/E(nl 1)2 ) ,
fR1 (r)= ] IVIHI -1 { [1’!1 (Vl”l 191[,41) +(ny —1)1/12 Hdvl,
0

bNAT[(m ~1)/2 b’

and

1y -1

P (nz lj 2 )
2 < n, (v,r, —b, I
fR2(72)_b2x/_1“ [(n, ~1)/2] IVZ { [ i 219222 ) + (1, 1)1’22]}‘1"2’

0

where & =[2/(m =D *Tl(m ~1/2)/T{(% ~2)/2] , b =[2/(m, ~D)]"*T[(m, ~1)/2)/T[(,~2)/2] ,
—w<n<w, and —w<r <. Since |5 =AC;T(AC,(l,,)), we set RS = 15, =

AC; (AC,(I »,)), and derive CDF of RS asfollows:

(72 )= Pr(Rz n )= Pf(Acl 4G, (Ry)) <,y )= Pr(R, < AC, ! (4C (7’25 )

AG; ¢AC ()
= Fr, (ACy (AGUIN =] == 2 0 i,y

where —oo <7, <. Under the.assumptions that two products are independent, we can

easly obtain the CDF of W =R; Ry i€,

Fy (W) =Pr(W <w) =Pr(RS — R, <w) = j_":o Pr(RS — R, <w|Ry =11) fr, (n)dr

=[" Pr(Rs <w+n) fr, () = [ FoeOw1) f, (r)dr

w0 0 ACT(AC (w+1)
I—ooj 2 1 1 le (7/'1)f‘R2 (72)d7'2d1’1 ,

where —oo <w <. Taking the first-order derivative of F,, (w) with respect to w, the

PDF of W can be obtained asfollows:

-1
Sw =] fr () fr, (AC; (AC, (w + ) x AC2 (A;i;l(w'”’l)) r

Figure 4.1 plots the CDF and PDF of W for 1, =20,25, I}, =20,25and n =
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n, = n =30, 50, 100, 150, 200. From Figure 4.1, we can see that
(1) Thelarger thevalueof |z, ,thelarger the variance of W.

(2) The PDF of W is unimodal and is rather symmetric tol, —1,, even for small
sample sizes.

(3) Thelarger the samplesizes n, the smaller the variance of W.
4.2.2 Selection determine

Assume that the minimum requirement of 7, and I, values are E, we
consider the hypothesis testing: Hy:lg, — 1, <6 versus Hy:la, =1, >3 . Given a
level of Type | error o (i.e, the chance of incorrectly judging Iz, —1, <5 as
|5, — 1 > ), the decision rule is to reject, H, if the testing statistic W > ¢,, where

Cy isthecritical value that satisfies

PHW > ¢o|Ho thiom lpg €8, 105, Ly ZE and 1, > B} <.

For all combinations of (1 55, |42yl A2). Under'"Hg, the'maximal critical value occurs at
| =E and |, = E+6, and the larger.the-a., the smaller the critical value. Thus, we

calculate the critical value ¢, with the probability

PHW > ol = E, 15, = E+8 | 5, = AG; (AC(E+8)), 1y, o} =ax

If the test rejects the null hypothesis Hy,, then there is sufficient information to conclude
that Product Il is significantly better than Product | by a magnitude of 6. Table 4.2
shows some critical values for some minimum level requirement E = 2.0, 2.2, 2.4, 2.6,
the magnitude 6 = 0.0(0.1)0.5 of the difference between the two products, n, = n, =
n =30(10)200, and o« =0.05.

Discussion

If more than two products are considered, the multiple comparison test can be
adopted to tackle product selection problem. Assume that k products are compared, we
implement m= C'2< tests to decide the one which has the highest profitability, i.e.,
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Ho i 1aa—1ap <0 versus Hy:lg,—1a >0

wherei =1, 2, ..m a b=1, 2 .. kand a=b. By imitating the method of the
Bonferroni test [4], the level of significance o isadjusted by the number of comparisons
mto correct for type | error inflation. If the p-value of the test islessthan or equal o /m,
the test rgjects the null hypothesis, then there is sufficient information to conclude that
Product a is significantly better than Product b. After integrating conclusion of these tests,
we can find the profitability order, and then the highest profitability is decided.

4.2.3 Required sample size

In last subsection, the product selection procedure is developed for given o risk,
the probability of incorrectly judging H, as H;, which does not take into account the
B risk (Type Il error: the probability of incorrectly judging H; as Hg). When the
sample sizes and the o risk are defined, the pewer of test, 1- 3, can be calculated.
Figure 4.2 plots the power of the test for | x3 1=2:0(0.2)2.6 versus various valuesof | 5,,
n = n, = n =30, 50, 100, 450,200, and & = 0.05. 1t can be seen that the larger the

sample size, the larger the power of test, and ‘consequently; the smaller the S risk.

To reduce the [ risk and at the:same time maintain the « risk at the required
level, one could increase the sample sizes. By calculating the power for a specific value of
| >, We may obtain the minimal sample size required for designated power and o risk.
The required sample size can be calculated by recursive search method with the following

two probability equations:

PH{W > Co|Ho 15, < pg, M, 1y, Ly > Eand 1 5, > B} <, and
PHW > Co|Hy 2155 > | ag, 1, My, |y > Eand 1, > B} 21- 5.

Table 4.3 shows the sample sizes required for various designated selection power 1-
= 0.90, 0.95, 0.975, 0.99, the minimal level requirement E = 2.0(0.2)2.6, and the

magnitude of difference |5, —1, =0.5(0.1)1.0.
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4.3 M agazine selection implementations

The English-teaching magazines in the publisher have a minima requirement of
profitability. The minimal requirement of the |, values for three magazinesis |, =
%, = las =20, and the target profit for three magazinesis T = 200, 000 dollars/month.
We first use the Kolmogorov-Smirnov test for the demand data from Table 4.1 to confirm
if the datais normally distributed. A test result in p-value > 0.05, which means that datais
normally distributed. Histograms of the data are shown in Figure 4.3. Now, we consider
two examples presented in the Section 4.1 as follows:

Example 1

To determine if the Magazine II’s profitability is higher than Magazine I, we perform
the hypothesis testing: Hy:la, — 1, <6 versus H 15, —1, > . For the demand
data of the two magazines displayed in Table 4.1, we calculate the sample means, sample

standard deviations and the sample estimators-for.both magazines, and obtain that X;
25180, X, = 27.010, s = 2.124, s, = 2751, T4.= 2420, I,, = 3731, I},
3.480, and thus W= 1.059. If . = 0:05, from Table 4.2;the critical valuefor n, =

= n =100, |5 = 20 (the minimum requirement of ' L,), 6 = 0is 0.399. Since the
test statistic W = 1.059 > 0.399,.we therefore conclude that the Magazine II’s profitability
is higher than Magazine | with 95% confidence level. We also calculate the critical value
for 6 =0.56, 0.57, 0.58, 0.59, 0.60, O:6Lwith*n, = n, = n =100, I, =20.The

decision of the hypotheses is shown in Table 4.4. Based on the testing results, we can

n,

conclude that the Magazine II’s profitability is higher than Magazine Il by a magnitude of
0.60,i.e. 15, > 1, +0.60.

If the expected 15, =0.60 and selection power is 0.95, the sample size required is
195 as in Table 4.3. Since the sample sizes of two magazines are smaller than 195, the
selection power for testing Hy:la, — 1, <0 versus H;:lg,—1, >0 would be less
than 0.95. In fact, the power of test for 13, =260 is 0.7723, that is the B risk of
incorrectly accepting 13, <1, Wwhile actually 15, >1, is true is up to 0.1777. In
order to reduce the [ risk, we would suggest the manager to collect more demand data
for satisfying a designated power.

Example 2

To determine if the Magazine |1 is the highest profitability of three magazines, we
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perform the following m= Cg =3 tedts

.]C .]1C
Hopilao =14 <0 versus Hy il —1, >0,
.]C .1C
Hop laz— 1 <0 versus Hy,:ls3—1, >0,

.]C .1C
Hog il a3 =142 <0 versus Hig:l 3—1,,>0.

If a = 0.05, we calculate the p-value for three tests, and obtain that B = 0.00002 <
al/m = 0.01667, P, = 0.00017 < a/m = 0.01667, and P, = 0.78698 > a/m =
0.01667. We can conclude that Magazine Il is significantly better than Magazine | (reject
Ho1), Magazine I11 is significantly better than Magazine | (reject H,), and Magazine |1
is significantly better than Magazine |1l (accept Hgs ). Then, the Magazine II’s
profitability is the highest with 95% confidence level (i.e., Magazine Il > Magazine Il >
Magazinel).
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Table 4.1 The demand units (in thousand)/month for the three magazines.

Basic magazine (Magazinel)

23 21 26 24 24 28 24 25 26 23
22 28 25 26 24 23 28 20 28 24
27 27 24 26 30 26 26 27 30 23
25 22 22 26 24 27 28 26 25 25
28 26 25 24 26 23 23 24 25 28

Inter mediate magazine (Magazine )
30 29 26 27 30 24 27 30 28 24

28 23 21 29 27 26 29 23 25 22
25 28 27 28 30 22 26 27 29 27
23 27 24 27 31 30 28 27 22 24
28 28 26 29 29 24 25 27 32 33

High magazine (Magazinelll)

21 22 23 21 25 22 25 19,23 19
21 24 24 20 22 21 20 21 2117
23 23 23 18 25 21 21 .22V 22 22
22 21 23 19 23 22 2221 21 24
23 22 24 21 23 22 21 22,23 .22

24

23

26
23

30
26

26

18
24
24

19

26
24
23
25

24
28
28
29
30

31
25
33
30

28
19
24
23
18

25
28
22

20

26
26
28
26
33

20
22

24
20

26
26
23
22
25

28
28
22
24
29

23
18
19

21

28
25
23
27
23

31
25
26

27

19
20
21
23
21

27
28
25
26
25

26
27
29
28
21

21
19
23
24
20

27
24
29
27
25

24
26
29
28
26

21
23
23

23

28
25
25
23
23

27
28
28
26
28

18
22
18
21
21

24
23
26
27
28

22
25
32
28
23

19
23
20
22
19
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Table 4.2 Critical values for rejecting 15,1, <& with n=30(10)200 and « =0.05.

' n (13201 a0)
(2.0,1.908) (2.1,2.005) (2.2,2102) (2.3,2.199) (2.4,2.296) (2.5, 2.450)
6=00 60=01 6=02 6=03 6=04 6=05
2.0 30 0.747 0.863 0.980 1.095 1.215 1.333
40 0.641 0.754 0.868 0.983 1.097 1.212
50 0.570 0.682 0.794 0.907 1.019 1.133
60 0.519 0.629 0.740 0.851 0.963 1.074
70 0.479 0.589 0.699 0.809 0.919 1.030
80 0.448 0.556 0.665 0.775 0.884 0.994
90 0.422 0.530 0.638 0.747 0.856 0.965
100 0.399 0.507 0.615 0.723 0.832 0.940
110 0.380 0.488 0.595 0.703 0.811 0.919
120 0.364 0.471 0.578 0.686 0.793 0.901
130 0.349 0.456 0.563 0.670 0.777 0.885
140 0.336 0.443 0.550 0.656 0.763 0.871
150 0.325 0.431 0.537 0.644 0.751 0.858
160 0.314 0.420 0.527 0.633 0.739 0.846
170 0.305 0.411 0.517 0.623 0.729 0.836
180 0.296 0.402 0.508 0.614 0.720 0.826
190 0.288 0.394 0.499 0.605 0.711 0.817
200 0.281 0.386 0.492 0.597 0.703 0.809
' n (1321 a0)
(2.2,2102) (2.3,2199) (2.4,2.296)7 (2.5, 2.393) (2.6, 2.490) (2.7, 2.587)
6=00 6=01 0=02 6=03 6=04 6=05
2.2 30 0.801 0.918 1.035 1.153 1.271 1.388
40 0.686 0.800 0.915 1.029 1.144 1.260
50 0.611 0.723 0.835 0.948 1.061 1.174
60 0.555 0.666 0.777 0.889 1.001 1.112
70 0.513 0.623 0.733 0.843 0.954 1.065
80 0.479 0.588 0.697 0.807 0.917 1.027
90 0.451 0.559 0.669 0.777 0.886 0.996
100 0.427 0.535 0.643 0.752 0.861 0.969
110 0.407 0.514 0.622 0.730 0.839 0.947
120 0.389 0.496 0.604 0.712 0.819 0.927
130 0.374 0.481 0.588 0.695 0.803 0.910
140 0.360 0.467 0.573 0.680 0.788 0.895
150 0.348 0.454 0.561 0.667 0.774 0.881
160 0.336 0.443 0.549 0.655 0.762 0.869
170 0.326 0.432 0.538 0.645 0.751 0.858
180 0.317 0.423 0.529 0.635 0.741 0.847
190 0.308 0.414 0.520 0.626 0.732 0.838
200 0.300 0.406 0.512 0.617 0.723 0.829

49



Table 4.2 (Continued).

la n (I2s | 2)
(2.4,2.296) (25,2.393) (2.6,2.490) (2.7,2.587) (2.8,2.683) (2.9,2.780)
6=00 6=01 6=02 6=03 60=04 6=05
2.4 30 0.855 0.972 1.090 1.208 1.326 1.445
40 0.733 0.848 0.962 1.077 1.192 1.308
50 0.652 0.764 0.877 0.990 1.103 1.217
60 0.593 0.704 0.816 0.927 1.039 1.151
70 0.548 0.655 0.766 0.879 0.990 1.101
80 0.511 0.621 0.730 0.840 0.950 1.060
a0 0.481 0.590 0.699 0.808 0.917 1.027
100 0.456 0.564 0.673 0.781 0.890 0.999
110 0.434 0.542 0.650 0.758 0.867 0.975
120 0.415 0.523 0.630 0.738 0.846 0.954
130 0.399 0.506 0.613 0.721 0.828 0.936
140 0.384 0.491 0.598 0.705 0.812 0.920
150 0.371 0.477 0.582 0.691 0.798 0.905
160 0.359 0.465 0.572 0.678 0.785 0.892
170 0.348 0.4%4 0.560 0.667 0.773 0.880
180 0.338 0.444 0.550 0.656 0.763 0.869
190 0.329 0.435 0.541 0.647 0.753 0.859
200 0.321 0.426 0.532 0.638 0.744 0.850
I n (Ia2s | a2)
(2.6,2.490) (2.7, 2587). (2.8, 2.683)7(2.9,2.780) (3.0,2.877) (3.1, 3.058)
6=00 6=01 0=02 6=03 60=04 6=05
2.6 30 0.911 1.029 1.147 1.265 1.383 1.502
40 0.781 0.896 1.010 1.126 1.241 1.357
50 0.694 0.807 0.920 1.033 1.147 1.260
60 0.631 0.743 0.8%4 0.966 1.078 1.190
70 0.583 0.693 0.804 0.915 1.026 1.137
80 0.544 0.654 0.764 0.873 0.984 1.094
90 0.512 0.621 0.730 0.840 0.949 1.059
100 0.485 0.594 0.702 0.811 0.920 1.029
110 0.462 0.570 0.678 0.787 0.895 1.004
120 0.442 0.550 0.658 0.765 0.873 0.982
130 0.425 0.532 0.639 0.747 0.854 0.962
140 0.409 0.516 0.623 0.730 0.838 0.945
150 0.395 0.501 0.608 0.715 0.822 0.930
160 0.382 0.487 0.595 0.702 0.809 0.916
170 0.370 0.477 0.583 0.690 0.796 0.903
180 0.360 0.466 0.572 0.678 0.785 0.891
190 0.350 0.456 0.562 0.668 0.774 0.881
200 0.341 0.447 0.553 0.659 0.765 0.871
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Table 4.3 Sample size required for testing Hg: 1z, — 1 <8 versus Hyilg,—1,4>38.

YR Power R Power
090 095 0975 0.99 090 095 0975 0.99
2.0 25 216 275 332 405 22 27 246 313 379 461
26 1563 195 235 288 28 174 222 268 327
27 115 146 177 216 29 130 166 201 246
2.8 90 114 138 169 30 100 130 157 192
2.9 72 92 112 136 31 82 105 126 155
3.0 60 76 92 113 3.2 68 86 105 128
YR Power R Power
090 095 0975 0.99 090 095 0975 0.99
24 29 279 356 429 523 2.6 31 314 400 483 590
30 197 251 304 371 32 221 283 341 417
31 147 188 227 278 33 166 212 255 312
3.2 115 147 177 217 34 129 165 196 244
3.3 93 118 143 175 35 104 133 160 197
34 76 97 118 . 144 3.6 86 109 132 162

Table 4.4 Critical values and decisions of testing the two magazines.

| g 2.00 2.00 2.00 2.00 2.00 2.00
| %2 2.56 2.57 2.58 2.59 2.60 261
o 0.56 0.57 0.58 0.59 0.60 0.61
(o 1.006 1.017 1.028 1.038 1.049 1.060>1.059

Decision Reject H, Reect Hy Reject Hy, Reect Hy Reject Hy Accept Hy
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Chapter 5

Conclusions and Future Research

In this thesis, we considered the newsboy-type products with normally distributed
demand, and investigated the product evaluation problem and product selection problem.
In addition, we developed a new index which has a smple form expression of profitability.
Note that the profitability presented in this thesis defines as the probability of achieving
the target profit under the optimal ordering condition. The proposed index, which we refer
to as the Achievable Capacity Index (ACI, 1,), can reduce the difficulty of effective
estimation when the demand mean x and the demand standard deviation o are
unknown. For example, the unbiased and effective estimator 1, is found effortlessly,
and the distribution of estimator I~A can be derived. By utilizing the proposed index, we
adopted the statistical hypothesis testing methodology to tackle these two problems. In
this chapter, we make conclusions and provide possible extensions of the present work for
the further research.

6.1 Conclusions

In Chapter 2, we investigated. the product evaluation problem which examined
whether the profitability meets a designated requirement. We presented the hypothesis test
to solve the evaluation problem, i.e, Hy:1,<C asagainst H,;:1,>C, where C is
the designated requirement of | . Some tables (Table 2.1-2.4) are shown to practitioners
or managers for deciding whether the old product is unworthy of being ordered as the new
product is introduced under the accepted risks (Type | and Type Il errors). Finaly, a
real-world application of a fresh food product is presented to illustrate the practicality of
the exact approach.

Chapter 3 investigated the product evaluation problem as well as considered the
demand data is collected from multiple samples rather than single sample. An unbiased
and effective estimator of 7, based on multiple samples is also derived. The critical
value of the test is calculated to determine evaluation result under the preset risk (Type |
error). The implementation of the existing statistical theory for the profitability of
Newsboy-type product makes it possible to apply the complicated theoretical resultsto the
actual productions. For convenience, we also provided a smple step-by-step procedure
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for the practitioners to use in making decisions. Finally, a real-world example on the sales
of donutsis presented to illustrate the practicality of the exact approach.

In Chapter 4, we investigated the product selection problem which deals with
comparing products and selecting the one that has a significantly higher profitability. We
provided the hypothesis testing to solve this selection problem, i.e, Hy:lg, — 1 <68
versus H;: 15, -1, >, where 5 >0. Some tables are shown the selection decisions
and sample size required under the designated risks (Type | and Type Il errors). Note that
we also used the multiple comparison test for comparing more than two products. Our
product selection procedure can be applied to cases with unequal sample sizes. The
specia case related the two products with equal price and costs can be suited this
selection procedure. Finally, a rea-world application comparing English-teaching
magazines is presented to illustrate the practicality of the exact approach.

6.2 Future Research

The results of our study suggest five dimensions which could be addressed by future
research.

1.  Wecan further consider the imprecise demand and combine the fuzzy set concepts.

2. The demand follows the truncated-normal_distribution for relaxing the assumption of
cv<0.3.

3. In the product selection problem, we consider that the random demands of two
products are dependent each other. Then, the joint probability density function of
demands ought to be derived.

4. If the demand observations are costly or the data are sparse over time, we can adopt
the sequential tests which can significantly reduce the sampling costs.

5. If the non-normal demand is considered, the bootstrap resampling method can be
used, which handles more general distributions. The bootstrap resampling method
does not rely on any distributional assumptions about the underlying population,
which has been proved useful in many existing research for those cases. By applying
this method, we can use the lower confidence bound of 7, to implement
conservative profitability evaluation.
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