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ABSTRACT

As we are entering the information-age, the-.communication security has become a
more important issue than ever. Military ;communication systems are faced with the
electronic warfare (EW) threat in the digitized battlefield. Communication jamming is
one of the most-encountered EW -threat. 1t"is well known that the spread spectrum
communications have the anti-janr.capability against intentional jamming. In this
thesis, we first review some basics of thesatellite communications. Examples for Ka
band link budget analysis in the adverse environment are given. We propose three
different DFT-based discrete acquisition schemes for the acquisition of the
frequency-hopped signals. The acquisition process proceeds in both time and
frequency domain. The proposed schemes make acquisition in just one period become
possible. Mathematical expressions for the detection probability and false alarm
probability using various acquisition schemes in the ideal AWGN channel (noise
power perfectly known), the non-ideal AWGN channel( noise power is estimated ), the
non-ideal AWGN channel with broad-band noise jamming and partial-band noise
jamming are derived. We also propose methods for the estimation and normalization
of the noise and the noise-plus-jamming power in the jamming environment. The
Debruijn sequence is adopted as the pseudo random hopping pattern generating
sequence since it has a code length of power of 2. This allows an efficient
computation for FFT algorithm. Finally, numerical results of the system performance
for the aforementioned scenarios are presented. Besides, we also give numerical
results using hopping patterns with a longer and a shorter period.
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Chapter 1

Introduction

The electronic warfare (EW) has played a vital role in the digitized battlefield and its
impact on tactical communications can not be overemphasized. Satellite communications
have always been an important maneuver of command and control (C2) for the combat
commander in military operation and therefore is a potential target of EW threat. One of
the most effective electronic counter-measurements (ECM) to disable the satellite com-
munications is through the use of commmunication jamming. Therefore, anti-jam (AJ)
capability has become the most critical measurement:and requirement of a military com-
munication system. To combat jamming, the.communicators must prevent the adversary
jammer from acquiring the prior knowledgeof-the signal characteristics being used. The
transmitter achieves this by introducing.unpredictability or randomness in the transmit-

ted waveforms that is known to the intended receiver but not to the jammer.

In general, AJ strategies are built upon the following technologies: 1) wideband trans-
mission, 2) multiple antennas (i.e. antenna array), 3) robust modulation, and 4) forward
error-correcting (FEC) codes. Spread spectrum (SS) techniques belong to the first cate-
gory and frequency-hopping (FH) is generally considered as a more robust and efficient
electronic counter counter-measurement (ECCM) scheme than the direct sequence spread
spectrum (DSSS) waveform. In conjunction with FHSS waveform, one can use either dif-
ferential phase shift keying (DPSK) or M-ary phase shift keying (MFSK) to enhance the
system’s AJ robustness, as these two modulation schemes can be incoherently detected

and is thus immune to phase noise.

Frequency-hopping spread spectrum (FHSS) communication is a method that intro-

duces the randomness to the transmitted waveform by changing the carrier frequency



pseudo-randomly. The transmitted signals are called “frequency-hopped” or “FH” sig-
nals. The set of frequency carriers used by the FH signal is called the "hopset” or
"hopping pattern”. This pattern is controlled by a binary sequence called pseudo ran-
dom sequence or PN sequence. The unpredictability of the hopping pattern ensures the
anti-jam (AJ) capability of the FH signal against a sophisticated jamming threat. With-
out the knowledge of the hopping pattern, a jammer always allocates its jamming power
uniformly across the total spectral range used by the FH signal. To achieve a certain
jamming-to-signal power ratio in each frequency channel, the total jamming power has
to increase linearly with the number of the FH channels. Current technology permits the

FH bandwidth in the order of GHz.

An FHSS receiver must synchronized with the received code sequence before it can
start the communication. Any misalignment between the received sequence and the lo-
cal replica causes the signal power to fall down in the output of the receiver, which, in
turn, results in failure of synchronizatien. Synehronization of the receiver to the received
sequence or code can be separated into two phases.”. The initial coarse synchronization
is called acquisition. During acquisition the code phase of the locally-generated PN
sequence is trying to align with the recéived PN sequence within a fraction of a chip
interval. Once the coarse alignment is achieved; the initial search process stops and the
fine synchronization called tracking begins. Tracking maintains the synchronization be-

tween the locally-generated code with the incoming signal.

In [7], an acquisition receiver employing noncoherent, noise-normalized, matched-filter
correlation detection was proposed. The search correlation detector consists of a bank
of Ny parallel select-the-largest symbol processors followed by a line of delay devices and
adders. Each symbol processor consists of a bank N; hop processors. Within a hop
processor, the envelop-detected outputs were weighted by the inverse of the perfectly
known noise power (including jamming power) in each hop prior to the subsequent lin-
ear combing. As N, becomes large, the number of hop processors becomes impractical
large for complexity consideration. In [8], a serial search frequency hopping acquisition
system was proposed. The system searches for the correct code phase by correlating the
incoming code sequence with the locally generated replica of the code sequence. If the

uncertainty region contains NV, cells, in the worst case, it may take N, LT} time units to



achieve acquisition, where L and 7T}, are the code period and hop interval, respectively.

For large N, and L, the mean time to acquire grows correspondingly.

In the thesis, we shall focus on the issue of FHSS signal acquisition. We propose several
DFT-based code acquisition schemes which are equivalent to the conventional matched-
filter acquisition approach. Only uplink is considered for the position of the satellite is
stationary and is known to various adversaries. Downlink jamming is less efficient for the
locations of earth receivers are much difficult to detect. Satellite link usually provides
large transmission bandwidth which is a good candidate for spread spectrum communi-
cations. Chapter 2 briefly reviews the satellite communication basics and analyzes some
typical Ka band link budgets for AWGN channels and partial band noise jammed chan-
nels. Chapter 3 delineates the discrete acquisition scheme based on DFT. We derive the
detection and false alarm probabilities for three decision criteria. Computer simulation
results are given to validate our analysis and to examine the performance trends. Since
a threshold is often needed for an acquisition decision and the optimal threshold is a
function of signal-to-noise ratio (SNR); we suggest a method to obtain a reliable SNR es-
timate. Chapter 4 investigates A Jperformanceof the proposed acquisition schemes in the
presence of noise jamming. In particular, foestimate the total noise-plus-jamming power
superimposed on the received signal;‘a power.estimator is added to the original scheme
in Chapter 3. Mathematical expressions for detection probability and false alarm proba-
bility under full-band and partial-band noise jamming are derived. Computer simulation

results are given. Chapter 5 summarizes our main results.



Chapter 2

Communication Satellite Channel

2.1 Satellite Communication Basics

T Pownlink

%Earth station%

Figure 2.1: The components of a satellite communication system

A satellite communication system can be regarded as simply a amalgamation of basic
communication systems which provides a type of long-range communication. Fig. 2.1
shows an uplink from an earth station to the satellite, and a downlink from the satellite
back to the earth station. Radio wave is propagated via the uplink to the satellite.
The satellite collects the impinging radio wave and retransmits the radio wave to some

particular earth stations.



A satellite that merely passes on the uplink carrier to the downlink without additional
signal processing function is named as a relay satellite or repeater satellite. A more
common name is the transponder, since the satellite responds to the uplink and transmits

the downlink.

An ideal active repeater satellite can be viewed as nothing but an electronic amplifier in
orbit. Practical communication satellites involve a frequency translation from the uplink
to the downlink to avoid the ringaround effect. The block diagram of a repeater satellite
is sketched in Fig. 2.2. The uplink carrier is first received and filtered by the RF frontend
. The filtered signal is then frequency-translated to another carrier used by the downlink.

Finally, the downlink carrier is power-amplified for retransmission.

A satellite that collects the uplink carrier and performs some electronic processing-on-
board processing-prior to retransmission is called a processing satellite. In a sophisticated
processing satellite, the uplink carrier waveform is reconstructed on board, not merely
frequency-translated, before it can beirpropagated down to the earth station. Fig. 2.3
depicts a satellite processing model'with IF remodulation. The uplink carrier is frequency-
translated to the IF, and the filtered TE carrieris “modulated” on to the downlink carrier.
This system has the advantage that the uplinkinoise spectrum is not transferred directly
to the downlink but is modulated ontothe.downlink carrier. The uplink noise is effectively
concealed under the downlink carrier as a phase noise, which will not alter the required

Carrier-to-Noise Ratio or CNR for establishing the receiver demodulation threshold.

Since a satellite’s location in space has to be tracked it must be able to return the uplink
ranging waveform for tracking purpose of the earth control station. Besides, for control
purpose, satellites must be capable of receiving and decoding the command instructions

from the earth control station. Fig. 2.4 shows the designated electromagnetic bands and

Uplink Freauenc Downlink
RF P q Y1 » power
translator .
front end amplifier

Figure 2.2: Block diagram for a repeater satellite.

some example services. The frequencies allocated for satellite communication are selected

5



from those bands that fulfill the requirements such as high power efficiency, minimal

propagation loss and distortion, and low noise and interference effect. The operation

frequencies used for satellite is regulated by the International Telecommunication Union

(ITU).

V

L[

front end

V

a

Frequency
Multiplier

IF Power
filter Modulator amplifier
Frequency
Multiplier
Oscillator

Figure 2.3: Block diagram for a processing satellite with IF remodulation.

Most of the satellite technologies developed in thesearly times was for the operation

in UHF, C-band, and X-band. Recently, there is+increased interest in extending the

operation frequencies to higher frequency bands such as K-band and V-band. An ob-

vious advantage of using the higher frequencies is the wider bandwidth available for

transmission of information. More comprehensive and detailed discussions on satellite

communications can be found in [1][2].



BANDS FREQUENCY EXAMPLE SERVICE

VHF 54 — 216 MHz

UHF 470 — 890 MHz Mobile satellite Services
L 0.39—1.55 GHz | Mobile Satellite Services, GPS
S 1.55—5.2 GHz Deep-space research
C 3.9—6.2 GHz Fixed,point-to-point,nonmilitary
X 52—10.9 GHz Deep-space research, Military
K 10.9 — 36 GHz

Ku 11.2 — 14.5 GHz | Broadcast,Fixed point,nonmilitary
Ka 17 — 31 GHz Fixed,Mobile Satellite Service
Q 36 — 46 GHz | Fixed point,nonmilitary,Broadcast
Vv 46 — 56 GHz Intersatellite

B ] ¢ § -
Figure 2.4: Designated commu‘nﬁcﬂa‘}tion satellite frequency bands.

Transmitter

Receiver

Figure 2.5: A point-to-point communication link.



2.2 Basic Satellite Link Analysis

The communication link between two points is established by the transmission of the
carrier in the form of electromagnetic fields. The amount of received carrier power de-
termines the capability of the receiver to demodulate or decode the information. Similar
to the terrestrial microwave link, a satellite link is also a microwave link that uses the
high-frequency band for transmission. The main difference, however, is that a satellite
link transverses through the space, the atmosphere, where the radio wave may interact
with rain drop, water vapor, fog, and gas particles. The earth station can also collect
the galactic noise from the space. It is these impairments that make the satellite channel

different from the terrestrial links.

2.2.1 Radio wave propagation and EIRP

Fig. 2.5 illustrates a typical point-to-point communication link. The transmitted RF
power is characterized by its effective isotropic radiated power (EIRP). The EIRP is
defined by

EIRP = PGi(d5) (2.1)

where P, is the antenna input power from the transmitter power amplifier, and G(¢., ¢;) is
the gain in the direction (¢,, ¢;) with respect to_the direction of the maximum antenna
gain of the transmitter. (¢,, ¢;) denotes the azimuth and elevation angle respectively. The
carrier power collected by the receiving antenna with an area A, normal to the direction

of the transmitter is characterized as

(EIRP)L, ,

Pr = r
422

(2.2)

where L, accounts for the atmospheric losses during propagation and z is the propagation
path length. Express the antenna area in terms of the receiving antenna gain in the

direction of the transmitter

A= (X) 6o (2:3)

where A is the carrier wavelength and G, (¢, ¢;) is the gain in the direction (¢, ¢;) with
respect to the direction of the maximum gain of the receiving antenna. Substituting this

result in (2.2) results in
P, = (BIRP)L,L,G\(¢, 6) 2.4)

8



where

Lp=< A )2 (2.5)

4rz
is the propagation loss of the link. Note that L, is always present during propagation

both in space and atmosphere. It is conventionally to express P, in decibels
Prapy = EIRP4py + Lyp@ap) + La@n) + Gr(dB) (2.6)

The propagation loss, L,, can be converted to be frequency-dependent and has the value

in decibel
Ly@ap) = —36.6 — 20log(z - f) (2.7)

where z is in miles and f in megahertz. An additional loss that should be included in L, is
the polarization loss. The polarization loss occurs when the polarization of the receiving

antenna is not properly aligned with the polarization of the incoming wave.

2.2.2 Antenna gain

The transmitting antenna converts an eleetrical signal to electromagnetic field which
can be radiated into the air. The receiving antenna eollects the impinging electromagnetic

field and converts it to an electrical signal:

The antenna gain pattern is the spatial distribution of the gain. The most important
parameters of an antenna gain pattern includes its gain (the maximum values of its gain
pattern), its half-power beamwidth (HPBW), and its sidelobes. The directional gain of the
antenna directly determines the amount of the received carrier power. As an empirical

rule, the maximum gain G,,,, and the HPBW ¢, in radians are given by

Gmaz = na(i—DA (2.8)

A
d\/Ta

where A is the antenna cross-sectional area, d is the diameter of that area, and 7, is the

I

o

(2.9)

antenna efficiency factor. The most common type of antenna used in satellites and earth
stations is the parabolic reflector or dish. For small angles off boresight, such that the
skirts is within about 6dB of the peak value, the parabolic antenna pattern is sufficiently
characterized by

2 2
G(9) = 77(1(%1) ¢ 270G (2.10)

9



where ¢ denotes the small pointing error off the direction of G,,4,. In addition to the
antenna efficiency loss, the roughness of the antenna dish also causes the scattering of

radio wave. This roughness loss is accounted for by

—4;70 )2

L, =el (2.11)

where o stands for the rms roughness in wavelength dimension. Note that as the fre-

quency increases, L, also increases, which degrades the increase in G4, in (2.8).

While G4, is the peak gain of the antenna, the actual gain involved in the power
calculation depends on the relative angular direction from the transmitter to the receiver.
The capability of accurate alignment between the satellite antenna and the earth station
dish depends on the pointing and tracking capability of the system. The presence of
the pointing error meas that the available gain in the skirts instead the peak gain of the

receiver has to be used in the power calculation. For a parabolic reflector with pointing

error ¢, (2.10) shows that

Cloa = G o8 (2.12)

2.2.3 Atmospheric losses

A propagating wave is subject to.the ‘propagation loss L, even in free space. When
propagating through the atmosphere, it tindergoes an additional power loss caused by
absorption and scattering of the wave by the constituent particulates of the atmosphere.
These particulates are a collection of gases, atoms, water droplets, pollutants, and so
on captured by the Earth’s gravity field. Since satellite links pass through the entire
atmosphere, we don’t consider the loss per kilometer of the link. The loss is a function of
frequency and elevation angle. Lower elevation angle results in severer atmospheric loss
because more of the path is within the atmosphere. When the frequency is increased to a
point that the wavelength approaches the dimension of the particulates, the loss becomes
significant. For example, severe absorption due to water vapor occurs at about 22 GHz

and 180 GHz. Another severe absorption due to oxygen molecules occurs at about 60

GHz and 118 GHz.

2.2.4 Rain and fog attenuation

The power loss or attenuation due to rain and fog is more complicated than the propa-

gation loss and atmospheric loss discussed. The attenuation is a function of the density

10



SATELLITE

ZERO-DEGREE ISOTHERM

iaaRalialial ity

PATH LENGTH WITHIN
RAIN OR FOG

FREEZING HEIGHT
hO
0,

EARTH
STATION e

Figure 2.6: Rain or fog attenuation from the ground to the zero-degree isotherm.
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A 0.25 mm/hr Drizzle

B 1.0 mm/hr Ligth rain

C 4.0 mm/hr Moderate rain

D 16 mm/hr Heavy rain

E 100 mm/hr Very heavy rain
F 0.032 gm/m® Visibility greater than 600m
G 0.32 gm/m’ Visibility about 120m
H 2.3 gm/m’ Visibility about 30m

Table 2.1: Rain and fog density for curves in Fig. 2.7

of the rain and fog, the path length within the rain and fog, and the frequency. Fig. 2.6 il-
lustrates the geometry of the path length within the rain and fog. The freezing hight hg is
the height from the ground to the zero-degree isotherm at which the water starts to be-
come frozen. Above the isotherm,the droplets are iceinstead of water. Ice droplets cause
far less attenuation. According to Fig, 2.65 and.[3], the path length within the rain and

fog is computed as

h
I, = — (2.13)

sin ¢,

where hy denotes the freezing height, and ¢, the elevation angle of the earth station.

With the path length [, at hand, we can determine the rain and fog attenuation by
using Table 2.1 and Fig 2.7. First choose the proper curve in Fig. 2.7 according to the
rain and fog density in Table 2.1. Next determine the attenuation in dB per kilometer
corresponding to the operation frequency. Multiply the path length [, by the attenuation
per kilometer and one can obtain the total rain or fog attenuation in dB for that path
length. For example, at the location 22° N latitude, for the probability of the occurrence
of the freezing height being 0.01%, the freezing height, hy = 5 km. Let the elevation
angle ¢, = 58°, the path length within the rain or fogl. = 5km/sin58° ~ 5.9 km. If
the link is operating at 29.5 GHz and the moderate rain is present (use curve C), the
attenuation is about 0.75 dB/km. The total power loss would be 0.75 dB/km x 5.9 km

= 4.425 dB. It should be emphasized that this power loss is not a precise calculation but

12



a rough estimation.

2.2.5 Receiver noise

In addition to pick up the radio carrier from the satellite transmitter, the receiver of
the earth station also collects interference or noise from other sources. This unwanted
fields primarily originate from the background radiation of galactic and cosmic sources
in the sky and atmospheric reradiation, and radio frequency interference, (RFI), from

terrestrial emitters.

In addition to these external noises, the internal electronics of the receiver can also
generate thermal noise. These internal and external noise combined to define the total
noise level of the receiving system. This noise level determines the required collected

power level from the transmitter to make the subsequent signal processing possible.

The amount of the receiver noise level is represented by the noise equivalent tempera-

ture, T¢,, which is defined as

T, =T+ (NF —1)290° (2.14)
where T denotes the background moise from the galactic and cosmic noise and N F' denotes

the noise figure of the receiver. A noise-Souree-with a temperature T, generates an ef-

fective one-sided noise spectral levél of
Neg = KT, W/Hz (2.15)

where k = 1.379 x 1072 W/KHz or — 228.6 dBW/K Hz is the Boltzmann’s constant.

The total noise power entering the receiver over a bandwidth Qgp is

P, = kT2 Qrp (2.16)

q
where Qrp is the RF bandwidth of the receiver. For example, let T, = 290K, and NF' =
2.0 dB or = 1.585, the noise equivalent noise temperature 7, = 26.62 dBK or =
459.2 K, where K is the degree in Kelvin. If the RF bandwidth Qgr = 1 GHz, from

( 2.16), the noise power can be computed as
P, ~6.33x107° uW or ~ —112dB (2.17)

2.2.6 Carrier-to-Noise Ratios

The RF carrier-to-noise ratio (CNR) is the ratio of the received carrier power to the
total noise power of the receiver. In general, communication links require that P. >

10P, for successful signal processing.
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The CNR is defined as

P,
CNR = p—r (2.18)

where P, and P, are defined in (2.4) and (2.16), respectively. Substituting for P, and P, produces

(EIRP)L,L,G,
CNR = 2.19
KTe Qg (2.19)
Normalizing the CNR by the RF bandwidth Q gz, we define the RF carrier-to-noise level
ratio
C EIRP)L,L,G,
_ | )Ly (2.20)
Neq KTy,
Rearranging (2.20) and we have
C EIRP G
_ (L, L] - [—] 2.21
Neq [ k } (L Lol T, (221)

(2.21) separates the contributions from each subsystem to C'/N,,. The first bracket in-
cludes only the transmitter parameters, the second includes the propagation parameters,
and the last the receiver parameters.;Note that therreceiver influences the C'//N,, through
the ratio G, /Ty,. The CNR in decibel form-is expressed as

G,
CNR@py = EIRPap) — kiag) L@y +Ladsy + (TO >(dB) — Qgrp(B) (2.22)
eq

2.3 Jamming Scenario

Fig. 2.8 illustrates the geometry of the communication jamming scenario in which the

receiver is jammed. The jamming power arriving at the antenna of the receiver is
J = P;G,G,jLy;Lg; (2.23)

where P; is the jammer output power, G, the transmitting antenna gain of the jammer
in the direction of the receiver, G,; the receiving antenna gain of the receiver toward
the jammer, A the wavelength, and L,; and L,; the jammer propagation loss and atmo-

spheric loss, respectively.

For an earth-space communication uplink, (2.4) defines the carrier power arriving at the
the receiver antenna. According to [3], to follow the conventional notation in electronic
warfare or EW, we use the symbol S instead of P, for the carrier power collected by the

receiver antenna. The jamming-to-signal power ratio (JSR) can be expressed as

J _ (EIRP))Gy;Ly;Las (2.24)
S (EIRP)L,L,G, |
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where G, is the receiver antenna gain in the direction®of the intended transmitter. Sup-

pose that L, = L,; and L, = L,; and éxpress-the: JSR in decibels form, we have

JSR(dB) = EIRPJ(dB) 5 (EIRP)(dB) + Grj(dB) — Gr(dB) (2.25)

2.4 Ka Band Link Budget Analysis

In this section, we use the analysis results stated in the preceding section for the analysis
of Ka band uplink budget. Different example scenarios under rain attenuation and the

presence of jamming noise are given.

Consider the scenario illustrated in Fig. 2.9, the uplink jamming may or may not be
present at the satellite receiver. The uplink analyses for various situations are given in
table 2.2. Note that in the link budget analyses, the pointing error loss, the polarization
loss, and the circuit loss (IFL loss) are also included in the calculation. For the jammer
uplink, additional off-axis loss and circuit loss are considered. Since we assume that the
uplink is an frequency hopping spread spectrum (FHSS) link, a processing gain presents

in the calculation of the jamming-to-signal power ratio (JSR).
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Scenario Remarks
. . Clear Rain/ Rain/
Entity parameters UNIt | Clear Sky|  Rain | skyidam()| Jam@) | 3am(2)
Earth Station
1 Freguency GHz 29.5 29.5 29.5 29.5 29.5
2 Antenna efficiency=60%
3 Elevation Angle degree 58 58 58 58 58
4 Diameter m 0.6 0.6 0.6 0.6 0.6
5 Directional gain dBi 43.15 43.15 43.15 43.15 43.15
6 Loss dB -3.9 -3.9 -3.9 -3.9 -3.9 estimated
7 Transmitter power dB 3.01 13.98 3.01 9.03 13.98
8 Watts 2 25 2 8 25
9 Earth station EIRP dBwW 42.26 53.23 42.26 48.28 53.23
10 Boltzmann's constant dB:\;/K -228.6 -228.6 -228.6 -228.6 -228.6
11 [Channel & Lossses 7=36,332.72km
12 | Propagation loss dB -213.12 | -213.12 | -213.12 | -213.12 | -213.12 assumed
13 [ Atmospheric loss dB NA -20 NA -20 -30 rain fade
14 | Pointing loss dB -0.5 -0.5 -0.5 -0.5 -0.5 estimated
15 | Polarization loss dB -0.2 -0.2 -0.2 -0.2 -0.2 estimated
16 |Satellite uplink receiver
17| Antenna efficiency=60%
18 Diameter m 2.54 2.54 2.54 2.54 2.54
19 Directional gain dBi 55.68 55.68 55.68 55.68 55.68
20 Antenna temperature K 290 290 290 290 290
21 | Receiver noise figure dB 2 2 2 2 2
22 | Sysytem temperature dBK 26.62 26.62 26.62 26.62 26.62
23 | IFL loss dB -3 -3 23 -3 -3
24| GIT dB/K 26.06 26.06 26.06 26.06 26.06
25 |Jammer
26 | Antenna efficienvy=60%
27 Diameter m 5 5 5 5 5
28 Directional gain dBi 61.56 61.56 61.56 61.56 61.56
29 IFL loss dB -2 -2 -2 -2 -2
30 | Jammer transmitter dB NA NA 21.85 28.01 49.03
31 Watts 0 0 153 632 80,000
32 | Jammer EIRP dBW 59.56 59.56 81.41 87.57 108.59
33 | Off-axis loss dB -13 -13 -13 -13 -13
34 | Pointing loss dB -11 -11 -11 -11 -11 assumed
35 | Polarization loss dB -0.2 -0.2 -0.2 -0.2 -0.2
36 Propagation loss dB -213.12 | -213.12 | -213.12 -213.12 | -213.12
37 | Carrier bandwidth MHz | 3.90625 | 3.90625 | 3.90625 | 3.90625 | 3.90625
38 |Spread spectrum MHz 1,000 1,000 1,000 1,000 1,000 FHSS
39 |FH processing gain dB 24.08 24.08 24.08 24.08 24.08
40 |SAT. received carrier dBW | -118.88 | -127.91 | -118.88 | -132.86 | -137.91
a1 |SAT. Carrier-to-noise @B | 1718 | 815 | 17.18 320 | -185
power ratio (C/N)
42 |Jamming power at SAT. | oy [ NA NA | -103.23 | -117.07 | -106.05
receiver
43 |SAT-Jamming-to-signal dB NA NA -8.43 -8.29 7.78
power ratio
4q [SAT- Carrier-to-noiselevel | o |31 | 7407 | 8310 | 6912 | 6407
ratio (C/Ngg)

item 40=9+12+13+14+15+19+23
item 41=9-10+12+13+14+15+24-37
item 42=32+36+34+35+19+33+23
item 43=42-40-39

Table 2.2: Ka band Uplink analysis under different scenarios.
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Figure 2.9: An uplink with or without jamming present.
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Chapter 3

DFT-based frequency hopping code

acquisition schemes

Mixer Dehopped

Input signal | FH carrier IF signal FH signal
- modulator Channel dehopper

Ji Ji

Local Oscillator Local
oscillator oscillator

Synchronization
system

Figure 3.1: An frequency-hopping spread spectrum communication system.

Fig.3.1 illustrates the block diagram for an frequency-hopping spread spectrum com-
munication system. The local oscillators at the transmitter and the receiver must generate
the same frequency pattern. At the receiver, the synchronization system is responsible

for the alignment of the locally generated FH sequence with the received one.

An frequency-hopped spread-spectrum (FHSS) receiver must generate a frequency hop-
ping pattern (code) that is synchronized with the received FH pattern. That is, the
corresponding FH chips or dwell intervals must precisely or nearly aligned. Unless FH
synchronization is achieved, data demodulation and other post-detection processing can

not proceed.

FH code synchronization process is often divided into two stages : The first stage is

referred to as the (FH) code acquisition phase. It is a process that is responsible for
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the alignment of the locally generated FH sequence with the received one such that the
relative hop offset is less than half a hop interval. The purpose of the second stage is to
further reduce the hop timing offset and maintain the offset to within a small number.

Only the acquisition phase is considered in the thesis.

3.1 Matched-filter FH code acquisition scheme and its discrete

equivalent
S z, |
! ) ;z |
| J, ()i o— () |
| |
o .
lljlflcflgrii | s (27-E f;t) ) 4 |

Figure 3.2:*A single non-coherent demodulator.

For the receiver, there is an M-fold ambigtity associated with correct alignment of the
FH sequence b = {by,bs,...,by}. Theracquisition subsystem is responsible for resolve
this ambiguity. An optimal (ML) synchronizer would use a bank of M matched filters with
each one matched to one of the cyclic-shifted version of b, which results in the following
possible patterns, {f1, fo, -+, farks {fos fo, o fars i} Ay fas oo s o, Sty U,
fi, fa, -+, far—1}. The corresponding complexity becomes impractical for large M. A fea-
sible approach that solves the complexity issue is the serial search approach that uses
a single matched filter (Fig.3.2) which examines each candidate FH pattern one-by-one.
In the worst case, the serial search scheme might require M periods of the FH sequence
before finding the correct one. A possible tradeoff is to use a combined parallel-serial
search scheme that distributes the responsibility of resolving the M-fold ambiguity among
L (< M) matched filters. Fig. 3.3 illustrates a scheme using a bank of M non-coherent
demodulators. Each non-coherent demodulator has two branches, each of which consists
of a correlator, an integrate-and-dump device, and a square-law envelop detector. This
non-coherent matched-filter bank performs analog short-term Fourier Transform of the
incoming signal.
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Figure 3.3: (a) A bank of non-coherent matched filters that performs DFT operation. (b) Non-coherent
matched filter at f = f;.

We shall derive the discrete equivalent of the matched-filter bank. Before starting the
mathematical derivation, we make the following bagic assumptions:

e No information modulation is invelved during code acquisition.

e The misalignment between the received code sequence and the local code sequence

is an integer multiple of one hap.
e Doppler shift induced by the transmission channel is negligible.

e The RF mixer has an idealistic rectangular frequency response.
The second assumption is illustrated in Fig. 3.4. With these assumptions on hand, we

are ready to begin the derivation. In Fig. 3.3, the output of the j** demodulator over

((I = 1)T},1T3,] can be written as

12> = </(;_T:)T 7 (t) - cos(27rfjt)dt)2 + (/(;_T;T T (t) - sin(Qijt)dt)2
= | F 0y | jfj for t € (1 — V)T T (3.1)

where .7 {®} denotes the Fourier Transform operation and 7(t) is the down-converted FH
signal. This result shows that the non-coherent matched-filter bank can be implemented
by taking the DFT of the discrete version of the down-converted FH signal and then
obtaining its squared magnitudes. A carrier selector and an FH pattern generater can
also be added to complete the dehopping process. The frequency dehopper via DFT is
shown in Fig. 3.5.
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Figure 3.4: Two illustrative cases for hopping pattern alignment.
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Figure 3.5: Frequency dehopper via DFT
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3.2 Discrete equivalent code acquisition schemes

In this section, we propose various code acquisition schemes using the DFT-based

structure.

3.2.1 An all-digital direct-conversion receiver architecture

2 .
RF B ‘DFT‘ . Carrier Post-detection
down-converter > AD 3> — . selector > signal =
/|\ Nr . processor

carrier | e

FH code
synchronization uwp
subsystem

%

Figure 3.6: Direct-conversion all-digital programmable receiver.

Fig. 3.6 illustrates a direct-conversion all-digital pregrammable receiver. The receiver
places a wide-band A /D converter at the output-of the RF mixer and takes DFT on the
output samples for further post-detection processing. The |DFT|? is divided by N; which
is the FFT size so that the energy (or power) in the spectral domain is equal to that
in the time domain [14]. Such a receiver architecture was used by an U.S. broadband
satellite network in the early 90’s. It is naturally suited for multi-carrier signals and allows
very flexible signal processing options for anti-jam applications. For an FH waveform,
the post-detection signal processor can then select the desired subchannel(s) for each
DFT frame, immediately filtering all out-of-band noise and interference and fulfilling the
frequency de-hopping process. Note that for the A/D, the sampling rate must be high

enough to satisfy the Nyquist criterion to avoid aliasing.

As will be shown, efficient FH code acquisition schemes can be realized with this receiver
architecture. In fact, a discrete parallel FH code acquisition scheme that accomplishes
acquisition in just one period becomes possible. In other words, the FH code acquisition
scheme can be implemented with an all-digital circuit. There is no need to use analog

devices (except for the RF front end).
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Figure 3.7: Time-frequency matrix of the acquisition process for the received frequency sequence

{f1, f2, f3, fa, f5, f6} (only 6 frequencies are shown for illustration).

3.2.2 Parallel computing of all possible test statistics

As mentioned before, there is M-fold arhbigﬁity‘associated with correct alignment of the
FH sequence. The DFT operation produces -M squared spectral magnitude |z;;|* of the
down-converted FH signal in the lth:hop, each édfrespoﬂding to fjforj=1,2,--- , M. We
define that |z;|* = |S; + Nj|? when tha signal is présent, and |z;|? = |N;|*> when the
signal is absent. S;; and Ny represént the signal Corhponent and the noise component at

frequency f; in the I'™ hop, respectively.

Fig. 3.7 illustrates the acquisition process of the discrete code acquisition scheme for
the received frequency sequence {f1, fa2, f3, f1, f5, fo}. Since the DFT spans the discrete
spectrum of the signal, M (M=6 in this example) squared spectral magnitudes produce in
Fig 3.7 during each hop. At the end of the first hop (0 < t < 17},), the squared magnitude
|zn|2 at f; contains both the signal and noise components while the others contains only
noise components. Similarly, at the end of the second hop (17}, < ¢t < 27},), the squared
magnitude |290|? at f; contains both the signal and noise components while the others
contains only noise component. By the same way, one can easily guess the results for the

others. The following sums or test statistics can be computed simultaneously: (see the
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dashed line in Fig. 3.7)

Let’s consider one more case in which the frequency

Y3

Y3

Y,

211 ) + |222]% + | 233" + [2aa]? + |255]° + | 266]*
corresponding to { f1, f2, f3, f1, f5, f6}
|]\721|2 + - |]V16|2

corresponding to { fa, f3, fa, f5, f6, [1}

corresponding to { fs, fe, f1, f2, f3, fa}
|N61|2 + -+ |N56|2-
corresponding to {f(j,fl, 12,

f3s fas f5}

Séquence {f57 f67 fla f27 f37 f4} is the

correct FH pattern. The time—freciﬁency" m&‘&m&for ’ghié pattern is shown in Fig. 3.8. This

time, the signal stays at f5 during tlie first hop, then it hops to fg during the second hop,

so on and so forth. The adder calculates the f‘b‘llowing sums: (see Fig. 3.8)

FREQUENCY

\
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0 17, 2T, 371, 47, 5T, 67,

Figure 3.8: Time-frequency matrix of the acquisition process for the received frequency sequence

{f57f6;f17f2;f37f4}'
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Y, = |N11\2 + -+ |N66‘2

COHeSpOHdng to {fla f27 f37 f47 f57 fG}

Yy = «ovvn-
corresponding to { fo, f3, fa, f5, fe, f1}
Yy = «oonv-
corresponding to { fs, f1, f5, f6, f1, f2}
Y, = «oonn-
corresponding to { fs, f5, fs, f1, f2, f3}
Vs = |zsl® + |26 + |21s]” + |24 + |235]° + |26
corresponding to { fs, fs, f1, f2, f3, fa}
Ys = |Nel>+ -+ |Nso|

corresponding to { fs, f1, f2, f3, f1, [5}

One can extends these results difeetly to thé.case in which M (> 6) frequencies
{f1, fa, -+, fur} are used. After allthe M sums have been calculated, all possible statistics
are obtained. There are several advantage of the DFT-based scheme over the correspond-

ing matched-filter bank:

1. The discrete code acquisition scheme ¢an be implemented all with digital circuits.
There is no need to use analog devices like the 7 phase shifter, the mixer, and the

integrator.

2. The discrete code acquisition scheme can achieve code acquisition in one period of

the code sequence.

3. The spectral outputs from the DFT block can be fed to the channel state estimator

(which will be included and explained later) to provide the channel state information.

3.2.3 ROC of the non-Coherent matched-filter bank

With all the possible statistics on hand, we are at a position to derive the mathematical
expressions for the receiver operating characteristics (ROC) for the non-coherent matched

filter.
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The down-converted FH signal plus noise at the input to the demodulator bank can

be expressed as
7(t) = §(t) + n(t) (3.2)
for (1 —173,) <t <ITy. I =1,2,---, M. The signal component can be written as
5(t) = Acos(2m fit + 6,) + jAsin(27 fit + 6,) (3.3)

where A denotes the amplitude for both the in-phase and quadrature components, f; the
transmitted frequency for the [** hop, and §; the initial signal phase associated with one
particular hop. The phase 6, is an independent random variable from hop to hop, and is

uniformly distributed within the same hop. The noise can be written as
(t) = ne(t) + jns(t) (3.4)

where n.(t), ns(t) are band-limited, independent, lowpass, zero-mean Gaussian noise pro-

cesses with variance o2.
The output at a single non-coherent matched filter for the I** hop is

25 = (8jot 1) F (5)s'F 1bs) (3.5)

A sum variable or test statistics is formeéd-by-accumnlating M “z2”

0 each selected from

one hop.
Vi = 24zt + 2y
Y, = 231 + Z§2 +oot 212\4(M71)
(3.6)
Yy = zZiy+2h++ 2w
Y, fort=1,2,---, M each is a sum of the squares of 2M independent Gaussian random

variables with common variance o3. M of these variables each has a mean of s;. and

another M each has a mean of s, if the signal is present. All the 2M variables have a
zero mean if the signal is not present. Let Y; denotes the sum variable that contains all
the FH signal components, that is, s;. = s;s = A, and Y; has a non-central chi-square
Probability Distribution Function (PDF) given as [4]
1 (v (M-1)/2 —(s%+y;) /203 s
m(;ﬁ) e Y% 'IM—l(\/E%)a ¥i >0

fv (y; | signal present) = (3.7)

26



where s? = ij\il A% = M A% is the non-centrality factor and I,,(-) is the modified Bessel
function of the 1 kind.

For all the other sum variables Y;,t # ¢, that contain only noise components, that is,

sjc = 8js = 0, each Y; has a central chi-square PDF given as

M—-1) _.. /925
e 20

fv (y; | signal absent) = (3.8)

where I'(+) is the Gamma function.

The probability that Y; exceeds the threshold n when the signal is present is
Py = / fy (yi|signal present)dy;
"

n
= 1- / fv (y;|signal present)dy;
0

T g\ (M=D/2, , s
- 1 _<_Z) S H208 1 (S dys
| 5 ) Vi)
= 1— Fy(n|signal present) (3.9)

where Fy (-) denotes the Cumulatwe Distribution Funetion(CDF) of Y.
5(2M) = M being an integer,

For m =
Fy (n|signal present) = 1 — QM(i, —77) (3.10)
Og Oy
and by using (3.10) in (3.9), we have
N
Py =Qu(=, i) (3.11)

0o Op

m—1
In (3.11), Qm(a,b) = [;° x(%) e~ @ Ha)/2 [ (ax)dx is the generalized Marcum’s Q

function of orderm .

The probability that a Y;,t # ¢, exceeds n when the signal is absent is
Ps, = / fy (y¢|signal absent)dy,
"

"
= 1—/ fv (y¢|signal absent)dy,
0

1 TM=1) /202
fnd 1 — <—> ( yt/2‘70d
32V (M) / oot v

= 1 — Fy(n|signal absent) (3.12)
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The CDF is computed as

M—1 ,
1
Fy (n|signal absent) = 1 — ¢~/ Z il <T22>] (3.13)
j=0 /" 0
and by using (3.13) in (3.12)
pmey | 7\’
/202
Ppo = /26 3 F<Tf2> (3.14)
=077 770

3.2.4 Serial acquisition scheme

The serial acquisition scheme compares each of the accumulated sum variables against
a preset threshold 7 in a serial order. Once any one of the M sum variables being tested
has a value greater than n, the test stops and a detection is declared. For example, if
the j sum variable, Y}, exceeds the threshold 7, a declaration of “coarse synchronization
achieved” is made and the frequency sequence {f;, fj41,- -, fj—2, fj—1} is recognized. If
the signal is actually present and received in the declared pattern, an event of a correct
detection occurs. However, if the signal,is .not present, an event of false alarm has

occurred.

Let’s assume that the threshold=test process begins from the first sum variable without
loss of generality. A correct detection:oeenrs-if-the i sum variable Y; contains signal
components and has a value greater than or equalsn. According to the above statements,
the probability of a correct detection, Pp, can be characterized as

1 — .
Pp = > (1= Pr) Py

i=1

Py 1_(1_1fa)
— . 3.15

where P, and Py, are given in (3.11) and (3.14), respectively.

An false alarm occurs if any one of the sum variable Y; that contains only noise com-
ponents has a value greater than or equals 7. (doesn’t matter if the signal is present or

absent). The false alarm probability is
Pra=1—Pp—(1-P,)" (1 - PR) (3.16)
The last term in (3.16) is the miss probability of the serial scheme, that is,

Py = (1= Pr)=1(1 = Py) (3.17)
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3.2.5 Maximum likelihood acquisition scheme

In the maximum likelihood acquisition scheme, we select the maximum sum variable

Y; and recognize that the corresponding frequency sequence is the received sequence. In

mathematical form, the probability of a correct detection is given by

Pp = Prob{y; = max y;;i=1,2,---, M|signal present}

= / [y (y;|signal present)[
0

i=1,i#]

M vj
H / [y (yi|signal absent)dy; | dy; (3.18)
-Jo

When the signal is present, fy (y;|signal present) is an non-central chi-square distribution;

see (3.7). The operand of the consecutive product operator represents the CDF of each of

the other M-1 sum variables with values smaller than y;. fy (y;|signal absent) is a central

chi-square distribution. The CDF can be computed via (3.13).

Next, we shall use (3.7) in (3.18) for the derivation of an analytical expression for Pp.

The following changes of the variables are needed.

52 = 20.Mp

Y= 20,0
Substituting (3.19) and (3.20) into*(3.7), we obtain

ﬁf (¢ | signal present), ¢ >0
[ ?(?3|Signal present) =

where

y 1 g\ (M-1)/2 A A
f(y | signal present) = 507 <MLB> e~ MBI 1y (24/ MBY)
if the signal is present. Using (3.20) in (3.8) results in
#}E(Q | signal absent), ¢ >0
0
fy(9]signal absent) =

where

f(7 | signal absent) =

if the signal is absent.
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For the clarity of notations, we use y in place of y; and y; since they actually rep-
resent the same random variable. Substitute (3.21) for f(y;|signal present), (3.23) for

f(y:|signal absent) in (3.18) and the detection probability can be expressed as
0o 7 (Mﬁl)
Pp = / f(7 | signal present) [ / f(7 | signal absent)dgj] dy
0 0

o (1)
= / f(y | signal present) [’y(yj, M)] dy (3.25)
0

where y(a, b) is the Incomplete Gamma function.

False alarm probability is the complement of Pp, and can be computed by
Prpa=1-Pp (3.26)

From [5], for large M, (3.25) must be evaluated with alternate methods. Since the deriva-

tion is beyond the scope of our analysis, we will not present the derivation here.

3.2.6 Max-threshold acquisition scheme

In the serial acquisition scheme, ¢ach of the:sM'sunr.variables is threshold-tested against
a preset threshold 1 one by one. “The acquisition process continues until a sum variable
value is equal to or greater than 7. While'm the maximum likelihood acquisition scheme,
the maximum sum variable is selected:and the corrésponding hopping pattern is consid-
ered as the correct pattern. A hybrid test that combines the features of these two schemes
is possible. One decides that the correct hopping pattern is the one corresponding to the
maximum sum variable which is greater than the preset threshold n. We refer to this

scheme as the max-threshold acquisition scheme.

For the max-threshold acquisition scheme, the detection probability, Pp, is the proba-
bility that the maximum sum variable Y} exceeds the threshold n when an FH signal is

present. In mathematical form, it reads

Pp = Prob{y; = (max y;) > n;i=1,2,---, M|signal present}
= /OO f(y;|signal present)[ ﬁ /yj f(yi|signal absent)dy; | dy; (3.27)
n i=1,ij V0
This expression is identical to (3.18) except that the lower limit, 0, of the outer inte-
gration is replaced with the threshold 7. Again, we replace the variable y by y; and y;.
Substituting (3.21) and (3.23) into f(y;|signal present) and f(y;|signal absent) in (3.27)
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and making a corresponding normalization of the integration limits, we obtain
Pp = / f(7 | signal present) [ / f(7 | signal absent)dgj] dy
Ul 0

(M-1)
|

— [t st presenn) 53,01
Ul
On the other hand, the false alarm probability is
M "
Prpy=1-— [H (/ f?(@)dﬁ)]
i=1 70
Substituting (3.23) into (3.29) and replacing 7 by 7, we have

ﬁ (Mﬁl)
Pry = 1-— [/ f(7 | signal absent)dgj]
0

- {v(ﬁy M)] o

When Pry < 1, it can be shown that [5]
Pry M E.(7)

and

&
2

/ f (1 [ signal present)dy
7

(1>
O
=y
§>
=

where

= P(M,7)

(3.28)

(3.29)

(3.30)

(3.31)

(3.32)

(3.33)

In (3.32) and (3.33), Qu(a,b) is the Marcum’s Q function of order M and T'(-) is the

well-known Gamma function. 3 can be obtained from (3.19)

3.3 Computer simulation and numerical results

In this section, we present the simulation model for the acquisition schemes described

in section 3.2. The performance of the detection probability Pp using the three different

schemes, namely, the serial acquisition scheme, the ML acquisition scheme, and the max-

threshold acquisition scheme, are investigated. The false alarm probability Pr 4 is treated

as a parameter in computing the detection performance in AWGN channels.
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For the serial acquisition scheme, (3.16) shows that the false alarm probability, Pga,
depends on Pp, Pj,, and P;. By using (3.11), (3.14), and (3.15) in (3.16), Pp4 can be
computed. If we set Pry = 1072 and that every elements in the M x M time-frequency
matrix has a variance of 2, or, equivalently, the noise power equals 2, then for SNR=
—12,—11,- -+, 0, the corresponding threshold, 7, falls in the range (670, 677). We selected
n = 677 in the simulation. n = 695, 712, 727 are obtained for Pr4 = 107*,107°, and 1075,
Similar results can be obtained for the max-threshold acquisition scheme by using (3.31).

For the moment, we assume that the noise power is perfectly known by the receiver.

3.3.1 Generation of hopping patterns

To generate a random code sequence with period M=256, a full-length shift-register
cycle, also referred to as a binary Debruijn sequence[6] of length 256 is used as the PN
sequence to determine the 256 carrier frequency sequence for transmission of the FH
signal. A DeBruijn sequence, denoted as b = (b, by, -+ ,ban_1), is a periodic binary se-
quence with period 2". Every binary n-tuplesb, occurs exactly once during one complete
cycle. One advantage of the Debruijn sequence issthat it has a length of power of 2.
This makes the choice of the Debruijn sequence in-the discrete code acquisition scheme
allow efficient computation of the.FFE algorithm. We set n = 8 so that 28 = 256 unique
shift-register states in one period can be generated. Algorithms for the generation of

Debruijn sequence can be found in [9][10].

The frequency sequence is designed to hop between a total spectral width of W,. In
the simulation, W,,=1GHz, extending from DC to 1GHz. The total spectral width Wy, is
divided by the number of the hopping tones, M, to produce M=256 hopping frequencies.
The specific frequency used in a particular hop is determined by the state of the Debruijn
sequence. M=256 time samples are used as the input to the FF'T block and the output

are M=256 discrete spectral components at 256 hopping positions.

3.3.2 Performance in AWGN

Fig. 3.9 compares the numerical performance of the serial and ML acquisition schemes.
For the serial acquisition scheme, P, — 1 as SNR — —2 dB while for the ML scheme,
Pp — 1 when SNR — —4 dB. Shown in Fig. 3.10 is the numerical behavior using
the max-threshold acquisition scheme whose performance is similar to that of the serial

scheme.
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Figure 3.9: Numerical results for the serial acq
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Figure 3.10: Numerical results for the max-threshold acquisition scheme in AWGN channels;M=256.
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3.3.3 Impact of the hopping pattern period

All the numerical results given in the former subsection are based on a code sequence
of period M = 256. We now examine the effect of the detection period (M = 128 and
M = 512) on the detection probability performance. Fig. 3.11- 3.12 plot the performance
with period M = 128. As expected, the performance improves as the detection period

increases.

The performance of the schemes using a sync sequence of length M = 512 are also given
in Fig. 3.13— 3.14. As expected, the performance is superior to that using a sync sequence
of period M = 256. Although a shorter period sequence requires a faster acquisition time,

it does need a higher SNR to achieve the same detection probability.
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Figure 3.12: Numerical results for the max-threshold acquisition scheme in AWGN channels;M=128.
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3.3.4 Mean acquisition time

T =MT,
S, = Start node
ACQ = Acquisition (also finish node)
Miss = Miss

FA = false alarm

P, = Detection probability

P, = Miss probability

P., = False alarm probability
A = Number of penalty time

units due to false alarm

Figure 3.15: Transform domain state diagram for the acquisition process of the serial and the max-

threshold acquisition schemes.

The acquisition time, Tscq, is=defined as the time needed to acquire the correct tim-
ing. Obviously, T'acq is a random variable-that-depends on the acquisition scheme, the
sequence period, and the operating“SNR. Shown.in Fig. 3.15 is the transform domain
state diagram for the serial acquisition process that employs the max-threshold scheme,
assuming that the acquisition process will not stop until the true hit is declared. The
acquisition process always starts from the Sy node. Following the conventions used in
describing finite-state diagrams, we label each branch by the product of the transition
probabilities associated with a path starting at the originating node to the terminating
node of the branch. An integer (including zero) power of the variable z is used to denote

the time units spent in traversing a particular branch.

The generating function of the acquisition time can be readily obtained from transform

domain representation:

H(z) = Z Z P(ACQ after k miss, (n — k) false alarm) - 2F7H(n=RHO+ITHT

n=1 k=1
— Z ZPD . P]]\Z . P}(;l;k) . B+ )T+ (n—k)(A+1)T (334)
n=1 k=1
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The mean acquisition time is obtained by differentiating H(z) with respect to z and

evaluating the result at z =1

_ OH (z)
Tace = —5—|._,
= Y N [(k+ )T+ (n— k)N +1)T] - Pp- Py - PEY
n=1 k=1
B —~ATPpP% Pk ATPpPy Pt | Py Pra
 (PyPpi—1)(Py—12 (PyPpi—12|1—Py 1—Ppy
PM PFA PM PFA
A+ 1 3.35
R ey il ¢ w1 Il wy sl = (3.35)
Pz

T =MT,
S, = Start node
ACQ = Acquisition (also finish node)
Fd— False alarm
Py = -Detection probability
P, = False alarm probability
A

Number of penalty time
units due to false alarm

AT
z

Figure 3.16: Transform domain state diagram for the acquisition process of the maximum likelihood

acquisition scheme.

Fig. 3.16 shows the transform domain state diagram for the acquisition process of the

ML acquisition scheme. The generating function of the acquisition time is

H(z) = ZP(ACQ after (n — 1) false alarm) . (=D (T+AT)+T

n=1
_ ZPD . P}(;Z;l) . o (=D)(THXT)+T (336)
n=1
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The mean acquisition time is obtained by differentiating H(z) with respect to z and

evaluating the result at z =1

TACQ

0H (2)
0z

o0

Z [(n=1)(T+XT)+T] - Pp- Plgrjq—l)

TPp(1+4 APry)
(1= Pra)?

z=1

(3.37)

The mean acquisition time performances of the proposed schemes are given in Fig. 3.17.

It is seen that the ML acquisition scheme has a much better mean acquisition time

performance than the other two.
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Figure 3.17: Mean acquisition time performances for various acquisition schemes.
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3.4 Acquisition with imperfect noise power estimator

For the serial and the max-threshold acquisition schemes a proper threshold, 7, needs
to be determined so that a decision on acquisition can be made. To determine the value of
n, first recall that in (3.11), Py = Py(0,7n) if s is known, and from (3.14), Py, = P.(00,7)
if M is known. Using these equations in (3.15) and substituting the results in (3.16), we
find that the false alarm probability can be written as a function of the standard deviation

0o (or equivalently, the noise power) and the threshold 7.

Pry = Ppa(og,n) (3.38)

Thus if 0y is known, or, the noise power is known, n can be determined for the required

false alarm probability Ppg4.

In the previous simulations, we assume that the 02 = 1 so that the noise power equals
2. In this way, for the serial and the max-threshold schemes with M = 256, n = 677
is a proper threshold for the required falseralarm probability Pr4 = 1073, In practical
environment, we usually don’t know the rehannel noise power in advance and have to
measure or estimate it. If we wailt to use someé particular value of n for a required false
alarm probability, the incoming noise power hasto be normalized to a certain value. For
instance, if we use the threshold n =677 and require a false alarm probability of 1073,
the incoming noise power has to be normalized such that 2 = 1. That is to say, n = 677
is a proper threshold when o2 = 1 but not a proper one when o7 # 1. For the code
acquisition schemes with threshold testing to function properly, the the noise power has
to be estimated and normalized. Furthermore, once the received signal power is also

known, together with the normalized variance, the detection probability can be predicted

according to the SNR.

3.4.1 Noise power estimator using time/frequency samples

Since the DFT-based code acquisition schemes span the spectrum of the digitized
version of the incoming signal plus noise, it is reasonable to perform the noise power
estimation in both the frequency domain and time domain. Fig. 3.18 depicts the code
acquisition scheme with noise power estimator. The outputs from the squared-magnitude
DFT device are delivered to the noise power estimator. The same outputs are also sent
to an accumulator which collects the squared spectral components. The noise power

estimator generates the estimated noise power for each hop. The estimated noise power,
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26

Noise/Jamming
Power
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Figure 3.18: Code Acquisition Scheme with Full-band noise power estimator.

262, is used to normalize the squared spectral components stored in the accumulator.

Fig. 3.19 illustrates the matrix of squared time-frequency elements used for power
estimation. Ny is the FFT size. The |DFT|? is divided by N; so that the power in the
time domain is equal to the power in the frequency domain. Suppose that the received
noise is zero-mean and has a power of,26% For the first received hop interval, M squared
spectral elements are generated afd stored in the first column of the matrix. For the
second received hop, another M squared spectral elements are generated and stored in
the second column of the matrix.=This pFecess continues until the M hop is received.
Thus after a single period of the code sequence; M x M squared time-frequency elements
are stored in the matrix. The estimated noise power is calculated as

M M
Zj:l >y lzal
M - N,

M M
Zj:l Do lzal
M2

262 =

(3.39)

In (3.39), N; = M. Note that, when the signal is absent, |z;|?’s are i.i.d., central
x*(2)-distributed random variables, (x*(2) means Chi-square-distributed with degree of

freedom 2), and they are non-central x?(2)-distributed when the signal is present.

Let A = 262 for convenience. X is a sum of M? ii.d., (approximately) central x3(2)-
distributed variables (when the signal is present, only M elements in the M x M matrix
contain the signal components. The signal power is diminished by 10log M dB after
divided by M and therefore can be ignored when it is not significantly stronger than
the noise power) and therefore a (approximately) central x?(2M?)-distributed random

variable.
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The sample mean of s

ey e -
] ; il 1
By, 5 ) : (3.41)

1 M M |Z'l|2 2
Ug\: M2—1ZZ<J\22 _775\) (3.42)
The PDF of )\ can be written as

) “ 2M?2—1 Y
) = e A, A>0 3.43
Ja(\) 202 - T(2M2) (20—§> € Az (3.43)

Note that the output of the noise power estimator is the inverse of .

The random variable at the input of the adder in Fig. 3.18 is a ratio of two chi-square
random variables with different degree of freedom. Let’s denote by Y; the ratio % Since
both Y; and A are non-negative, according to [13], the PDF of V; is

Fr@ = [ A O i (344
A=0

If the joint PDF of ¥; and A, le/\(j\g,, 5\) is given, fy.(7;) can be computed.
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The probability that a single Y; exceeds the threshold 1 when the signal is present is

P, = / fv,(i|signal present)dy; (3.45)
n

The probability that a single Y; exceeds the threshold n when the signal is absent is

Py, = / v, (¥:]signal absent)dy; (3.46)
n

The detection probability Pp and the false alarm probability Pr4 can be obtained by the

same way used in the ideal cases.

3.4.2 Performance in AWGN using 2D noise power estimation

In this subsection, we give the numerical results for the aforementioned schemes with
noise power estimation. For the convenience of simulation, a zero-mean AWGN process
with variance (power) 2 is generated to model the channel noise. Fig. 3.20 and Fig. 3.21
illustrate the detection probability performance for various schemes when the noise power
is estimated. We observe that the performance is very close to those for the ideal cases.
(see Fig. 3.9 through Fig .3.10). Nete that in these figures Pp for the non-ideal case is
better than that for the ideal case ati somie ‘points.. We explain this as follows : since
the normalization quantity ( thelestimated hoise power 262 ) is a random variable, the
random variation of 262 results in“the dtift of 7). Recall that Pp and Pr4 both depend
on 7. When 7 varies randomly, Pp and*Ppgy also vary randomly. Therefore, Pp for the

non-ideal case can sometimes be higher than that for the ideal case.
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Figure 3.21: Numerical results for the max-threshold acquisition scheme in AWGN. Both the ideal and

the non-ideal cases are given; M=256.

44



Chapter 4

Anti-Jam Performance of
DFT-based Code Acquisition

Schemes

In the scenario like military communication in battlefield, it is very likely that the
adversary employs the communicatieh jamming technique trying to downgrade or even
disable a military communication’system. ‘When a jammer is present, both the channel
AWGN noise power and the jamming powér are injected into the receiver whence the
performance of an acquisition scheme-is degraded.  To have a robust performance, a
acquisition subsystem has to be capable ofestimating the power of the noise and the

jamming power.

In this chapter, we discuss the performances of the code (hopping pattern) acquisition
schemes in a jamming environment. Two kinds of jammers, namely, the full-band noise

jammer (FBNJ) and the partial-band noise jamming (PBNJ), shall be considered.

4.1 Communication jamming strategy

Two types of waveforms are often employed to jam a communication system. The first
type consists of a noise signal modulated on the carrier signal. The noise has the same
bandwidth with the target signal and has the effect of elevating the background noise in
the jammed spectrum in which the target signal occupies. The second type also consists
of a carrier signal modulated with a noise signal. The noise signal now has a bandwidth
narrower than that of the target signal and thus occupies only a part of the spectrum of

the target signal.
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Figure 4.1: Full-band noise jamming spreading across the entire receiving spectrum.

4.2 Performance in full-band noise jamming

For the full-band noise jamming, a random noise waveform is modulated onto a carrier
signal. The noise energy is spread across the entire spectrum used by the target receiver,
as shown in Fig. 4.1. The attempt of the jammer is to interfere with the target signal
by implanting the intended noise into the receiver. The FBNJ is also called full-band

jamming or sometimes called barrage jamming.

Full-band noise jamming essentially brings the batkground noise at the receiver to
a higher level, making it more difficult*for the receiver to achieve successful reception
from the originating transmitter. Since FBNJincreases the background noise level at the

receiver, and as such, can be used to attack the code acquisition process.

The same acquisition scheme as depicted in Fig. 3.18 is used in AWGN with FBNJ.
The FBNJ is modelled as an additive white Gaussian noise which is spread across the
whole spectrum of the target signal. We omit the analyses since they are all the same
with those performed in the AWGN cases. The numerical results are given. A 3 dB
performance degradation can be seen in Fig. 4.2 and Fig. 4.3 since the FBNJ has the

same power as the channel noise.
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4.3 Performance in partial-band noise jamming

FH

signal \ﬂ

Figure 4.4: Partial-band noise jamming signal concentrates its power in a fraction of the target spectrum.
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Figure 4.5: Example FH pattern in PBNJ.

Partial-band noise jamming (PBNJ) allocates and concentrates its total jamming
power to a fraction of the target spectrum. The jamming power is spread across multiple
channels used by the FH signal. Fig. 4.4 illustrates the PBNJ noise signal occupying a
fractional part of the spectrum. Fig. 4.5 is an example FH pattern in PBNJ. Assume
that the jammer is stationary, that is, it places its jamming power in some fixed channels

of the FH signal. The jamming signal is modelled as an additive white Gaussian noise
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Figure 4.6: Accumulated energy spectral level in AWGN channel with PBNJ.

process with zero mean and constant powet.

For the jammed channels, the noise.power spectral level is
N = Ng+ — (4.1)

where Ny is the power spectral level of the channel noise, N; the power spectral level of
the jamming signal if it were spread across W, and p = VVX—; the ratio of the width of the
jammed spectrum to that of the un-jammed one. The total noise power in the jammed

spectrum is
2014 = N,W; (4.2)

For the un-jammed channels, the noise power spectral level is Ny, and the total noise

power is
205 = No(Wes — Wy) (4.3)

One can see that different noise power exist in the jammed and the un-jammed spectrum
from (4.2) and (4.3). Fig. 4.6 gives an example of accumulated energy spectral level,

one can see that the subchannels being jammed have more accumulated energy (power)
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Figure 4.7: DFT-based code acquisition scheme in AWGN channel with PBNJ.

than the un-jammed ones. The net interfering power placed in the jammed subchannels
is different from that in the un-jammed ones, we say that they have different channel
states. For the DFT-based code acquisition schemes to function properly, the channel
state information has to be acquired. This information may include how many subchan-
nels are being jammed? Where is the €dges? That is, what are the starting and ending
spectral positions of the jammed spectrum? Channel state information helps the acqui-
sition schemes in performing the channel state classification. Those channels classified as
“jammed” are normalized by a quantity ¢ontainiing both the jamming and noise compo-
nents, while the other “un-jammed” ‘ones are normalized by another quantity containing

only noise component.

To realize the channel state classification, some modifications have to be made for the
code acquisition scheme in Fig. 3.18. The receiver has to know where the PBNJ noise
puts its power in. Fig. 4.7 illustrates the acquisition scheme used in AWGN channel with
PBNJ. The channel state estimator receives the output from the squared-magnitude DFT
device and delivers the channel state information to the noise/jamming power estimator
and the collector. This channel information is necessary for those two devices to distin-
guish the jammed subchannels from the un-jammed ones so that the power estimation
and normalization process can work properly. One method used to locate the spectral
edges for the PBNJ noise spectrum is to find out the maximum of the difference between
any two spectral heights of two adjacent subchannels. From Fig. 4.6, one can see that the
jammed subchannels has higher accumulated energy spectral level than the un-jammed

subchannels. The difference between the spectral heights of the two subchannels immedi-
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ately inside and outside the jammed spectrum has a maximum value among all adjacent
subchannel pairs. Since there are random variations of accumulated energy resided in
the PBNJ, the maximum difference can occur inside the jammed spectrum but not in the
actual edges. This happens most likely especially when the accumulated jamming energy

is not stronger enough than the accumulated AWGN energy in the same spectrum. One

1500

1000

500

1 1
0 50 100 150 200 250 300

Figure 4.8: The first plot shows the accumulated power spectrum. The second plot illustrates the

Gaussian window with length 8. The last plot gives the smoothed accumulated power spectrum.

way to smooth out the random variations is to convolve the spectrum with a Gaussian
window before finding the maximum difference. In Fig. 4.8, one can see that the power
spectrum is indeed smoothed after convolving with a Gaussian window (compare the first

and the last plot). However, the smoothed PBNJ spectrum has also been broadened.

Fig. 4.9 gives the noise/power estimator in Fig. 4.7 in AWGN channel with PBNJ. In
Fig. 4.9, ¢ denotes the number subchannels being jammed per hop, M — ¢ the number
of subchannels not jammed per hop. The green-shaded area represents the subchannels

being jammed during one period of the code sequence. For the jammed area in the
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matrix, the estimated noise powel is — ‘
2612 = 3’:1 Zl:i |zjl|2
M
_ 3’:1 D1 ER (4.4)
Mgq
For the un-jammed area in the matrix, the estimated noise power is
M M
952 Zj:qul > ey Lzl
’ M- (M —q)
M M
Zj:q+1 > e 1zl (4.5)
M(M —q) '

Let ¢ = 26/% and ¢ = 263 for convenience. For the jammed area, |z;|*'s are i.i.d., (ap-

proximately) central y?(2)-distributed random variables. The sample mean and sample

variance are

IR IR RN L6
W—ﬁqZZm (4.6)
j=1 I=1
1 S \zz| 2
2 1=
%—WZZ (4.7)
7j=1 I1=1
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, respectively. Its PDF is written as

2Mq—1 R
. 1 @ "I
fo(@) = e P, 4 >0 (4.8)

20%-T'(2Mq) \ 203

Similarly, for the un-jammed area, |z;|*’s are i.i.d., (approximately) central x*(2)-distributed

random variables. The sample mean and sample variance are

= s 2 (19

] =q+1 I=1

033 = MM —3 Z Z <7M(‘E‘— 0 77¢3> (4.10)

Jj=q+1 I=1
, respectively. Its PDF is

A 1 gg 2M(M—q)—1 7$ A
f3(9) = 30T T M~ q) (209 : , 02 (4.11)

Let’s take Fig. 4.9 as an example. The sum,variable Y; is a sum two random variables,

each of which is a ratio of two chi-square random variables, that is,

Y, ==
U, a5
= T - M (4.12)
2.0
where U; is a sum of ¢ jammed variables, i.e.]
U = el + |z 4 2
Uy = |za* + |22 + - + |2
(4.13)
U = |22’ + |2 + -+ [zg01m)
and V; is a sum of M — ¢ un-jammed variables, i.e.,
_ 2 2 2
Vi = g+l + zees "+ + lznl]
Va = |Z(q+1)q|2 + |Z(q+2)(q+1)|2 +ooet |Zq(q+1)|2
(4.14)
— 2 2 2
Vie = |2l + [zae-non ™ + - + (2@t

Since each |z;|* is x?(2)-distributed, U; is a x*(2Mq)-distributed random variable, and
Vi a x?(2M (M — ¢))-distributed random variable.
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U; is a ratio of two chi-square random variables and has a PDF
fom) = [ ¢+ fustom, ) (415)
¢=0
where fu,(pu;, ¢) is the joint PDF of U; and ¢. Similarly, V; is also a ratio of two

chi-square random variables and has a PDF

fo,(vi) = (%0(13  fyr (001, @)dd (4.16)

where fvig)(qg@z‘; (ﬁ) is the joint PDF of V; and ¢.
Recall that Y; is the sum of U; and V;, the PDF of Y; is the convolution of the PDF’s
of U; and V.
fy.(Gi) = fo,(w) ® fy, () (4.17)
where ® denotes the convolution operation.

The probability that a single Y; exceed§/thé threshold when signal present is

P, = / v, (;]signal present )dy; (4.18)
7

and the probability that a single ¥; exeeeds 7 when signal absent is

Py, :/ Iy, (GiJsignal absent)dy; (4.19)
7

The detection probability Pp and the false alarm probability Pr4 for various acquisition

schemes can then be obtained by using the same way used in the previous section.

In the numerical simulation, the method used to find the maximum difference from
the raw (not smoothed) energy spectrum fails to work when p = 192 or larger is used.
This is because that since the total jamming energy is fixed, the average accumulated
energy level becomes lower as the total energy is spread over a wider spectrum. With
the random variations residing on top of the PBNJ, it is more likely for the maximum
difference to occur inside the jammed spectrum but not at the true edges. Numerical
results in the AWGN channel with PBNJ are given in the following figures. Note that
in these figures “raw” represents the “not smoothed” spectrum while the “smoothed”

represents the “smoothed” spectrum.
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Fig. 4.10 gives the numerical results in AWGN with PBNJ using the serial acquisition
scheme. Fig. 4.11 and Fig. 4.12 give the numerical results in AWGN with PBNJ using
the maximum likelihood acquisition scheme. Fig. 4.13 gives the numerical results in the
same environment using the max-threshold acquisition scheme. It is observed that the

detection probability becomes worse when p is getting larger at a fixed SJR point.
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Figure 4.10: Numerical results for the serial acqulsltlon scheme in AWGN with PBNJ. p represents the

ratio of the number of jammed subchannels to that of the un—Jaflnmed ones;M=256.
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Figure 4.12: Numerical results for the maxinium likelihood acquisition scheme. p represents the ratio of

the number of jammed subchannels to that of the unsjammed 6nes;M=256.
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Figure 4.13: Numerical results for the max-threshold acquisition scheme in AWGN with PBNJ. p repre-

sents the ratio of the number of jammed subchannels to that of the un-jammed ones;M=256.
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Chapter 5

Summary

In this thesis, we first briefly review some satellite communication basics and a few
unique features of the earth-space satellite channel in Chapter 2. In particular, we de-
scribe the details of satellite link analysis, and consider the effect of communication
jamming. Typical link budget analyses for Ka band satellite uplink communication are
given. Some of these examples also studied the impact of jamming signal upon the

satellite receiver and exploited the natural AJ tapability of the FHSS signal.

In Chapter 3, we present a matched-filéer FH.code acquisition scheme and propose
an equivalent DFT-based code acquisition scheme that is more efficient and can be used
in an all-digital direct-conversion+receiver-=By virtue of the DFT operation, an effi-
cient method that computes all possible test statistics in just one period is given. The
DFT-based scheme possesses several distinct properties that the matched-filter scheme
does not enjoy. Mathematical descriptions of the detection and false alarm probability
for different acquisition schemes—the serial acquisition scheme, the maximum likelihood
acquisition scheme, and the max-threshold acquisition scheme—in AWGN channels with
perfect known noise level are derived. Numerical behaviors for these scheme are shown.
The mean acquisition time versus SNR for various schemes are discussed. We find that
the maximum likelihood acquisition scheme has much shorter mean acquisition time than
the other two schemes although it may result in a higher false alarm probability in the
same SNR. We then discuss the case that the AWGN noise power is not known and has
to be estimated. In particular, we suggest a noise power estimator that uses samples
in both time and spectral domains. The estimated noise power is used to normalize
the squared-magnitude DFT output components. Numerical performance, including the

mean acquisition time and the detection and false alarm probabilities, for the three pro-
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posed acquisition schemes are also given.

In Chapter 4, two types of jammers are considered, namely, the full-band noise jammer
and the partial-band noise jammer. The FBNJ introduces additional Gaussian noise so
the resulting noise power level is higher than that of the AWGN. Performance analysis
in FBNJ is thus identical to that of AWGN channels, except for a change of noise level.
When the channel is corrupted by both AWGN and PBNJ, a channel state (CS) estima-
tor which provides channel state information is included in the receiver. Mathematical
expressions for the detection and false alarm probabilities are presented. Numerical re-
sults indicate that acceptable AJ performance is achievable. The proposed channel state
estimator yields very reliable estimate so that the associated acquisition performance is

close to that with ideal CS estimator.

The detection probability performance can be enhanced by increasing the EIRP of the
earth station transmitter or by improving the AJ capability of the receiver. Increasing
the transmit power and/or using a even-higher-gain antenna can increase the EIRP. How-
ever, one have to weight the nonlinear effect-associated with the high power amplifying
device and the pointing error caused by a narrower beamwidth. The AJ capability can
be improved by increasing the uplink spread spectrum processing gain, which can be
achieved by using a hopping pattern “with.a lenger period (which in turn requires more

subchannels).
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