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ABSTRACT

From the use of elliptic curves in cryptosystem first proposed by Koblitz and Miller in 1985,

elliptic curve cryptography had attracted lots of cryptographic researchers. The benefits, such as

shorter key size and efficient computation, make it become a popular and better solution to construct-

ing cryptosystems. It is an important issue that efficientlygenerating the suitable elliptic curves for

constructing the cryptosystem. One of the cryptosystems isthe pairing based cryptosystem. For the

pairing based cryptosystem, the smaller embedding degree is the main requirement of the elliptic

curves. Currently, the only way to generate such curves is complex multiplication.

The complex multiplication allows us to determine the number of points on the elliptic curves de-

fined over finite field first, then compute the curves with the desired order. Comparing to the method

that selects random curves and uses point counting algorithm to generate secure elliptic curves, com-

plex multiplication is a deterministic algorithm. In this thesis, we summarize the mathematical back-

grounds for complex multiplication and implement the algorithm of computing the Weber class poly-

nomial which plays an important role in complex multiplication.

Keywords: elliptic curve, complex multiplication, class polynomial
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Chapter 1

Introduction

In 1985, Koblitz and Miller first proposed the crytosystems based on elliptic curves. The

advantages of the elliptic cryptography attract the researchers to involve in the related area.

Since there does not exist efficient attacks, e.g. index calculus attacks, in elliptic curve cryp-

tosystems (ECCs), the key size of ECCs can be much shorter comparing to the traditional

cryptosystems based on the hardness of the discrete logarithm or the factoring problem. Ta-

ble1.1shows the recommended key sizes provided by NIST (National Institute of Standards

and Technology). Nowadays, more applications and systems apply the technology of the

elliptic curve cryptography as security solutions. A lot ofstandards and protocols related to

elliptic curve cryptography are also proposed. For standards, there are IEEE 1363, ANSI

X9.62, X9.63, and ECDSA, ECMQV, ECIES are for protocols.

The points of an elliptic curve would form an addition group and it can define a variant of

discrete logarithm problem on it, called elliptic curve discrete logarithm problem (ECDLP).

The ECCs can devide into two categories: one based on the hardness of ECDLP and the

other based on the bilinear pairing. The bilinear pairing defined on the elliptic curve makes

1



Symmetric Key Size

(bits)

RSA and Diffie-Hellman Key Size

(bits)

Elliptic Curve Key Size

(bits)

80 1024 160

112 2048 224

128 3072 256

192 7680 384

256 15360 521

Table 1.1: NIST recommended key sizes

the identity based (ID-based) cryptosystem proposed by Shamir in 1984 feasible. The first

ID-based encryption scheme proposed by Boneh and Franklin is using the pairings defined

over elliptic curve and finite field.

To setup a cryptosystem, the parameters must be chosen carefully to satisfy the security

requirements. The generation of suitable elliptic curves is a crucial problem. The best known

algorithm for generating the curves used in ECCs based on ECDLP is Schoof’s algorithm and

the improved version, SEA algorithm. These algorithms randomly select curves and count

the number of points of the curves repeatedly until the curves satisfy the ssecurity properties.

In pairing based cryptosystem, the security requirements of the curve are different and the

SEA algorithm can not be used. These elliptic curves suitable for pairing cryptosystems are

called pairing-friendly curves. The complex multiplication is the only way to generate these

kind of curves.

In this thesis, we present a clear view of complex multiplication and implement the algo-

2



rithm to show how it works. Observing that computation of theclass polynomial takes the

most time of whole computing, we focus on this part and show our experimental results. The

rest of the thesis was organized as following.

In Chapter 2, we review the related mathematical backgrounds for this thesis. The al-

gebraic backgrounds were presented first, including the definitions of algebraic structures,

the properties of finite fields. Then review the elliptic curve cryptography by introducing

the general elliptic curves and the elliptic curves defined over finite fields. For the theory of

complex multiplication involves the complex plane closely, we describe the elliptic curves

defined over complex field more detailed.

In Chapter 3, we use examples to introduce the algorithms known to generating elliptic

curves. The first one is using subfield curves. The second is the Schoof’s algorithm and the

SEA algorithm mentioned above. The last is the complex multiplication. We also provide an

example for generating the pairing-friendly elliptic curves.

In Chapter 4, each step of the complex multiplication are described particularly. Besides

point out the relevant theorems and properties, we also provide the algorithms may be used

in practical. Then in Chapter 5, the experimental results ofthe implementation of computing

the class polynomial are presented. Finally, the conlusionis given in Chapter 6.

3



Chapter 2

Mathematical Backgrounds

The researches of elliptic curve cryptography are related to algebraic theory closely. In this

chapter, we review the mathematical backgrounds of this work in Section2.1. And then

introduce the definition of elliptic curves and its propoerties in Section2.2.

2.1 Algebraic Backgrounds

In this section, we introduce the elementary algebraic structures and the algebraic back-

grounds of the material related to the complex multiplication method (CM method), includ-

ing imaginary quadratic fields, homomorphisms, and modularfunctions.

2.1.1 Group, Ring, and Field

The elliptic curve cryptosystems are mainly based on the hard problem of the elliptic curve

discrete logarithm problem. Since the points on an ellipticcurve defined over a finite field

form a group, we introduce the elementary algebraic structures and some propositions, the-

4



orems related.

Definition 2.1 (Group). A groupG is a set with a composition law� if it satisfies the

following conditions:

• � is associative, i.e. for allx, y, z P G, pxyqx � x pyzq
• � has an identity element, i.e., for allx P G, xe � ex � x

• For all x P G, there exists an elementy P G such thatxy � yx � e. y is called the

inverse ofx, usually denotedy � x�1

If the composition law is commutative, the group is said to becommutative or abelian.

The cardinality of a group is also called its order, denoted by |G|, therefore, a group is finite

if its order is finite.

Definition 2.2 (Subgroup). LetG be a group. A groupH is a subgroup ofG if H satisfies:

• H is a subset ofG

• e P H, wheree is the identity of groupG

• for all x, y P H, xy must also be inH

• if x P H, x�1 P H
Forx P G, denotexxy as the subgroup ofG generated byxxxy � txn|n P Zu

Definition 2.3. A groupG is said cyclic if there is an elementx P G such thatxxy � G. If

such an elementx exists, it is called a generator ofG.

5



Theorem 2.4(Lagrange). LetG be a finite group andH be a subgroup ofG. Then|H| devides|G| .
As a result, the order of every element also divides|G|
Definition 2.5 (Ring). A ring R is a set together with two composition laws� and� such

that

• R is a commutative group with respect to�
• � is associative and has an identity elemente� ande� � e�, wheree� is the identity

of �
• � is distributive over�, i.e., for allx, y, z P R, x py � zq � xy � xz andpy � zq x �
yx� zx

Also, the ringR is commutative, if the law� is commutative. A commutative ringR

such thatxy � 0 impliesx � 0 or y � 0 for all x, y P R is called an integral domain.

Definition 2.6. LetR be a ring. Define the idealI of R as a nonempty subset ofR such that

• I is a subgroup ofR with respect to the law�
• for all x P R andy P I, xy P I andyx P I

Remark 2.7. In a commutative ringR of prime characteristicp, the binomial formula can

be simplified as pα � βqpn � αpn � βpn �α, β P Randn P N.

6



Theorem 2.8(Fermat’s little theorem). Let p be a prime integer,x P N andgcd px, pq � 1,

then

xp�1 � 1 (modp)

Definition 2.9 ( Euler totient function). Let n ¥ 1 and define the Euler totient function

( Euler’s phi function) as

ϕ pnq � |tx|1 ¤ x ¤ n, gcd px, nq � 1u| .
Theorem 2.10(Euler). Let n, x be integers andgcd px, nq � 1, then

xϕpnq � 1 (modn)

Definition 2.11. Let R be a ring. An elementx is said to be invertible if there exists an

unique elementy such thatxy � ya � e� � 1, denotedy � x�1. The set of all the

invertible elements ofR forms a group under multiplication, denoted byR�.
Definition 2.12 (Field). A field K is a commutative ring such that every nonzero element is

invertible.

Definition 2.13 (Extension field). Let K andL be fields. If there exists a field homomor-

phism fromK intoL, thenL is an extension field ofK, denoted byL{K.

Definition 2.14 (Number field). A number fieldK is an algebraic extension ofQ of finite

degree. An element ofK is called an algebraic number.

7



2.1.2 Imaginary Quadratic Field

Definition 2.15 (Quadratic field). A quadratic field is a number fieldK of degree2 overQ.

A quadratic fieldQ
�?

d
�

is said to be real ifd is positive, imaginary ifd is negative.

Proposition 2.16. The quadratic fields are precisely those of the formQ
�?

d
�

for d a square-

free rational integer.

Proof. Express the quadratic fieldK asQ pθq, thenθ is an algebraic integer andθ is a zero

of

x2 � ax� b a, b P Z.

Thus

θ � �a�?
a2 � 4b

2
.

Let a2 � 4b � r2d for somer, d P Z andd be squarefree, then

θ � �a� r
?
d

2

and soQ pθq � Q
�?

d
�
.

Definition 2.17 (Algebraic integer). Let K{Q be a number field. An algebraic numberα

is called integral overZ or an algebraic integer ifα is a zero of a monic polynomial with

coefficients inZ.

The set of all the algebraic integers ofK under the addition and multiplication ofK is a

ring, called the integer ring ofK and is denoted byOK .

Theorem 2.18. Let d be a squarefree rational integer. Then the integers ofQ
�?

d
�

are:

8



(1) Z
�?
d
�

if d � 1 (mod4),

(2) Z
�

1
2
� 1

2

?
d
�

if d � 1 (mod4).

Proof. Given an elementα P Q
�?

d
�
, it can be expressed asα � r�s?d for somer, s P Q.

Then we can write

α � a� b
?
d

c
, a, b, c P Z, c ¡ 0

and no prime divides all ofa, b, c. By Definition2.17, α is an algebraic integer if and only if

the minimal polynomial ofα�
t��

a� b
?
d

c

���
t��

a� b
?
d

c

�� � t2 � 2a

c
t� a2 � b2d

c2

has all the coefficients inZ. Thus

2a

c
P Z, (2.1)

a2 � b2d

c2
P Z. (2.2)

From Equation2.1, c must divides either2 or a. Assumegcd pa, cq � p, then Equation

2.2 implies thatp dividesb sinced is squarefree. That contradicts the assumption: no prime

divides all ofa, b, c. Hence we havec divides2, ñ c � 1 or 2. If c � 1, thenα is an

algebraic integer in any case.

If c � 2, by assumption, we have botha andb be odd integers. For the square of an odd

integer2k � 1 is 4k2 � 4k � 1 � 1 (mod4), and for Equation2.2

a2 � b2d

c2
� a2 � b2d

4
P Z,ñ a2 � b2d � 0 (mod4),

it implies thata2 � b2 � 1 (mod4) andd � 1 (mod4). Conversely, ifd � 1 (mod4),

then for odda andb, α can still be an algebraic integer because Equation2.1and2.2hold.

9



So we proved that:

(1) If d � 1 (mod4), thenc � 1. Hence the integers ofQ
�?

d
�

is Z
�?
d
�
.

(2) If d � 1 (mod4), we can havec � 2, a, b odd andα also be an algebraic integer.

Hence the integers ofQ
�?

d
�

is Z
�

1
2
� 1

2

?
d
�
.

Definition 2.19 (Integral bases). If OK is the ring of integers of an algebraic number field

K, then a basis forOK overZ, or simply aZ-basis, is called an integral basis forK

Definition 2.20 (Discriminant of a basis). Let K � Q pαq be an algebraic number field of

degreed overQ. If

B � tα1, α2, . . . , αdu
is aQ-basis forK, andσi p1 ¤ i ¤ dq are all of the embeddings ofK in C, then the discrim-

inant of the basis is given by

disc pBq � det pσi pαjqq2 ,
wheredet denotes the determinant of the matrix with entryσi pαjq in the ith row andjth

column.

Note: An embedding ofK in C is a ring homomorphismK Ñ C.

Example 2.21. Let B �  
1,
?

2
(

be an integral basis forK, and

σ1 :
?

2 ÞÑ ?
2, σ2 :

?
2 ÞÑ �?2,

10



be the embeddings ofK in C. Thus,

disc pBq � det pσi pαjqq2 � det

���� σ1 p1q σ1

�?
2
�

σ2 p1q σ2

�?
2
� �ÆÆ
2

� det

���� 1
?

2

1 �?2

�ÆÆ
2 � ��2
?

2
	2 � 8.

Lemma 2.22. Let B1 andB2 be two integral bases for an algebraic number fieldK. Then

disc pB1q � disc pB2q .
Definition 2.23. Let B be an integral basis for an algebraic number fieldK. Then the dis-

criminant ofK is disc pBq, denoted by∆K .

Theorem 2.24. Let d � 1 be a squarefree integer and setK � Q
�?

d
�
, with discriminant

∆K . Then

B � $''&''%  
1, 1

2
� 1

2

?
d
(

if d � 1 (mod4) 
1,
?
d
(

if d � 1 (mod4)

,

and

∆K � $''&''% d if d � 1 (mod4)

4d if d � 1 (mod4)

,

whered is called the radicand ofK.

Proof. By Theorem2.18, the assertions regarding bases are clear. For the definition of the

discriminant of a field, we compute the∆K in both cases:

11



(1) If d � 1 (mod4),

∆K � disc pBq � det

���� 1 1
2
� 1

2

?
d

1 1
2
� 1

2

?
d

�ÆÆ
2 � ��?d	2 � d.

(2) If d � 1 (mod4),

∆K � disc pBq � det

���� 1
?
d

1 �?d �ÆÆ
2 � ��2
?
d
	2 � 4d.

An order in an imaginary quadratic field is a ringR such thatZ � R � OK andZ � R.

Therefore, an order has the form

R � Z� Zfδ, where f ¡ 0, δ � $''&''% 1
2
� 1

2

?
d if d � 1 (mod4)?

d if d � 1 (mod4)

The integerf is called the conductor ofR and is the index ofR in OK . As the result, a basis

of an order in an imaginary fieldR can be

BR � t1, fδu .
Use the same concept of the discriminant of a number field, we obtain the discriminant

of the order

(1) If d � 1 (mod4),

∆R � disc pBRq � det

���� 1 f
�

1
2
� 1

2

?
d
�

1 f
�

1
2
� 1

2

?
d
� �ÆÆ
2 � ��f?d	2 � f 2d.
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Quadratic Field

K � Q
�?

d
� Integer Ring

OK

Integral Basis

B

Discriminant

∆K

d � 1 (mod4) Z
�

1
2
� 1

2

?
d
�  

1, 1
2
� 1

2

?
d
(

d

d � 1 (mod4) Z
�?

d
�  

1,
?
d
(

4d

Table 2.1: Properties related to the quadratic fieldQ
�?

d
�

Quadratic Field

K � Q
�?

d
� Order with Indexf

R

Basis

BR

Discriminant

∆R

d � 1 (mod4) Z
�
f
�

1
2
� 1

2

?
d
��  

1, f
�

1
2
� 1

2

?
d
�(

f 2d

d � 1 (mod4) Z
�
f
?
d
�  

1, f
?
d
(

4f 2d

Table 2.2: Properties related to an order in the quadratic field Q
�?

d
�

(2) If d � 1 (mod4),

∆R � disc pBRq � det

���� 1 f
?
d

1 �f?d �ÆÆ
2 � ��2f
?
d
	2 � 4f 2d.

We summarize the results related to a quadratic fieldQ
�?

d
�
, for d � 0, 1 an squarefree

integer, discussed above in Table2.1.

And for an orderR in K � Q
�?

d
�

with indexf , the related results are also concluded

in Table2.2.
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2.1.3 Homomorphism

Definition 2.25(Group homomorphism). LetG1 andG2 be two groups with respective com-

position laws� andb and identitiese1 ande2.

• A group homomorphismψ betweenG1 andG2 is a map fromG1 toG2 such that for

all x, y P G1

ψ px� yq � ψ pxq b ψ pyq .
• The kernel ofψ isKer pψq � tx P G1|ψ pxq � e2u.

Definition 2.26 (Ring homomorphism). Let R1 andR2 be two rings with the respective

operations�, � and`, b. A ring homomorphismψ is a map fromR1 to R2 such that for

all x, y P R1

• ψ px� yq � ψ pxq ` ψ pyq.
• ψ px� yq � ψ pxq b ψ pyq.
• ψ pe�q � eb.

Definition 2.27 (Field homomorphism). LetK andL be fields. A homomorphism of fields

is a ring homomorphism betweenK andL.

Definition 2.28. LetR be a ring and letψ be the natural ring homomorphism fromZ toR.

ψ pnq � $''&''% p1� � � � � 1q n times ifn ¥ 0�p1� � � � � 1q �n times otherwise.

14



Definition 2.29 (Characteristic). Let R be a ring andψ be a natural ring homomorphism

defined as above. The kernel ofψ is of the formmZ, for some nonnegative integerm. Then

the nonnegative integerm is called the characteristic ofR, denoted bychar pRq.
2.1.4 Modular Functions

Definition 2.30. LetN be a positive integer. The modular groupΓ0 pNq is defined as

Γ0 pNq � $''&''%���� a b

c d

�ÆÆ
P SL2 pZq : c � 0 (modN)

,//.//- .

The matrixSLn pF q, or SL pn, F q, known as the special linear group of degreen over

a fieldF is the set ofn � n matrices with determinant1 with group operations of ordinary

matrix multiplication and matrix inversion.

Definition 2.31 (Modular function). A complex functionf which is meromorphic on the

upper half plane

H � tτ P C|ℑm pτq ¡ 0u
and which satisfies

f pτq � f pMτq , whereM P Γ0 pNq
is called a modular function.

2.2 Elliptic Curves

Here we introduce the difinitions of elliptic curves and illustrate some propoerties of elliptic

curves.

15



2.2.1 General Elliptic Curves

We illustrate the general definitions of elliptic curves in this section and focus on the elliptic

curves defined over finite fields and the complex fieldC in the Section2.2.2and Section

2.2.3.

Definition 2.32. An elliptic curveE defined over a fieldK, denoted byE{K, is given by

theWeierstrass equation

E : y2 � a1xy � a3y � x3 � a2x
2 � a4x� a6 (2.3)

wherea1, a2, a3, a4, a6 P K.

The set ofK-rational points of the elliptic curve,E pKq, is defined as the set of the

solutions to the elliptic curve equation inK2 and the point at infinity8,

E pKq �  px, yq��y2 � a1xy � a3y � x3 � a2x
2 � a4x� a6, x, y P K(Y8.

Figure2.1shows some examples of the elliptic curves defined overR.

For an elliptic curve given by Equation2.3, defining the following constants to be used

in later definition:

b2 � a2
1 � 4a2, b4 � a1a3 � 2a4, b6 � a2

3 � 4a6,

b8 � a2
1a6 � 4a2a6 � a1a3a4 � a2a

2
3 � a2

4,

c4 � b22 � 24b4, c6 � �b32 � 36b2b4 � 216b6.

Definition 2.33 (Discriminant). Define the discriminant of the curve be

∆ � �b22b8 � 8b34 � 27b26 � 9b2b4b6.

16
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Figure 2.1: Examples of elliptic curves overR

If the characteristic ofK, char pKq � 2, 3, the discriminant can be expressed as

∆ � c34 � c26
1728

.

After defining the discriminant, we say a curve is non-singular if and only if∆ � 0.

Definition 2.34 (j-invariant). For a non-singular curve, i.e.∆ � 0, define thej-invariant of

the curve as

j pEq � c34
∆

We focus on the properties of theK-rational points in the following.

Definition 2.35 (Group law). Define the addition and doubling of points as below.

Addition :

Given two distinctK-rational points ofE, denoted asP,Q. The straight line joiningP

andQ must intersect the curveE at one further points, saidR1. Reflecting pointR1 in the

x-axis, we obtain the pointR. DefineR � P �Q.

17



P

Q

R

-R=R

Figure 2.2: Point addition (chord process)

Doubling:

Given a rational pointP onE, define the doubling, or the addition ofP to itself, as the

following proccess. Take the tangent to the curveE atP , the line would intersect the curve

in one other point, saidR1. Also, reflecting pointR1 in thex-axis and obtaining the pointR,

Then the doubling ofP is defined byR � P � P � 2P .

Note that if the tangent of the point is vertical, we say that it intersect the curve at the

point at infinity, and defineP � P � 2P � 8.

The process of addition and doubling is often called the chord-tangent process. Figure

2.2illustrates the proccess of addition and Figure2.3of doubling.

According to the group law defined above, it can be shown that the set of the rational

points ofE including point at8 forms an additive abelian group with the point8 as the

zero.

Lemma 2.36. LetE be an elliptic curve given by

E : y2 � a1xy � a3y � x3 � a2x
2 � a4x� a6

18



P

R=2P

-R

Figure 2.3: Point doubling (tangent process)

and letP1 � px1, y1q andP2 � px2, y2q be the points on the curve. Then�P � px1,�y1 � a1x1 � a3q .
Set

λ � $''&''% y2 � y1
x2 � x1

, if x1 � x2

3x2
1 � 2a2x1 � a4 � a1y1

2y1 � a1x1 � a3
, if x1 � x2 andP2 � �P1

,

µ � $''&''% y1x2 � y2x1
x2 � x1

, if x1 � x2�x3
1 � a4x1 � 2a6 � a3y1

2y1 � a1x1 � a3
, if x1 � x2 andP2 � �P1

.

If

P3 � px3, y3q � P1 � P2 � 8,
thenx3, y3 would be

x3 � λ2 � a1λ� a2 � x1 � x2,

y3 � �pλ� a1qx3 � µ� a3.

Definition 2.37 (Multiplication-by-m map). For a positive integerm, let mP denote the

19



map that takes a pointP toP � P � � � � � P (m summands). The notationmP is extended

tom ¤ 0 by defining0P � 8 and�mP � �pmP q.
2.2.2 Elliptic Curves overFq, q ¡ 3

After introducing the general elliptic curves in Section2.2.1, now we focus on the elliptic

curves defined over the finite fieldFq for q ¡ 3.

Recall the general elliptic curve equation, theWeierstrass equation:

E : y2 � a1xy � a3y � x3 � a2x
2 � a4x� a6.

If the characteristic of the field is not2, the equation can be wirtten as�
y � a1x

2
� a3

2

	2 � x3 � �
a2 � a2

1

4



x2 � �

a4 � a1a3

2

	
x� �

a2
3

4
� a6


ñ y2
1 � x3 � a12x2 � a14x� a16,

wherey1 � y � a1x
2
� a3

2
and new constantsa12 � a2 � a2

1

4
, a14 � a4 � a1a3

2
, a16 � a2

3

4
� a6.

If the characteristic is also not3, let x1 � x� a1
2

3

y2
1 � x3 � a12x2 � a14x� a16ñ y2
1 � x3

1 � Ax1 �B,

for some constantsA,B.

In the following, since the elliptic curves we are interested are defined over the fields

with characteristic neither2 nor3, we use the simplified equation instead of the Weierstrass

equation.

We reduce the related definitions and the group law for the elliptic curve equationE :

y2 � x3 � Ax�B.
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Definition 2.38. The discriminant of the curve can be reduced as

∆ � �16
�
4A3 � 27B2

�
.

Definition 2.39. For a non-singular curve, i.e.∆ � 0, thej-invariant of the curve can be

reduced as

j pEq � �1728� 4A3

∆
� 1728� 4A3

4A3 � 27B2
.

We obtain that whenj � 0, 1728, it is thej-invariant of the elliptic curve

y2 � x3 � 3j

1728� j
x� 2j

1728� j
.

Therefore, we can construct an elliptic curve with a knownj-invariant. This would be

helpful in the construction of elliptic curve with complex multiplication method.

Lemma 2.40. LetE be an elliptic curve defined overK. Assume the characteristic ofK is

prime to6 andE is given by the simplified Weierstrass equation

E : y2 � x3 � Ax�B.

Thej-invariantjE depends only on the isomorphism class ofE.

• jE � 0 if and only ifA � 0.

• jE � 1728 if and only ifB � 0.

• If jE P K is not equal to0, 1728, thenE is a quadratic twist of the elliptic curve

ẼjE
: y2 � x3 � 3jE

1728� jE
x� 2jE

1728� jE
.
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Corollary 2.41. Assumegcd pchar pKq , 6q � 1. The isomorphism classes of elliptic curves

E overK are, up to twists, uniquely determined by the absolute invariant jE, and for every

j P K there exists an elliptic curve with absolute invariantj.

If K is algebraically closed then the isomorphism classes of elliptic curves overK cor-

respond one-to-one to the elements inK via the mapE ÞÑ jE.

Definition 2.42. LetE be an elliptic curve given by

E : y2 � x3 � Ax�B

and letP1 � px1, y1q, P2 � px2, y2q be points onE with P1, P2 � 8.

Then �P1 � px1,�y1q .
Set

λ � $''&''% y2 � y1
x2 � x1

, if x1 � x2

3x2
1 � A
2y1

, if x1 � x2, y1 � 0

.

If P3 � px3, y3q � P1 � P2 � 8, then

x3 � λ2 � x1 � x2,

y3 � px1 � x3qλ� y1.

The number of rational points on an elliptic curveE defined over a finite fieldFq is finite,

we usally denote the quantity by#E pFqq.
Theorem 2.43( Hasse theorem). LetE be an elliptic curve defined overFq. Then

#E pFqq � q � 1� t and|t| ¤ 2
?
q.
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Remark 2.44. The integert is equal to the trace of the Frobenius endomorphism.

For any integert P ��2
?
p, 2

?
p
�
, there is at least one elliptic curveE defined overFp

such that#E pFpq � p� 1� t.

Now we introduce the Frobenius endomorphism.

Definition 2.45 ( Frobenius endomorphism). The Frobenius endormorphismφq on an ellip-

tic curveE overFq is a group endomorphism of defined by

φq :

$''''''&''''''% E
�
Fq

� ÝÑ E
�
Fq

�px, yq ÞÝÑ pxq, yqq8 ÞÝÑ 8 .

The characteristic polynomial ofφq is φ2
q � tφq � q.

Proposition 2.46. The endomorphismφ2
q � tφq � q is equal to the zero map onE.

It means that for any pointpx, yq P E pFqq, we have

φ2
q px, yq � tφq px, yq � q px, yq � �

xq2

, yq2

	� t pxq, yqq � q px, yq� 8.
Theorem 2.47. For the endomorphism of an elliptic curveE overFq defined by

φ2
q � aφq � q.

Then the Frobenius tracet is the unique integer such that

φ2
q � tφq � q � 0.

i.e. makes the endomorphism to zero map.
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ω1

ω2

Figure 2.4: LatticL � Zω1 � Zω2

2.2.3 Elliptic Curves overC

An elliptic curve defined over complex numberC is isomorphic to a complex torus, denoted

by C{L. In this section, we introduce the isomorphism and the properties.

Letω1, ω2 be complex numbers that are linearly independent overR. A latticeL is of the

form

L � Zω1 � Zω2 � tn1ω1 � n2ω2|n1, n2 P Zu .
Figure2.4gives an illustration of a lattice. A torus overC can be expressed byC{L.

Definition 2.48. An elliptic function with periodstω1, ω2u is a meromorphic functionf pxq
onC such that

f px� ω1q � f px� ω2q � f pxq , �x P C

Definition 2.49 ( Weierstrass℘-function). Given a latticeL, the Weierstrass℘-function is

defined by the series

℘ pzq � ℘ pz, Lq � 1

z2
� ¸

ωPLzt0u � 1pz � ωq2 � 1

ω2



.
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Theorem 2.50. The Weierstrass℘-function has the following properties

• The sum defining℘ pzq converges absolutely and uniformly on compact sets not con-

taining elements ofL.

• ℘ pzq is meromorphic inC and has a double pole at eachω P L.

• ℘ p�zq � ℘ pzq , �z P C.

• ℘ pz � ωq � ℘ pzq , �ω P L.

• The set of doubly periodic functions forL is C p℘, ℘1q. It means that every doubly

periodic function is a rational function of℘ and its derivative℘1.
Defferentiating℘ pzq term by term yields

℘1 pzq � �2
ω̧PL 1pz � ωq3 .

Definition 2.51 ( Eisenstein series). Define the Eisenstein seriesGn :� Gn pLq of weightn

for latticeL by

Gn pLq � ¸
ωPLzt0uω�n.

Proposition 2.52. The discriminant∆ � g3
2 � 27g2

3 � 0.

Theorem 2.53. The elliptic functions℘ and℘1 satisfy the function

℘1 pzq2 � 4℘ pzq3 � 60G4℘ pzq � 140G6.

To show the isomorphism of a torusC{L and an elliptic curveE, it is usually to set

g2 � 60G4, g3 � 140G6.
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Theorem 2.54. Let L be a lattice and letE be the elliptic curvey2 � 4x3 � g2x � g3. The

map

Φ :

$''''''&''''''% C{L ÝÑ E pCq
z ÞÝÑ p℘ pzq , ℘1 pzqq
0 ÞÝÑ 8

is an isomorphism of groups.

For now, given a torusC{L, it can be found the corresponding elliptic curveE overC

by the Weierstrass℘-function. The following shows the converse, given an elliptic curveE

overC, there is a lattice such that the torusC{L is isomorphic toE.

Definition 2.55. Two latticesL1 L2 are homothetic if there is anα P C� suth thatαL1 � L2.

LetL be a lattice inC with basistω1, ω2u and let

τ � ω1

ω2

such that the imaginary part ofτ , ℑm pτq ¡ 0 (switchingω1 andω2 if necessary). Let

Lτ � Z� Zτ , thenLτ is homothetic toL.

Theorem 2.56. There is a canonical isomorphism between the set ofC-isomorphism classes

of elliptic curves and the set of homothety classes of lattices inC.

Corollary 2.57. Let L � Zω1 � Zω2 andLτ � Z � Zτ with τ � ω1{ω2 such thatτ is a

complex number withℑm pτq ¡ 0. Then the elliptic curveEL is isomorphic toELτ
.

Theorem 2.58. There is a canonical isomorphism between the set ofC-isomorphism classes

of elliptic curves and the set of homothety classes of lattices inC.
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Recall the definitions for latticeL � Zω1 � Zω2, now we restrict toLτ � Z� Zτ .

The Eisenstein series defined forL � Zω1 � Zω2 by Definition2.51, define

Gk pτq � Gk pLτ q � ¸pm,nq�p0,0q 1pmτ � nqk ,
g2 pτq � g2 pLτ q � 60G4 pLτ q ,
g3 pτq � g3 pLτ q � 140G6 pLτ q

and let

q � e2πiτ .

Calculation of the discriminant∆ will get

∆ pτq � g3
2 pτq � 27g2

3 pτq � p2πq12 pq � � � � q .
Definition 2.59. Define

j pτq � 1728
g3
2

∆
� 1

q
� 744� 196884q � 21493760q2 � � � � .

Define the matrix

SL2 pZq � $''&''%���� a b

c d

�ÆÆ
��������a, b, c, d P Z, ad� bc � 1

,//.//- .

and it performs on the upper half planeH by���� a b

c d

�ÆÆ
τ � aτ � b

cτ � d
, �τ P H.

The upper half plane of the complex plane is defined by

H � tx� iy P C|y ¡ 0u .
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Figure 2.5: Fundamental domain forSL2 pZq
Proposition 2.60. Let τ P H and let

���� a b

c d

�ÆÆ
P SL2 pZq. Then

j

�
aτ � b

cτ � d


 � j pτq .
Definition 2.61 (Fundamental domain forSL2 pZq). Let F be the subset ofz P H such that|z| ¥ 1, �1

2
¤ ℜ pzq   1

2
, z � eiθ for

π

3
  θ   π

2
.

Figure2.5is the illustration ofF .

Proposition 2.62. Givenτ P H, there exists���� a b

c d

�ÆÆ
P SL2 pZq
such that

aτ � b

cτ � d
� z P F .

Moreover,z P F is uniquely determined byτ .
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Corollary 2.63. If z P C, then there is exactly oneτ P F such thatj pτq � z.

Now we can prove the theorem below.

Theorem 2.64. Let y2 � 4x3 � Ax � B be an elliptic curveE overC. Then there exists a

latticeL such that

g2 pLq � A and g3 pLq � B.

There is an isomorphism of groups

C{L � E pCq .
Proof. Recall thej-invariant defined by Definition2.34, then

j pEq � c34
∆
� 1728

c34 � c26
c34

� 1728
A3

A3 � 27B2
.

By Corollary 2.63, there exists a latticeLτ � Z � Zτ such thatj pτq � j pLτ q � j.

Consider the following cases:

1. g2 pLτ q � 0

Thenj pτq � 0 ñ A � 0. Chooseλ P C� such that

g2 pλLτ q � λ�4g2 pLτ q � A.

The equalityj � j pLτ q implies that

g3 pλLτ q2 � B2,

sog3 pλLτ q � �B. If g3 pλLτ q � B, we prove the theorem. Ifg3 pλLτ q � �B, then

setλ1 � iλ

g2 pλ1Lτ q � g2 piλLτ q � i�4g2 pλLτ q � A,

g3 pλ1Lτ q � g3 piλLτ q � i�6g3 pλLτ q � B.
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Hence, eitherλLτ or iλLτ would be the lattice isomorphic toE.

2. g2 pLτ q � 0

Thenj pτq � 0 ñ A � 0. According to the assumption thatA3 � 27B2 � 0, and

g2 pLτ q3 � 27g3 pLτ q2 � 0 by Proposition2.52, we haveB � 0 andg3 pLτ q � 0.

Chooseµ P C� such that

g3 pµLτ q � µ�6g3 pLτ q � B.

Theng2 pµLτ q � µ�4g2 pLτ q � 0 � A. The latticeµL is the one we want.

Let the latticeL be the one we get by the above, by Theorem2.54, the mapC{L ÝÑ E pCq
is an isomorphism.
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Chapter 3

Generate Elliptic Curves

After reveiwing the mathematical backgrounds, we summarize the approaches to generate

elliptic curves currently. One of these approaches is basedon the efficient point counting

algorithm because it can allow us to test random curves untilfinding a suitable one to use.

3.1 Subfield Curves

We describe the relation of the order of an elliptic curve defined over a finite fieldFq and the

one defined over the extesion fieldFqn. We prove the thoerem bellow first.

Theorem 3.1. Let #E pFqq � q � 1� t. WriteX2 � tX � q � pX � αq pX � βq. Then

#E pFqnq � qn � 1� pαn � βnq ,
for all n ¥ 1.

Proof. To prove the theorem, we start with showing thatpαn � βnq is an integer.

Lemma 3.2. Let sn � pαn � βnq. Thens0 � 2, s1 � t, andsn�1 � tsn � qsn�1 for all
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n ¥ 1.

Proof. Sinceα is a root of the equationf pXq � X2 � tX � q � pX � αq pX � βq, then

f pαq � pα� αq pα� βq � α2 � tα � q � 0. By multiplying both side withαn�1, we get

αn�1 � tαn � qαn�1. This relation holds forβ, too. Adding these relations

αn�1 � βn�1 � sn�1 � tαn � qαn�1 � tβn � qβn�1� t pαn � βnq � q
�
αn�1 � βn�1

�� tsn � qsn�1.

Fors0, s1, t, q are all integers,sn � pαn � βnq will be integer for alln ¥ 0.

Let

g pXq � pXn � αnq pXn � βnq � X2n � pαn � βnqXn � qn,

for α, β are roots ofg pXq, we can writeg pXq � Q pXq pX2 � tX � qq. Sinceg pXq
andpX2 � tX � qq are both integer polynomials, the quotientQ pXq would be with integer

coefficients. Hence

g pφqq � �
φn

q

�2 � pαn � βnqφn
q � qn� pφqnq2 � pαn � βnqφqn � qn� Q pφqq �φ2

q � tφq � q
� � 0

would be an endomorphism ofE. By Theorem2.47, there is an unique integerk such that

φ2
qn � kφqn � qn � 0, andk is determined byk � qn � 1�#E pFqnq. Therefore,

αn � βn � qn � 1�#E pFqnq .
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According Theorem3.1, in order to compute the order of an elliptic curve defined over

Fqn, we only need to count the points of the curve over a smaller field Fq instead couting the

points overFqn .

Example 3.3. Assume we want to find out the order of the elliptic curveE : y2�y � x3�x
overF2101 .

We start from counting the points ofE pF2q. These points are

E pF2q � t8, p0, 0q, p0, 1q, p1, 0q, p1, 1qu .
We get#E pF2q � 5, t � q � 1�#E pF2q � 2� 1� 5 � �2, and the relation

X2 � tX � q � X2 � 2X � 2 � �
X � �2�?�4

2


�
X � �2�?�4

2


� pX � p�1� iqq pX � p�1� iqq .
By Theroem3.1, we can calculate

#E pF2101q � 2101 � 1� �p�1� iq101 � p�1� iq101�� 2101 � 1� 251 � 2101 � 251 � 1.

We also can compute the order by the recursive relationsn�1 � tsn � qsn�1

s0 � 2, s1 � t � �2,

s2 � ts1 � qs0 � �2 ps1 � s0q � 0,

s3 � ts2 � qs1 � �2 ps2 � s1q � 4,

s4 � ts3 � qs2 � �2 ps3 � s2q � �8,

...

s101 � 251,
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hence we get the same result,#E pF101
2 q � 2101 � 251 � 1.

The properties of subfield curves let us compute the order of the same elliptic curve

equation defined over an extension field. However, the constraint that the coefficients of the

equation must be defined over the subfield makes it rarely be used to generate elliptic curves

for cryptosystems in practice.

3.2 Schoof’s Algorithm and SEA Algorithm

Both Shcoof’s algorithm and SEA algorithm are designed to solve the point counting prob-

lem on elliptic curve. The point counting problem is to determine the number of the rational

points of a randomly chosen elliptic curve over a finite fieldFq. To find the suitable ellip-

tic curves, one usually random chooses the parameters of elliptic curve and uses the point

counting algorithm to find the order of the elliptic curve. Ifthe curve does not satisfy the

requirement, then repeat the process until obtaining an appropriate curve. In this section, we

introduce the Schoof’s idea first and the improvements proposed by Elkies and Atkin next.

3.2.1 Schoof’s Algorithm

We focus on the elliptic curve over prime fieldFp. By Hasse theorem, Theorem2.43, the

order of an elliptic curveE defined overFp is

#E pFpq � p� 1� t, |t| ¤ 2
?
p

wheret is called the Frobenius trace. The idea of Schoof is to determine the Frobenius trace

t by finding tl � t (mod l) for some small primes and using Chinese Remainder Theorem.
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According to the Hasse bound,|t| ¤ 2
?
p, as long as we compute enoughtl such that±

l ¡ 4
?
p, then the uniquet P ��2

?
p, 2

?
p
�

can be determined.

For computing eachtl, we discuss the casel � 2 first. For determiningt2 � t (mod2),

observing the order modulo2

#E pFpq (mod2) � p� 1� t (mod2)� t (mod2) � t2, for odd prime fieldFp.

Hence,t2 � #E pFpq (mod 2). If there exists a subgroup of order2, then t2 � 0,

otherwiset2 � 1. Since they-coordinate of the points with order2 would be0, if the elliptic

curve equationE : y2 � x3 � Ax� B � 0 has a root inFp, thent2 � 0. Using the fact that

the product of all the irreducible polynomial of degree1 in Fp would beg pxq � xp � x, we

can determinet2 as below

t2 � $''&''% 0 if deg pgcd px3 � Ax�B, xp � xqq ¡ 0

1 otherwise

.

Now considering the case thatl ¡ 2. Since the Frobenius map is a zero map on elliptic

curve, for every pointP P E �
Fp

�
φ2

p pP q � tφp pP q � pP � 8.
We can restrict to the non-triviall-torsion pointsP P E rls z t8u to reduce the map

φ2
p pP q � tlφp pP q � plP � 8

wheretl � t (modl) andpl � p (modl).

Definition 3.4 (Torsion points). LetE be an elliptic curve overK andn P Z. The kernel of

the multiplication-by-n map, denoted byE rns, is the set satisfies

E rns �  
P P E �

K
���nP � 8(

.
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An elementP P E rns is called an-torsion point.

And we introduce the concept of division polynomial. For each positive integern, there

exists a polynomialψn such that thex-coordinates ofn-torsion points are the roots ofψn.

Lemma 3.5. Let n be a positive integer. There exists polynomialsψn, θn, ωn P Fq rx, ys.
ForP � px, yq P E �

Fq

�
, whereq ¡ 2 andnP � 8,

nP � �
θn px, yq
ψn px, yq2 , ωn px, yq

ψn px, yq3
 .
Theorem 3.6. Let P � px, yq P E �

Fq

�
where2P � 8, and letn ¥ 3 be an odd integer.

The division polynomialψn px, yq can be expressed asψn pxq, i.e. ψn has noy terms. Then

P P E rns if and only ifψn pxq � 0.

Therefore, a pointP � pxP , yP q P E rls would satisfy the equations

y2
P � x3

P � AxP �B � 0 and ψl pxP q � 0

When dealing with thel-torsion points, the theorem allows us to reduce the computation

modulo the polynomialsψl pxq and the elliptic curve equation.

For determingtl, we then try alli P t0, 1, � � � , l � 1u to find the one that makes

φ2
p pP q � plP � iφp pP q

holds moduloψl pxP q and the elliptic curve equation, whereP � pxP , yP q P E rls.
We give the Schoof’s algorithm in the following.
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Algorithm : Schoof’s algorithm

INPUT: An elliptic curveE over a finite fieldFp.

OUTPUT: The order ofE, #E pFpq.
1. find t2 � t (mod2), storept2, 2q
2. M � 2, l� 3

3. whileM   4
?
p do

4. find pointP px, yq P E rls
5. computeQ pX px, yq , Y px, yqq � φ2

p pP q � plP

6. computeQ pX px, yq , Y px, yqq � φp pP q
7. for tl � 0, 1, � � � , l�1

2

8. if x-coordinates oftlR andQ are equal

9. comparey-coordinates oftlP andQ

10. if the same, storeptl, lq
11. else, storepl � tl, lq
12. M �M � l, l � nextprimeplq, and break

13. computet by usingptl, lq pairs and CRT

14. returnp� 1� t

3.2.2 SEA Algorithm

Although Schoof proposed the polynomial time point counting algorithm in 1985, it remains

inefficient while dealing with curves with large group order. Atkin and Elkies improved
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the Schoof’s work and makes the algorithm, SEA algorithm practical.

The key observation is to consider the roots of the characteristic polynomial of Frobenius

map,x2 � tx � p. In Schoof’s algorithm, when computingtl � t (mod l), it separates into

two cases:

(1) If there is a root ofx2 � tlx� pl � 0 in Fl, thenl is an Elkies prime.

(2) If there is no root ofx2 � tlx� pl � 0 in Fl, thenl is an Atkin prime.

We briefly list some definitions and properties related to SEAalgorithm below.

Definition 3.7 (Classical modular polynomial). Define the classical modular polynomial as

below

Φl px, j pτqq � px� j plτ qq l�1¹
k�0

�
x� j

�
τ � k

l




.

ThenΦ px, yq P Z rx, ys.
Definition 3.8 (Isogeny). A non-constant morphismψ which maps the identity element of

E1 to the identity element ofE2 is called an isogeny,

ψ : E1 ÝÑ E2.

Lemma 3.9. Let E1, E2 be two elliptic curves. There is an isogeny of degreel from E1 to

E2 if and only if Φl pj pE1q , j pE2qq � 0.

Since the coefficients of the classical modular polynomial increase significant whilel in-

creases, we usually use the alternative modular polynomialinstead. The alternative modular

polynomial was proposed by Müller in 1995. Let

s � 12

gcd p12, l � 1q , v � s pl � 1q
12

, fl pτq � ls
�
η plτq
η pτq 
2s
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whereη pτq is the Dedekind’sη-function

η pτq � q
1

24

8¹
n�1

p1� qnq , q � e2πiτ .

Definition 3.10. Define the canonical modular polynomial as

Φc
l px, j pτqq � px� fl pτqq l�1¹

i�0

�
x� fl

� �1

τ � i




.

According to [10] we determine the type of the prime by following theorem.

Theorem 3.11. Let E be a non-supersingular elliptic curve overFp with j-invariantj �
0, 1728. For an odd primel, Φl px, jq P Fp rxs is an univariate polynomial. Then there are

three cases of the number of roots ofΦl px, jq on the fieldFp

(1) 1 root orl � 1 roots.

l is Elkies prime andt2 � 4p � 0 (modl).

(2) 2 roots.

l is Elkies prime andt2 � 4p has square roots inFl.

(3) No root.

l is Atkin prime and all roots would lie inFpr for somer � l � 1.

It can be shown that the splitting type of the canonical modular polynomialΦc
l px, jq is

the same as the splitting type of classical modular polynomial Φl px, jq. Hence, to determine

which type the primel belongs to, we compute the degree ofgcd pΦc
l px, jq , xp � xq. If the

degree is larger then0, l is Elkies prime, otherwise,l is Atkin prime. Following we introduce

the Elkies and Atkin’s improvements.
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Elkies’s Improvement

If l is an Elkies prime, according to Theorem3.11, there exists an isogenyI1 and elliptic

curveE1 such that

I1 : E ÝÑ E1,

I1 pP px, yqq � �
k1 pxqph1 pxqq2 , g1 px, yqph1 pxqq3
 P E1, for P px, yq P E.

And the degree ofI1 is l, hence|Ker pI1q| � l. By definition of isogeny,I1 p8q � 8, we

havedeg ph1 pxqq � l�1
2

. There is a crucial result thatI1 is a homomorphism and the kernel

of the isogenyI1 is a subgroup ofE. Moreover,Ker pI1q contains a subgroup ofE rls and

φ pP q � λP, for P P Ker pI1q,
whereφ is the Frobenius endomorphism andλ is a root of the characteristic polynomial

of Frobenius endomorphism overFl. By relation of roots and coefficients, we have the other

rootµ � pl{λ andtl � µ� λ (modl).

Using the same concept of Schoof, since the points we deal with areKer pI1q, while

finding the valueλ P Fl by testing the equality ofφ pP q andλP , we can take the computation

modulo the polynomialh1 pxq. This will improve the efficiency becausedeg ph1 pxqq � l�1
2

is less thandeg pψl pxqq � l2, the division polynomial. Following we simply list the process

of computingh1 pxq. Refer to [11] for more details of the computation.

Given an elliptic curveE : y2 � x3 � Ax � B over fieldK wherechar pKq ¡ 3, then

such an isogenous curveE1 : y2 � x3 � Ãx� B̃ andh1 pxq satisfied the above descriptions

can be derived from the root ofΦc
l px, jq, Φc

l px, yq, and some invariants ofE. Let j � j pEq
and a rootg of the polynomialΦc

l px, jq. Set

E4 � �A
3
, E6 � �B

2
, ∆ � E

3

4 � E
2

6

1728
,
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and

Dg � g

� BBxΦc
l px, yq
 pg, jq , Dj � j

� BByΦc
l px, yq
 pg, jq .

The notation means that the derivatives are to be evaluated at pg, jq. By this setting, we

denote the invariants of the desired curve to beE
plq
4 , E

plq
6 ,∆

plq. Then∆plq � l�12∆g12{s,
wheres � 12{ pgcd p12, l � 1qq.

If Dj � 0 then

E
plq
4 � l�2E4, jplq � �

E
plq
4

	3

∆plq
Ã � �3l4E

plq
4 , B̃ � �2l6

bpjplq � 1728q∆plq, p1 � 0.

If Dj � 0, then set

E2 � �12E6Dj

sE4Dg

, E0 � E6

E4E
�
2

, g1 � � s

12
E
�
2g, j1 � �E2

4E6

∆
.

whereE
�
2 � �12g1{ psgq. And compute

D1
g �g1� BBxΦc

l px, yq
 pg, jq� g

�
g1� B2Bx2

Φc
l px, yq
 pg, jq � j1� B2BxByΦc

l px, yq
 pg, jq� ,
D1

j �j1� BByΦc
l px, yq
 pg, jq� j

�
j1� B2By2

Φc
l px, yq
 pg, jq � g1� B2BxByΦc

l px, yq
 pg, jq� ,
to determine

E
1
0 � 1

Dj

�� s

12
D1

g � E0D
1
j

	
.

Then we have

E
plq
4 � 1

l2

�
E4 � E

�
2

�
12
E
1
0

E0

� 6
E

2

4

E6

� 4
E6

E4

�� E
�2
2

�
, jplq � E

plq3
4

∆plq .
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Let f � ls{g, f 1 � sE
�
2f{12, the other invariantE

plq
6 is computed as

D�
g � � BBxΦc

l px, yq
�
f, jplq� , D�

j � � BByΦc
l px, yq
�

f, jplq� ,
then

j1plq � �f 1D�
g

lD�
j

, E
plq
6 � �Eplq

4 j
1plq

jplq .

Therefore, we have the parameters of the curveE1

Ã � �3l4E
pq
4 , B̃ � �2l6E

plq
6 , p1 � � lE�

2

2
.

Now use these values to derive the polynomialh1 pxq. Recall the Weierstrass℘-function

of the elliptic curveE : y2 � x3 � Ax�B

℘ pzq � 1

z2
� ¸

ωPLzt0u� 1pz � ωq2 � 1

ω2


 � 1

z2
� 8̧

k�1

ckz
2k

where

c1 � �A
5
, c2 � B

7
,

ck � 3pk � 2q p2k � 3q k�2̧

j�1

cjck�1�j, for k ¥ 3.

Let℘ pzq and℘1 pzq denote the Weierstrass℘-function ofE andE1, respectively,

℘ pzq � 1

z2
� 8̧

k�1

ckz
2k, ℘1 pzq � 1

z2
� 8̧

k�1

c̃kz
2k.

Then the polynomialh1 pxq satisfies

zl�1h1 p℘ pzqq � exp

��1

2
p1z

2 � 8̧
k�1

c̃k � lckp2k � 1q p2k � 2qz2k�2

�
.

Forh1 pxq is a monic polynomial with degreepl � 1q {2, we can deriveh1 pxq by expanding

the series and comparing the coefficients ofz. We summarize the Elkies procedure in the

following.
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Algorithm : Elkies procedure

INPUT: An elliptic curveE over a finite fieldFp and an Elkies primel.

OUTPUT:tl � t (modl).

1. compute the polynomialh1 pxq
2. calculateQ pX px, yq , Y px, yqq � φp pP q, whereP P E and satisfiesh1 pxq
3. forλ � 0, 1, � � � , l�1

2

4. if x-coordinates ofλP andQ are equal

5. comparey-coordinates ofλP andQ

6. if the same, thenµ � pl{λ
7. if the sum ofy-coordinates ofλP andQ is 0, thenλ � l � λ, µ � pl{λ
8. break

9. retuenλ� µ modl

Atkin’s Improvement

Now considering the case thatl is an Atkin prime. From the Theorem3.11, the equation

x2 � tlx� pl � 0 has no root inFl. The two roots will lie onFl2 .

Theorem 3.12. If the roots ofΦc
l px, jq lie on Fpr for the smallestr, then the rootsλ andµ

of the equationx2 � tlx� pl � 0 satisfy thatλ
µ

is an element of order exactlyr in Fl2

Hence, in the case thatl is an Atkin prime, we will get a set of possible value oftl � t

(modl).

Let the valuer of Theprem3.11of an Atkin primel berl. It can be determined by com-
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puting the degree ofgcd
�
Φc

l px, jq , xqj � x
	

for increasingi � l � 1. Oncerl determined,

we find the set of possible values oftl next.

Let Fl2 � Fl

�?
d
�

for a quadratic non-residued P Fl. Sinceλ, µ P Fl2zFl, denote

λ � x1 � x2

?
d, µ � x1 � x2

?
d, for somex1, x2 P Fl

Let γ � λ
µ
. By Theorem3.12, the order ofγ is rl and we can write

γ � g1 � g2

?
d, for someg1, g2 P Fl.

Then

γ � g1 � g2

?
d � λ

µ
� λ2

λµ
� x2

1 � x2
2d� 2x1x2

?
d

pl

.

Hence

plg1 � x2
1 � x2

2d (modl),

plg2 � 2x1x2 (modl),

pl � λ� µ � x2
1 � x2

2d (modl).

So we can get a possible value oftl by

tl � λ� µ � 2x1 �

pl pg1 � 1q

2
.

All the possible values oftl can then be determined by finding all the elements inFl2

with orderrl. It can be done by finding a generatorg of Fl2 andγ � g
ipl2�1q

rl for 0   i   rl

andgcd pi, rlq � 1. The Atkin procedure is processed as below.
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Algorithm : Atkin procedure

INPUT: An elliptic curveE over a finite fieldFp and an Atkin primel.

OUTPUT: A set of possible values oftl � t (modl).

1. for rl � 2, 3, � � � , l � 1 whererl � l � 1

2. if gcd
�
Φc

l px, jq , xprl � x
� � 1

3. break

4. find a quadratic non-residued

5. find a generatorg of Fl

�?
d
��

6. S � tu
7. for i � 1, 2, � � � , rl � 1 andgcd pi, rlq � 1

8. computeγ � g
ipl2�1q

rl � g1 � g2

?
d

9. find a square rootx1 of plpg1�1q
2

in Fl

10. storet2x1,�2x1u in S

11. returnS

3.3 Complex Multiplication Method

The two ways to generate elliptic curve introduced in previous sections select parameters of

a curve and then count the rational points on it. These kinds of methods need to test several

elliptic curves until getting a desired one satisfied the security constraints. The complex

multiplication method (CM method) to be introduced makes usdetermine the order of the
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Fq pq � prq t � tracepEq embedding degreek

12l2 � 1 �1� 6l 3

l2 � l � 1 �1, l � 1 4

4l2 � 1 1� 2l 6�q t ¥ 3 k ¥ log q

logpt�1q � ǫ

Table 3.4: Conditions proposed by Miyaji, Nakabayashi, andTakano

curves first and compute the curves with the exact order. Since we explain each step of

CM method in next chapter, we use an example to show how the CM method works in this

section.

We generate a MNT curve as an example to demonstrate the process. The MNT curves

are curves used to construct the pairing-based cryptosystem. These curves satisfy the condi-

tions proposed by Miyaji, Nakabayashi, and Takano. The conditions ensure that the curves

will have small embedding degree, which is important when dealing with the pairing com-

putation. Refer to [8] for more details about the MNT curves.

Table3.4 lists the MNT conditions, suppose we want an elliptic curveE overFp with

embedding degreek � 4. According to the Table3.4, we have

p � l2 � l � 1, t � l � 1 or � l.
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Takel � 71, then

p � l2 � l � 1 � 5113 P prime number

t � l � 1 or � l � 72 or � 71

#E pFpq � p� 1� t � $''&''% 5042 � 2� 2521 for t � 72

5185 � 5� 17� 61 for t � �71

We uset � l � 1 � 72 to make the curve have larger subgroup order. Therefore, let�D
denote the discriminant of the endomorphism ring of the elliptic curve we want, i.e.�D is a

discriminant of an order of an imaginary quadratic field. Then�D � t2 � 4p � 722 � 4� 5113 � �15268.

For constructing the Hilbert polynomial, we find out all reduced binary quadratic formspa, b, cq with discriminant�D, it means that searching the triplespa, b, cq satisfies

(1) b2 � 4ac � �D
(2) |b| ¤ a ¤ c

(3) b ¥ 0 if a � |b| or a � c

(4) gcd pa, b, cq � 1

For�D � �15268, the triples are:pa, b, cq �p1, 0, 3817q, p11, 0, 347q, p2, 2, 1909q, p23,�2, 166q, p46,�2, 83q,p17,�10, 226q, p17,�10, 226q, p34,�10, 113q, p22, 22, 179q, p43,�30, 94q,p47,�30, 86q, p41,�36, 101q, p53,�46, 82q.
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Let

τi � �bi �a
b2i � 4aici

2ai

� �bi �?�D
2ai

, for i � 1, 2, � � � , 20,

compute the Hilbert polynomialHD pxq
HD � 20¹

i�1

px� j pτiqq ,
where

j pτq � p256h pτq � 1q3
h pτq , h pτq � ∆ p2τq

∆ pτq ,
∆ pτq � q

8¹
n�1

p1� qnq24 , q � e2πiτ .

Notice that while computing the Hilbert polynomial, the computations are under complex

plane. The fact is the coefficients of the Hilbert polynomialwill be integer, hence we must

calculate with appropriate precision to approximate the correct coefficients. In this case, the

integer polynomial modulop is

HD pxqP � HD pxq (modp) � HD pxq (mod5113)� x20 � 1384x19 � 5068x18 � 2897x17 � 4303x16 � 4515x15 � 964x14� 4023x13 � 3489x12 � 3358x11 � 1792x10 � 4864x9 � 5026x8 � 4573x7� 1992x6 � 724x5 � 1625x4 � 636x3 � 1264x2 � 2625x� 2987.

We can use the Cantor-Zassenhaus algorithm to factor the polynomial and find the roots over

Fp. These roots of theHD pxqp will be thej-invariants of the desired elliptic curves overFp.

The roots of the polynomial above are

jp �1186, 50, 2556, 514, 3089, 3535, 3218, 263, 2799, 565,

2226, 3258, 3859, 1963, 2189, 2841, 2921, 1051, 1542, 2663.
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Selectjp � 1186 and get the elliptic curveE1:

y2 � x3 � 3jp

1728� jp
x� 2jp

1728� jpñ y2 � x3 � 3� 1186

1728� 1186
x� 2� 1186

1728� 1186� x3 � 1365x� 910

Using Schoof’s algorithm to count the points of the curveE1 will get the order#E1 pF5113q �
5186 � 5113 � 1 � 72. Therefore, the curve with order5042 we desired is the twist ofE1.

For5 is a quadratic non-residue inF5113, letEt
1 be the quadratic twist ofE1

Et
1 : y2 � x3 � 1365� 52x� 910� 53� x3 � 3447x� 1264.

And the Schoof’s algorithm shows that the order#Et
1 pF5113q � 5042. So we have

p � 5113, t � 72, �D � �15268, jp � 1186,

Et
1 : y2 � x3 � 3447x� 1264 (mod5113), #Et

1 pF5113q � 5042 � 2� 2521

and

2521 ‖ 51134 � 1 � 683444370987360 � 2521� 271100504160.

The notation ”n ‖ pk � 1” denotesn � pk � 1 andn � pi � 1 for 1 ¤ i   k.

Assume we select anotherj-invarinatjp � 50, use the same process to find the desired

curve and we will get

p � 5113, t � 72, �D � �15268, jp � 50,

E2 : y2 � x3 � 2389x� 3297, Et
2 : y2 � x3 � 3482x� 3085,
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and

#E2 pF5113q � 5186, #Et
2 pF5113q � 5042.

We illustrate how the CM method can be used to generate pairing-friendly elliptic curves,

next we use another example with larger discriminant�D to show the process for generating

elliptic curves with prime order.

Suppose we want an elliptic curve with prime order101111, then we select a prime

p � 101359 in Hasse bound. The parameters of the elliptic curveE we desired will be

#E pF101359q � 101111, t � 249.

Set the input parameters for CM method as below

p � 101359, �D � t2 � 4p � �343435.

The CM algorithm will find the reduced binary quadratic formspa, b, cq �p1, 1, 85859q, p23,�1, 3733q, p19,�3, 4519q, p5, 5, 17173q, p13,�5, 6605q,p65,�5, 1321q, p43,�7, 1997q, p157,�9, 547q, p17,�13, 5053q,p31,�13, 2771q, p163,�13, 527q, p61,�19, 1409q, � � � ,
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and the Hilbert polynomial modulop will be

HD pxqp � x94 � 6067x93 � 46253x92 � 64761x91 � 8636x90 � 70547x89� 100404x88 � 77983x87 � 85336x86 � 80849x85 � 80880x84� 96778x83 � 95307x82 � 27454x81 � 5092x80 � 23203x79� 13278x78 � 89668x77 � 69176x76 � 48263x75 � 48176x74� 76726x73 � 14898x72 � 92125x71 � 46898x70 � 42889x69� 64592x68 � 19972x67 � 82390x66 � � � � .
Therefore, we have94 roots modulo101359. Random selectjp � 59501, then we have

E : y2 � x3 � 83394x� 55596, Et : y2 � x3 � 83394x� 55596

and

#E pF101359q � 101609, #Et pF101359q � 101111.

Therefore, we get the desired elliptic curveE � Et.
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Chapter 4

Complex Multiplication for Elliptic

Curve

In this chapter, we outline the complex multiplication method (CM method) first, and then

describe each step in detail to show how it works.

4.1 Outline of the Complex Multiplication Method

First of all, by the property of thej-invariant of an elliptic curve over finite fieldFq, where

Char pqq ¡ 3, if we know thej-invariant, we can construct an elliptic curve with thisj-

invariant.

Let j be thej-invariant and the equation of elliptic curveE be defined as

y2 � x3 � 3j

1728� j
x� 2j

1728� j
. (4.1)

Then elliptic curveE will be an elliptic curve withj pEq � j.

Now we review the elliptic curves defined overC.
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From Section2.2.3, an elliptic curveEC defined overC is isomorphic toC{L, where

L � Zω1 � Zω2, ω1, ω2 P C, andω1, ω2 are linearly independent inR. We can rewrite

the latticeL asL � Z � Zτ such that the imaginary part ofτ is positive, and we get

j pECq � j pτq.
Furthermore, the endomorphism ring ofEC will be

End pECq � tβ P C|βL � Lu
i.e. corresponds to an idealA of an orderO in an imaginary quadratic fieldK. It can be

shown that the minimal polynomial ofj pECq is the Hilbert class polynomial

HD pxq � hD¹
i�1

px� j pAiqq
wherehD is the order of the ideal class group ofOK , Ai are representatives of elements of

the class group ofOK , andj pAiq is thej-invariant of the elliptic curve corresponding toAi.

By Deuring’s Lifting Theorem , we can obtain an elliptic curve with complex mul-

tiplication over a finite field by reducing an elliptic curve with complex multiplication in

characteristic zero.

Theorem 4.1(Deuring’s Lifting Theorem). Let E be an elliptic curve defined over a finite

field and letα be an endomorphism ofE. Then there exists an elliptic curvẽE defined over

a finite extensionK of Q and an endomorphism̃α of Ẽ such thatE is the reduction ofẼ

mod some prime ideal of the ring of algebraic integers ofK and the reduction of̃α is α.

Thej-invariant of the elliptic curveE over a finite fieldFp reduced from the elliptic curve

EC will be the root of the Hilbert polynomialHD pxq (modp).

The idea of generating elliptic curve with presribed order by CM method is
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1. Determine the prime orderN of the elliptic curve and the finite fieldFp over thatE

defined.

By the orderN , it determined the structure of the endomorphism ringEnd pEq and

the Hilbert class field.

2. Compute the Hilbert polynomialHD pXq and find a rootjp of HD pxqp (modp).

3. Compute the elliptic curveE{Fp and its twistE 1{Fp. Then check which one ofE and

E 1 has the order equal toN , and it would be the elliptic curve we want.

According to the idea of the CM method, the algorithm of generating elliptic curves by

CM method can be designed as below. Since the Hilbert polynomials can be computed in

advance, the algorithm takes the Hilbert polynomials as input.

Algorithm : Construct elliptic curve using CM method

INPUT: A squarefree integerd � 1, 3, parametersǫ andδ, Hilbert class polynomialHD pXq,
desired size ofp andl.

OUTPUT: A primep of the desired size, an elliptic curveE{Fp with l � #E pFpq, wherel is

a large prime.

1. do

2. do

3. choose primep of desired size

4. until ǫp � x2 � dy2 for somex, y P Z

5. Letn1 � p� 1� 2x
δ
, n2 � p� 1� 2x

δ

6. untiln1 or n2 has a large prime factorl
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7. find a rootjp of HD pxq (modp)

8. compute the elliptic curveEj{Fp by 4.1and its twistE 1
j{Fp

9. do

10. find a pointP P Ej pFpq and computeQ � n1P

11. ifQ � 8 andn2P � 8, returnp andEj

12. else ifQ � 8, returnp andE 1
j

4.2 Endomorphism Ring

In Section2.1.3, we formulate some definitions related to homomorphism. Forstudying the

details of the CM-method, we start from introducing the endomorphism ring of an elliptic

curve.

Definition 4.2 (Endomorphism). LetA1 andA2 are abelian varieties overK andHomK pA1,A2q
denote the set of homomorphisms fromA1 toA2. Then the homomorphismsEndK pA1q :�
HomK pA1,A1q are the endomorphisms ofA1.

The setEndK pA1q is a ring with composition as multiplicative structure.

Given an elliptic curveE defined overK, we say that the elliptic curveE hascomplex

multiplication if the endomorphism ring ofE,EndK pEq, is strickly larger thanZ. We now

utilize the elliptic curves defined overC as examples to illustrate the endomorphism rings,

then show that all the elliptic curves defined over finite fields have complex multiplication.

We use the elliptic curveE : y2 � 4x3 � 4x defined overC as example.
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)()( ωω iL Ζ+Ζ=

ω

iω

Figure 4.1: Square latticeL � Zω � Ziω

As we had proved, we can find a latticeL � Zω1 � Zω2 such thatE pCq � C{L. In

this case, it can be computed that the latticeL can be written asL � Zω � Ziω for a certain

ω P R. Figure4.1shows an example of this square lattice.

The square lattice was symmetic, i.e.iL � L. Considering the endomorphismα pxq �
ix acts on the Weierstrass℘-function

℘ pizq � 1pizq2 � ¸
ωPLzt0u� 1piz � ωq2 � 1

ω2


� 1pizq2 � ¸
iωPLzt0u� 1piz � iωq2 � 1piωq2
� �℘ pzq ,

℘1 pizq � i℘1 pzq .
Hence, we have the corresponding endomorphism on the elliptic curveE given by

i px, yq � p�x, iyq
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i.e. we get the the corresponding map of the endomorphism betweenE andC{L
C{L : z ÞÑ iz

E pCq : px, yq � p℘ pzq , ℘1 pzqq ÞÑ p℘ pizq , ℘1 pizqq � p�x, iyq
It shows that givenα � a�bi P Z ris andpx, yq P E pCq, whereZ ris � ta� bi|a, b P Zu,

thenα would be an endomorphism ofE defined bypx, yq ÞÑ pa� biq px, yq � a pxq � b p�x, iyq
since point multiplication by integera andb can be expressed by rational functions.

Therefore, in this cases,

Z ris � EndC pEq .
Figure4.2 shows two examples ofEndC pEq, one is multiplication by integer and the

other byi.

Now we deal with the endomorphism rings of the arbitrary elliptic curve overC. We

prove the following theorem.

Theorem 4.3. Let E be an elliptic curve defined overC andL be the lattice such that

E pCq � C{L. Then

EndC pEq � tβ P C|βL � Lu .
Proof. LetE be an elliptic curve defined overC andL � Zω1 � Zω2 be the corresponding

lattice. To prove the theorem, we need to show the followings:

1. All endomorphisms ofE pCq can be expressed byβ such thatβL � L

2. All suchβ’s define endomorphisms ofE pCq
Here we start the proof.
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Figure 4.2: Examples ofEndC pEq � tβ P C|βL � Lu
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P=(x, y) α(P)

=(R(x), yS(x))

z

α

α~
(z)α~

Φ Φ
-1

E(C)

C/L

Figure 4.3: The illustration of the morphisms proved of Theorem4.3- (1)

1. Given an endomorphismα of E pCq, by definition of the endomorphism, it maps a

pointP � px, yq P E pCq to αP � α px, yq P E pCq and can be expressed by rational

functions

α px, yq � pR pxq , yS pxqq .
Since there exists an isomorphismΦ betweenC{L andE pCq

Φ : C{L ÝÑ E pCq ,Φ pzq � p℘ pzq , ℘1 pzqq ,
the map

α̃ � Φ�1 pα pΦ pzqqq
would be an endomorphism ofC{L. Figure4.3 illustrates the relations of these mor-

phisms.

To show that̃α pzq � βz for someβ P C, we focus on the action of the endomorphism

applying on a sufficiently small areaU nearz � 0. Then we obtain the map fromU to

C such that

α̃ pz1 � z2q � α̃ pz1q � α̃ pz2q modL, �z1, z2 P U
and we may assume thatα̃ p0q � 0. By continuity,α̃ pzq Ñ 0 whenz Ñ 0. If U is
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sufficiently small, we may assume that

α̃ pz1 � z2q � α̃ pz1q � α̃ pz2q , �z1, z2 P U.
Therefore, forz P U ,

α̃1 pzq � lim
hÑ0

α̃ pz � hq � α̃ pzq
h� lim

hÑ0

α̃ pzq � α̃ phq � α̃ pzq
h� lim

hÑ0

α̃ phq � α̃ p0q
h

� α̃1 p0q .
Let β � α̃1 p0q, sinceα̃1 pzq � β, �z P U , we haveα̃ pzq � βz, �z P U .

Now letz P C be arbitrary. Since there exists an integern such thatz{n P U ,

α̃ pzq � nα̃ pz{nq � n pβz{nq � βz modL.

Hence, the endomorphism̃α is given by multiplication byβ.

For the definition of homomorphsim,̃α pLq � L, it follows that

βL � L.

2. Givenβ P C satisfiesβL � L, then multiplication byβ is a homomorphism fromC{L
to C{L. Therefore, the functions℘ pβzq and℘1 pβzq are doubly periodic with respect

toL. By Theorem2.50, there exists rational functionsR andS such that

℘ pβzq � R p℘ pzqq , ℘1 pβzq � ℘1 pzqS p℘ pzqq .
Hence, multiplication byβ onC{L corresponds to the map onE:px, yq ÞÑ pR pxq , yS pxqq .

60



z

α

β

Φ

E(C)

C/L

zβ

( ) ( )( )
( )yx

zzP

,

',

=
℘℘=

Φ

( ) ( )( )
( )( ) ( ) ( )( )( )

( ) ( )( )xySxR

zSzzR

zzP

,

',

','

=
℘℘℘=

℘℘= ββ

Figure 4.4: The illustration of the morphisms proved of Theorem4.3- (2)

Again, we use Figure4.4to show the illustration of the relation between the morphisms

proved in this part.

By proving the above, we link the endomorphism ringEndC pEq and the latticeL corre-

sponding toE pCq together.

Theorem4.3 shows that the endomorphism ring of an elliptic curve overC is related

closely to the lattice it corresponds to. The next theorem gives us a precise structure of the

endomorphism ring,EndC pEq.
Theorem 4.4. Let E be an elliptic curve defined overC. ThenEndC pEq is isomorphic

either toZ or to an order in an imaginary quadratic field.

Proof. LetL � Zω1 � Zω2 be the lattice corresponding toE. By Thoerem4.3, let

R � EndC pEq � tβ P C|βL � Lu .
Then we haveZ � R andR is a ring sinceR is closed under the composition laws� and�.
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Givenβ P R, for tω1, ω2u is a basis of latticeL, then

βω1 � jω1 � kω2, βω2 � mω1 � nω2, j, k,m, n P Zùñ ���� β � j �k�m β � n

�ÆÆ
���� ω1

ω2

�ÆÆ
� 0.

So the determinant of the matrix is0,

β2 � pj � nq β � pjn� kmq � 0.

Hence,β lies in some quadratic fieldK andβ is an algebraic integer (7 j, k,m, n P Z). We

deal with fieldK in two cases.

1. Assumeβ P R.

Then the equation aboveβω1 � jω1�kω2 (or βω2 � mω1�nω2) gives a dependence

relation betweenω1 andω2 with real coefficients:

βω1 � jω1 � kω2 ñ pβ � jqω1 � kω2

or βω2 � mω1 � nω2 ñ mω1 � pβ � nqω2

Sinceω1 andω2 are linearly independent overR, we haveβ � j or β � n, means that

RX R � Z.

2. Assumeβ P C andβ R R. ñ β R Z

Then β is an algebraic integer in a quadratic field and forβ R R, K must be an

imaginary quadratic field, denoteK by Q
�?�d�. Let β 1 R Z be another element of

R. By the same reason,β 1 P K 1 � Q
�?�d1� for somed1.
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SinceR is a ring,β � β 1 must also be inR, implies thatK � K 1 andR � K. For all

the elements ofR are algebraic integers, we have

R � OK .

Therefore, the endomorphism ringEndC pEq � R is isomorphic either toZ or an order

in an imaginary quadratic field.

After studying the structure of the endomorphism ring of theelliptic curves defined over

C, next we discuss the endomorphism rings of elliptic curves defined over finite fieldFq.

Considering the Frobenius endomorphismφq on an elliptic curve defined overFq,

φq :

$''''''&''''''% E
�
Fq

� ÝÑ E
�
Fq

�px, yq ÞÝÑ pxq, yqq8 ÞÝÑ 8
By Corollary2.46, the mapφ2

q � tφq � q is a zero map on elliptic curveE overFq, thenφq

would be a root of the polynomial

X2 � tX � q � 0.

By the Hasse theorem (Theorem2.43), the unique integert satisfies|t| ¤ 2
?
q. It can be

shown that ift � �2
?
q, then the endomorphism ring would be an order in a quaternion

algebra. For our application and in pratical, we restrict the discussion on the case that|t|  
2
?
q. Since|t|   2

?
q, the polynomialX2 � tX � q � 0 would have only complex roots,

therefore

Z � Z rφqs � End pEq .
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From Theorem4.4, then the endomorphism ring of an elliptic curve defined overfinite field

would be an order in an imaginary quadratic field. Observing the polynomial

X2 � tX � q � 0,

the roots would lie in the imaginary quadratic fieldQ

�a
t2 � 4q

	
. Hence, for choosing the

parameterst andq, we can then determine the imaginary quadratic fieldK � Q
�?�d� such

that

End pEq � OK .

This is an important result that allows us to choose the desired order first and then find the

elliptic curve with the exactly order.

In this section, we link the relation of the order of an elliptic curve and the structure of its

endomorphism ring. Following we show how to use the structure to find the desired elliptic

curve.

4.3 Ideal Class Group

We have showed that the endormorphism ring of an elliptic curve is isomorphic toZ or to

an order in an imaginary quadratic field in previous section.It can be proved that for an

ordinary elliptic curveE defined overFp, the endomorphism ringEnd pEq is an order in

an imaginary quadratic field. To connect the endomorphism ring and thej-invariant of an

elliptic curve together, we introduce the ideal class groupin this section.

Definition 4.5. LetR be a ring,I is an ideal ofR if it is a nonempty subset ofR such that

• I is a subgroup ofR with respect to the law�.
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• for all x P R and ally P I, xy P I andyx P I.

We summarize some related definitions about ideal below.

• Prime ideal:

An idealI � R is prime if for allx, y P R with xy P I, thenx P I or y P I.

• Maximal ideal:

An idealI � R is maximal if for any idealJ of R the inclusionI � J impliesJ � I

or J � R.

• Finitely generated:

An idealI of a ringR is finitely generated if there are elementsa1, � � � , an such that

everyx P I, we can writex � x1a1 � � � � � xnan with x1, � � � , xn P R.

• Principal ideal:

An idealI is principal if I � aR. AndR is a principal ideal domain (PID) if it is an

integral domain and if every ideal ofR is principal.

Definition 4.6 (Fractional ideal). LetK be a number field and let an orderO be a Dedekind

ring. A fractional ideal ofK is a submodule ofK overO.

The Dedekind ring is defined as:

Definition 4.7 ( Dedekind ring). A Dedekind ringR is an integral domain satisfying the

following properties.

(1) Every ideal ofR is finitely generated.

(2) Every nonzero prime ideal ofR is maximal.
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(3) R is integrally closed in its quotient field

F � tα{β : α, β P R, β � 0u .
From the definition, for a fractional idealM of R, we haveαM � R andαM is an

integral ideal ofR for some nonzeroα P R. Hence for any fractional ideal ofR, it can be

expressed in the formα�1I, whereI is an integral ideal ofR.

Now we state the following lemma:

Lemma 4.8(Group of fractional ideals). If R is a Dedekind ring, then the set of all fractional

ideals forms a multiplicative abelian group, denoted byF pRq. The setP pRq consisting of

all principal fractional ideals ofR is a subgroup ofF pRq.
Then we can define the class group of an integral ringR.

Definition 4.9 (Class group). LetR be a Dedekind ring. Then the quotient groupF pRq {P pRq
is called the class group ofR, denoted byCR. WhenR � OK , we writeCK .

We say that two fractional ideals are equivalent if they belong to the same coset ofP pRq in

F pRq. In other words, fractional idealsI, J are equivalent, denoted byI � J , provided that

ψ pIq � ψ pJq under the natural mapψ : F pRq ÞÑ F pRq {P pRq.
The cardinality of the class group|CK | is called the class number ofOK , denoted byhK .

It can be proved thathK is finite.

In our case, for an elliptic curveE, the endomorphism ringEnd pEq will be an orderR

in an imaginary quadratic fieldQ
�?�d�. Let Ai be the representative of each equivalent

class ofCR, thenj pAiq are conjugates under the action of the Galois group of the ring class
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field overQ
�?�d�. And we will get the polynomial

HD pxq � hD¹
i�1

px� j pAiqq
is the Hilbert class polynomial. This will also be mentionedin the following sections.

4.4 j-invariant

We review the mathematical background related toj-invariant and link it to the CM-method

in this section.

Recall that the definition ofj-invariant is defined as a function of a complex numberτ

on the upper half plane of complex numbers. In Definition2.59,

j pτq � 1728
g3
2

∆
� 1728

g3
2

g3
2 � 27g2

3

Given a matrixM P SL2 pZq, the action on the upper half plane is

Mτ � ���� a b

c d

�ÆÆ
τ � aτ � b

cτ � d
, �τ P H

We now proved Proposition2.60:

Let τ P H and let matrixM P SL2 pZq, then

j pMτq � j

�
aτ � b

cτ � d


 � j pτq .
Proof. From the difinition ofj pτq

j pτq � 1728
g3
2

g3
2 � 27g2

3

,

where

g2 � g2 pτq � g2 pLτ q � 60G4 pLτ q
g3 � g3 pτq � g3 pLτ q � 140G6 pLτ q
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Observing the seriesGk pLτ q � Gk pτq:
Gk pτq � ¸pm,nq�p0,0q 1pmτ � nqk

Gk

�
aτ � b

cτ � d


 � ¸pm,nq�p0,0q 1�
m
�

aτ�b
cτ�d

�� n
�k� pcτ � dqk ¸pm,nq�p0,0q 1pm paτ � bq � n pcτ � dqqk� pcτ � dqk ¸pm,nq�p0,0q 1ppma � ncq τ � pmb� ndqqk .

Sincedet

���� a b

c d

�ÆÆ
� 1 ���� a b

c d

�ÆÆ
�1 � ���� d �b�c a

�ÆÆ
,
for pm1, n1q � pma � nc,mb� ndq � pm,nq���� a b

c d

�ÆÆ
,
we have pm,nq � pm1, n1q���� d �b�c a

�ÆÆ
.
Hence there is a one-to-one mapping betweenpm,nq andpm1, n1q, so we can write

Gk

�
aτ � b

cτ � d


 � pcτ � dqk ¸pm,nq�p0,0q 1ppma� ncq τ � pmb� ndqqk� pcτ � dqk ¸pm1,n1q�p0,0q 1pm1τ � n1qk� pcτ � dqk Gk pτq .
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Therefore

g2

�
aτ � b

cτ � d


 � pcτ � dq4 g2 pτq , g3

�
aτ � b

cτ � d


 � pcτ � dq6 g3 pτq
Put these terms into the definition ofj, it follows that

j

�
aτ � b

cτ � d


 � 1728
g2

�
aτ�b
cτ�d

�3

g2

�
aτ�b
cτ�d

�3 � 27g3

�
aτ�b
cτ�d

�2� 1728
pcτ � dq12 g2 pτq3pcτ � dq12 �g2 pτq3 � 27g3 pτq2�� j pτq .

Hence, thej-function is a modular function. By the action on two specialmatrices in

SL2 pZq
M1 � ���� 1 1

0 1

�ÆÆ
, M2 � ���� 0 �1

1 0

�ÆÆ
,
we have

j pτ � 1q � j pτq , j

��1

τ


 � j pτq .
These two transformations generate a modular group and playimportant roles in proving

Corollary2.63:

If z P C, then there is exactly oneτ P F such thatj pτq � z.

It means that given a specific valuez, we can findτ 1 such that

j pτ 1q � z,

and for Proposition2.60and Proposition2.62, by choosing appropriateM P SL2 pZq, we can

find a transformation belonging to the modular group to find a uniqueτ in the fundamental
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domain such that

j pτq � j pMτ 1q � j pτ 1q � z, τ P F .

Hence,j-function is a one-to-one mapping from the fundamental domain to the entire com-

plex plane. Since each value ofj corresponds to the field of elliptic functions with periods1

andτ , j-function is in a one-to-one relationship with isomorphismclasses of elliptic curves.

Now we conclude the material discussed as below:

Theorem 4.10. Assume thatE is defined overC and has complex multiplication. Letτ be

its period. ThenQ pτq is an imaginary quadratic field,EndQpτq pEq � EndC pEq is an order

OE in Qτ and the absolute invariantj pτq is an algebraic integer that lies in the ring class

fieldHOE
overQ pτq.

For our case, theOE is the ring of integers ofQτ . ThenHOE
is the Hilbert class fieldH of

Qτ . And there exists a monic polynomial with integer coefficients whose roots would be the

j-invariants of the isomorphism classes of the elliptic curves. The monic integer polynomial,

i.e. the minimal polynomial of thej-invariant, is the Hilbert class polynomial

HD pxq � hD¹
i�1

px� j pτiqq ,
whered is the squarefree integer such thatτi P Q

�?
d
�
, hD is the Hilbert class number,τi are

the representatives of the elements of the class group ofOK , andj pτiq are thej-invariants

of correspondingτi value.

By Theorem2.64, for an elliptic curveE overC, there is a latticeLτ such thatE pCq �
C{Lτ andj pEq � j pLτ q � j pτq. Therefore, thej-invariants in above polynomial would

be thej-invariants of the elliptic curve corresponding toτi. Since we have showed thatj-

function is a function that maps the fundamental domainF to entire complex plane, we can
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focus on theτ ’s in F for computing the Hilbert polynomial.

4.5 Hilbert Polynomial

To connect the elliptic curves over number fields and elliptic curves over finite field, we

discuss the properties of Hilbert polynomial.

According to Theorem4.10, restate the description of Hilbert polynomial first:

Corollary 4.11. Let K � Q
�?�d� be an imaginary quadratic field with ring of integers

OK . LetE be an elliptic curve withEndC pEq � OK . Then the minimal polynomial ofjE

is the Hilbert class polynomial

HD pxq � hD¹
r�1

px� j pτiqq ,
wherej pτiq is thej-invariant of the elliptic curve corresponding toτi, hD is the Hilbert class

number, andτi are representatives of the elements of the class group ofOK .

We know that for aj-invariantj pτq, the minimal polynomial ofj pτq is the Hilbert poly-

nomial. Since it can be proved thatj-invariant is an algebraic integer, the Hilbert polynomial

has integer coefficients. Therefore, by taking all the integer coefficients modulo a primep,

the Hilbert polynomial can be reduced to a polynomialHD pxqp overFp.

HD pxqp � hD¹
r�1

px� j pτiqq (modp)� xhD � ahD�1x
hD�1 � � � � � a1x� a0,

whereai P Fp. Futhermore, ifp does not dividesd, the polynomialHD pxqp would have

simple roots inFp.
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Let jp be a root of the polynomialHD pxqp, then it is the reduction modulop of one of

thej-invariantsj pτiq. If jp is contained inFpk, for thej pτiq are conjugate, all the roots of

HD pxqp would be inFpk .

As mentioned in beginning, if we have thej-invariantjp P Fp, jp � 0, 1728, then we can

find the elliptic curve overFp with invariantjp by

y2 � x3 � 3jp

1728� jp
x� 2jp

1728� jp
.

Computing the Hilbert Polynomial

In order to find a root of Hilbert polynomial modulop, we need to compute Hilbert

polynomial first. For computing the polynomial, it needs to find all theτi’s. Recall that each

τi represents an element of the ideal class group ofOK , we use the equivalence between the

ideal classes of an algebraic number field with discriminantd and the equivalence classes of

primitive, positive definite binary quadratic forms of discriminantd to find all τi’s.

A binary quadratic form is a quadratic form in two variables.In the case of the ideal class

group of function fields, it can be proved that there is exactly one reduced binary quadratic

form in each equivalence class. The reduced binary quadratic form is defined as:

Definition 4.12. A quadratic formax2�bxy�cy2 is called a reduced binary quadratic form

if it satisfies

• |b| ¤ a ¤ c

• b ¥ 0 if a � |b| or a � c

• gcd pa, b, cq � 1.

Therefore, we search for all reduced binary quadratic formsof discriminantd to obtain
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all τi’s. For each reduced binary quadratic formax2 � bxy � cy2, it corresponds to the ideal

A � Z� Zτ where

τ � b�?�d
2a

.

On the other hand, the conditions of the redeuced binary quadratic form make the corre-

spondingτ belonging to the fundamental domainF . Given aτi, one can computej pτiq by

following

Definition 4.13 (Dedekind’sη-function). Let τ be a complex number with positive imagi-

nary part, i.e.τ P H, defineq � e2πiτ and theη-function by

η pτq � q
1

24

8¹
n�1

p1� qnq � q
1

24

�
1�

ņ¥1

p�1qn �qnp3n�1q{2 � qnp3n�1q{2�� .

Let

∆ pτq � η pτq24 � q

8¹
n�1

p1� qnq24 � q

�
1�

ņ¥1

p�1qn �qnp3n�1q{2 � qnp3n�1q{2��24

Thej pτq is related to∆ pτq by

h pτq � ∆ p2τq
∆ pτq , j pτq � p256h pτq � 1q3

h pτq .

Since the computations are overC, the results would be the approximate value forj pτiq.
By the fact that the coefficients of the Hilbert polynomial are all integers, we can obtain the

actual polynomial by using sufficient precision.

4.6 Weber Polynomial

Since the coefficients of the Hilbert polynomial grow fast when the degree of the polynomial

increases, the computation of the Hilbert polynomial was suggested to be taken in advance.
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Another solution is to use other class invariant instead ofj-invariant. Different class invariant

leads different class polynomial. The Weber polynomial is used most. The Weber functions

are defined as following, using the Dedekind’sη-function (see Definition4.13),

f pτq � ζ�1
48

η ppτ � 1q {2q
η pτq , f1 pτq � η pτ{2q

η pτq , f2 pτq � ?
2
η p2τq
η pτq ,

whereζn � e
2πi
n , and

γ2 pτq � f pτq24 � 16

f pτq8 , γ3 pτq � �
f pτq24 � 8

� �
f1 pτq8 � f2 pτq8�

f pτq8 .

For more details, refer to [2], [15]. The relation of these functions and thej-function are

j pτq � �
f pτq24 � 16

�3

f pτq24 � �
f1 pτq24 � 16

�3

f1 pτq24 � �
f2 pτq24 � 16

�3

f2 pτq24� γ2 pτq3 � γ3 pτq2 � 1728.

Then the Weber polynomialWD pxq is defined as

WD pxq � h1¹
i�1

px� µ pτiqq
Atkin and Morain suggest a list of the choiceµ pτiq for different discriminantD in [2]:

• If D � 3 (mod6), useµ pτq � ?�Dγ3 pτq.
• If D � 7 (mod8), useµ pτq � f pτq {?2.

• If D � 3 (mod8), useµ pτq � f pτq.
• If d � �2 (mod8), useµ pτq � f1 pτq {?2.

• If d � 5 (mod8), useµ pτq � f pτq4.
• If d � 1 (mod8), useµ pτq � f pτq2 {?2.
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where

d � $''&''% D, if D � 3 (mod4)

D{4, if D � 0 (mod4)

In the case whenD � 3 (mod8) andD � 3 (mod6), the degree of Weber polynomial will be

3hD, hD denotes the degree of the Hilbert polynomial. Therefore, itusually avoid to choose

these values forD in practice.

4.7 Finding Roots of Polynomial overFp

After computing the Hilbert polynomial, next we want to find aroot jp in the finite fieldFp

to construct the corresponding elliptic curve. Before finding a root of the Hilbert polynomial

modulop, some criteria need to be satisfied when choosing the prime field p.

Assume the prime numberp is decomposed inQ
�?�d�, by the class field theory of

imaginary quadratic fields, we have following theorem.

Theorem 4.14. There is an integerπ P Q
�?�d� such thatππ � p and|p� 1� pπ � πq|

equals to#E pFpq or its twists.

From the theorem above, we haveππ � p andπ� π � #E pFpq � pp� 1q � t, then the

minimal polynomial ofπ would be

x2 � tx� p.

Recall the characteristic polynomial of Frobenius mapφp

φ2
p � tφp � p,
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wheret is called the Frobenius trace. We can observe that in Theorem4.14, the algebraic

integerπ is actually the Frobenius endomorphism acting onEp or its twist modulop.

Hence, we need to choosep which can be decomposed inOK . These primes would be

the ones such that there are integer solutions to the norm equation

x2 � dy2 � ǫp, whereǫ � $''&''% 1 if d � 1, 2 (mod4)

4 if d � 3 (mod4)

.

From the equation above, we obtain that�d must be a square modulop. To find such a

suitable primep, one usually uses the Cornacchia’s algorithm to get a solution.

Algorithm : Cornacchia’s algorithm

INPUT: A squarefree integerd ¡ 0 and a primep such that the Legendre symbol
��d

p

	 � 1.

OUTPUT:px, yq P Z2 such thatx2 � dy2 � p if possible.

1. compute square roota0 of �d with p{2   a0   p, i.e. a2
0 � �d (modp)

2. a� p, b� a0, c� t?pu
3. whileb ¡ c do

4. r � a (modb), a� b, b� r

5. if d � p� b2 or if z � pp� b2q {d is not a square, return ”no solution”

6. else returnpx, yq � pb,?zq
Choosing the primep by the Cornacchia’s algorithm, now we can factor the Hilbert

polynomial inFp to find rootsjp P Fp. We introduce the general way to find roots of a

polynomial, then discuss the method to find roots of Hilbert polynomial.
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For finding roots of a polynomialf pxq, it usually needs to make the polynomial square-

free first. Due to the characteristic of the field we deal with,we discuss this step in two

cases.

(1) If the characteristic of the field is0.

We can obtain the squarefree version of the polynomialf pxq by computing

f pxq
gcd pf pxq , f 1 pxqq .

(2) If the characteristic of the field isp.

Since a polynomialf pxq satisfiesf 1 pxq � 0 precisely whenf pxq � w pxqp for some

polynomialw pxq, we writef pxq � v pxqw pxqp (if deg pf pxqq   p, thenw pxq � 1).

Then use the same process to deal with thev pxq.
After reducing the square part of the polynomial, we factor the polynomial such that

f pxq � f1 pxq f2 pxq � � � fm pxq
wherefi pxq is the product of irreducible polynomials with degreei. For eachfi pxq, ap-

plying the Cantor-Zassenhaus algorithm to find individual factors. The Cantor-Zassenhaus

algorithm can factor the polynomial with all irreducible factors having the same degree.

Focus on finding roots of reduced Hilbert polynomial modulop, sincedeg
�
HD pxqp	  

p, reducing the square part can be done by computing
HDpxqp

gcdpHDpxqp,H1
D
pxqpq . For the roots we

interest are those lie in ground fieldFp, we only process the polynomialf1 pxq, i.e. the

product of the irreducible polynomials with degree1.

We also can use the fact thatg pxq � xp � x is the product of all irreducible polynomial
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of degree1 in Fp. The polynomialf1 pxq then can be obtained by computing

f1 pxq � gcd
�
HD pxqp , g pxq	 .

Finally, using the Cantor-Zassenhaus algorithm to find the roots inFp.

Algorithm : Cantor-Zassenhaus algorithm

INPUT: A polynomialf pxq with all irreducible factors having the same degree. Assume

deg pf pxqq � n.

OUTPUT: All the factors off pxq.
1. repeat

2. select a random polynomialr pxq with degree less thann

3. if gcd pr pxq , f pxqq � 1, then returnr pxq
4. computes pxq � r pxqpp�1q{2 (modf pxq)
5. thengcd ps pxq � 1, f pxqq is a factor with probability1� 2�pn�1q
6. until factorf pxq successful

4.8 Twist Curves

After finding the roots of the Hilbert polynomial (or transforming the roots of the Weber

polynomial) in the finite fieldFp, we can compute the equations of the elliptic curves with

the prescribed order by taking the roots asj-invariants of the curves. Since we set the dis-
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criminant�D � t2 � 4p, the order of the curve we get might be

#E pFpq � p � 1� t or #Ẽ pFpq � p� 1� t.

The elliptic curveẼ is called a twist ofE. Here we introduce the twist curves.

Lemma 4.15. LetE be an elliptic curve defined overK. Assume the characteristic ofK is

prime to6 andE is given by the simplified Weierstrass equation

E : y2 � x3 � Ax�B.

Thej-invariantjE depends only on the isomorphism class ofE.

• jE � 0 if and only ifA � 0.

• jE � 1728 if and only ifB � 0.

• If jE P K is not equal to0, 1728, thenE is a quadratic twist of the elliptic curve

ẼjE
: y2 � x3 � 3jE

1728� jE
x� 2jE

1728� jE
.

Corollary 4.16. LetE be an elliptic curve defined overK. Assume the characteristic ofK

is prime to6 andE is given by the simplified Weierstrass equation

E : y2 � x3 � Ax�B.

• If A � 0, then for everyB1 P K� the curveE is isomorphic to

E 1 : y2 � x3 �B1 over K

��
B

B1
1{6�
.

• If B � 0, then for everyA1 P K� the curveE is isomorphic to

E 1 : y2 � x3 � A1x over K

��
A

A1
1{4�
.
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• If AB � 0, then for everyv P K� the curveE is isomorphic to

Ẽv : y2 � x3 � A1x�B1 with A1 � v2A, B1 � v3B over K
�?

v
�
.

The curves occuring in the Corollary above are called twist of E. In the last case, the

curvesẼv are called quadratic twists ofE. Note thatE is isomorphic toẼv overK if and

only if v is a square inK�.
In Corollary4.16, by takingv P K� a quadratic nonresidue, one can define the quadratic

twist ofE as

Ẽv : vy2 � x3 � Ax�B

by dividing byv3 and transformingy ÞÑ y{v andx ÞÑ x{v. Then it can be seen that both

E andẼv contain exactly two pointspx, yiq for eachx P Fp. Hence we have the following

proposition.

Proposition 4.17. Let E be a curve defined overFp and letẼ be the quadratic twist ofE.

Then

#E pFpq �#Ẽ pFpq � 2p� 2.

Hence, if#E pFpq � p� 1� t then#Ẽ pFpq � p� 1� t. Therefore, if the order of the

curve we get from the algorithm is not the one we want, then finda quadratic nonresiduev

and the twist curve byv would be the actual curve with desired order.
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Chapter 5

Experimental Result

In this chapter, we present our experimental results of implementing the CM method. The

implementation refers to IEEE P1363 and the MIRACL [1] (Multiprecision Integer and Ra-

tional Arithmetic C/C++ Library) library is used. The computing environment is Intel Xeon

E5520 processor with 2.27GHz, 4G RAM on FreeBSD 7.2 with the MIRACL library version

5.4.

5.1 Distribution of Computation Time

First of all, we analyze the computation time of each step in CM method. Considering the

steps of the algorithm:

(1) Determine the desired parameters of the elliptic curveñ #E pFpq , p, t
(2) Compute the discriminantñ �D � t2 � 4p
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Figure 5.1: Proportion of computing time of each step

(3) Compute the class polynomialñ HD orWD

(4) Factor the class polynomial and get all roots inFpñ use Cantor-Zassenhaus algorithm

(5) Compute the desired elliptic curve equationñ y2 � x3 � 3j
1728� j x� 2j

1728� j or y2 � x3 � 3j
1728� j v

2x� 2j
1728� j v

3, for

quadratic nonresiduev

Since the steps (1), (2), and (5) are computed by the simple equations, we ignore the

time for computing these steps. By examining some examples,we observe that the com-

putation of the class polynomial dominates the whole computing. Hence we focus on the

results of computing the class polynomials in the followingdiscussions. Figure5.1 shows

the proportion of computing time for each step.
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Hilbert polynomial Weber polynomial

1 digit 1 1

2 digits 6 9

3 digits 37 70

4 digits 266 527

5 digits 457 3358

6 digits – 19058

Total 767 23023

Table 5.1: Number of class polynomials computed

5.2 Computation of Class Polynomial

The discriminants we used in CM method are ranged from 2 to 6 digits. Table5.1 is the

number of actual computed discriminants. Although there has no known attacks for the

small discriminants yet, it is suggeted that the discirminants used should have class number

greater than 200 for the security consideration. Since lotsof the discrminants with 6 digits

satisfy the requirement, we also provide the observations focused on these discriminants.

Note: for simplifying the figures, we randomly select the data to restrict the number of

points displayed under 1000.

The class polynomials most used in CM method are Hilbert polynomial and Weber poly-

nomial. Figure5.2acompares the computing time of each polynomials. The higherclass

number means more invariants to be computed and would take more time. therefore, we use

the class number as x-axis. By scaling the y-axis to 0 to 1 second, this trend can be observed
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in Figure5.2b.

Considering the fact that the coefficients of Hilbert polynomial would much lager than

those of Weber polynomial, we use Weber polynomial instead of Hilbert polynomial in the

following experiments.

5.2.1 Class Number Distribution

We observe the relation between the class numbers and the discriminants first. From some

related researches, it is claimed that the class number willgrow asO
a|D|. Therefore, we

plot Figure5.3to confirm the trend of the class number.

5.2.2 Precision of the Computation

In [7], [5], and [6], it mentioned the bound of bit precision required to compute the Hilbert

and Weber polynomials. The bit precision required to compute the Hilbert polynomial is

H-PrecpDq � ln 10

ln 2

�
h

4
� 5


� π
?
D

ln 2
τ̧

1

aτ

where the sum runs over the same values ofτ as the computation of the class polynomial,

i.e. runs over each reduced binary quadratic formpa, b, cq. And the bit precision required to

compute the Weber polynomial is

W-PrecpDq � c1h� π
?
D

c2 ln 2
τ̧

1

aτ

(5.1)

where

c1 � $''&''% 3 if D � 3 (mod8)

1 if D � 3 (mod8)

84



50

100

150

200

250

300

co
m

p
u

ta
ti

o
n

 t
im

e
 (

se
co

n
d

)

Hilbert polynomial Weber polynomial

0

50

100

150

200

250

300

0 50 100 150 200co
m

p
u

ta
ti

o
n

 t
im

e
 (

se
co

n
d

)

class number

Hilbert polynomial Weber polynomial

(a) Full scale

0.2

0.4

0.6

0.8

1

co
m

p
u

ta
ti

o
n

 t
im

e
 (

se
co

n
d

)

Hilbert polynomial Weber polynomial

0

0.2

0.4

0.6

0.8

1

0 50 100 150 200co
m

p
u

ta
ti

o
n

 t
im

e
 (

se
co

n
d

)

class number

Hilbert polynomial Weber polynomial

(b) Scale to 0 – 1 second

Figure 5.2: Computing time of Hilbert and Weber polynomial
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Figure 5.3: Trend of the class number

c2 �
$''''''''''''''''''&''''''''''''''''''%

24 if D � 3, 7 (mod8) andD � 0 (mod3)

8 if D � 3, 7 (mod8) andD � 0 (mod3)

6 if D{4 � 5 (mod8) andD � 0 (mod3)

2 if D{4 � 5 (mod8) andD � 0 (mod3)

12 if D{4 � 1, 2, 6 (mod8) andD � 0 (mod3)

4 if D{4 � 1, 2, 6 (mod8) andD � 0 (mod3)

.

And for the caseD � 7 (mod8), there exists a more accurate bound

ln 10

ln 2

�� h
4 � 5� π

?
D

ln 10

°
τ

1
aτ

47
� 1

�
.
We use the general bound in Equation5.1 to estimate the bit precision required in our

computation. In order to compare the accuracy of the bound, the implementation also reports

the actual bits required of the maximal coefficient of the Weber polynomial. We plot the

results in Figure5.4.
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Figure 5.4: Estimated and actual precision required

5.2.3 Computation Time

In this section, we provide the results of the computation time which reflect the efficiency

directly. First of all, the Figure5.5shows the computation time of all discriminants from 1

digit to 6 digits. Since the bits we use to compute are 1024, 2048, and 4096 bits, the results

in Figure5.5are separated into three parts. To show that the relation between class number

and the computing time is approximately linear, we also provide the result of each part in

Figure5.6a, Figure5.6b, and Figure5.6c.
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Figure 5.6: Computation time of Weber polynomials - partitioned by precision
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Figure 5.6: Computation time of Weber polynomials - partitioned by precision
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Chapter 6

Conclusion & Future Work

We state the mathematical backgrounds and describe each step of the complex complication

method in this thesis. For computing the class polynomial isone of the major part of CM

method, we focus on the computation of the class polynomial,present the experimental re-

sults, and find some interesting differences between the prime and composite discriminants.

It seems like that the computations of the Weber polynomialsof composite discriminants

have the chance to be more efficient. To confirm this effect, itshould take more experiments

and observe closely.

In our experiments, we compute the class polynomial of discriminants with at most 6

digits. Though the computation of class polynomial with more digits would take more time,

there must exist more interesting properties to be discovered and may become the measure-

ment of evaluating the discriminants.

Lots of researches related to computing the class polynomial are proposed nowadays.

Andrew V. Sutherland achieve the record of computing the class polynomial with discirim-

inantD � 4058817012071 and has clas numberhD � 5000000 in April, 2009 [12]. For
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solving the large space requirement of the polynomial, Andrew V. Sutherland proposed the

computation using Chinese Remainder Theorem [13].

In the future, we will implement the algorithm with CRT to overcome the difficult of

computing class polynomial with large digits. Besides, theresearches of CM method on

hyperelliptic curves with genus2 are also ongoing.
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