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ABSTRACT

The IEEE 802.16 (WiMAX) is developed to provide broadband wireless access. The stan-
dard provides three network architectures to support the last mile wireless access: 1) the point-
to-multipoint (PMP) architecture, 2) the relay architecture, and 3) the mesh architecture. How-
ever, the resource allocation of these architectures is left open to the implementation. Thus,
we propose the resource and power allocation for WiMAX networks, which includes three
works. The first work considers the cross-layer resource-allocation in WiMAX PMP networks
to guarantee the quality of service (QoS) requirements of mobile subscriber stations (MSSs).
The second work discusses the energy conservation issue inn WiMAX relay networks. The third
work focuses on the reduction of multi-hop transmission latency in WiMAX mesh networks.

In the first work, we observe that the-WiMAX PMP downlink subframes have a special
2D channel-time structure. Allocation resources from such a 2D structure incurs extra control
overheads that hurt network performance. Existing solutions try to improve network perfor-
mance by designing solely either the scheduler in the MAC layer or the burst allocator in the
physical layer, but the efficiency of overhead reduction is limited. In this work, we point out
the necessity of ‘co-designing’ both the scheduler and the burst allocator to efficiently reduce
overheads and improve network performance. We propose a cross-layer framework which con-
tains a two-tier, priority-based scheduler in the MAC layer and a bucket-based burst allocator
in the physical layer. The scheduler assigns priorities to MSSs’ traffics in a two-tier manner and
allocates resources to these traffics based on their priorities. The burst allocator divides the free
space of each downlink subframe into a special structure which consists of several ‘buckets” and
then arranges bursts in a bucket-by-bucket manner. Both the scheduler and the burst allocator

are tightly coupled together and thus can significantly increase network throughput, maintain

III



long-term fairness, alleviate real-time traffic delays, and improve frame utilization.

In the second work, we point out that under WiMAX relay networks, existing studies only
target at improving network throughput by increasing the transmission rates of MSSs or maxi-
mizing concurrent transmissions. However, using a higher transmission rate or allowing more
concurrent transmissions could harm MSSs in terms of their energy consumption, especially
when they are battery-powered. Therefore, we consider the energy-conserved resource allo-
cation problem in the uplink direction of a WiMAX relay network. This problem asks how
to arrange the frame usage with satisfying MSSs’ demands as the constraint and minimizing
their total energy consumption as the objective. We prove this problem to be NP-complete
and develop an energy-efficient heuristic. The heuristic first exploits relay stations to allow
more concurrent uplink communications to improve the transmission efficiency. When there
are remaining resources, the heuristic lowers some MSSs’ transmission power by adjusting
their transmission rates and paths to save their energy. To the best of our knowledge, this is the
first work considering both energy and bandwidth allocation in a WiMAX relay network.

In the third work, we consider the mini-slot scheduling problem in WiMAX mesh networks.
An efficient mini-slot scheduling needs to take into account the transmission overhead, the
scheduling complexity, and the signaling overhead to broadcast the scheduling results. We are
interested in chain and grid-based WiMAX mesh networks, which are the basic topologies of
many applications. We propose scheduling schemes that are featured by low complexity and low
signaling overhead. Compared to existing works; this work contributes in developing low-cost
schemes to find periodical and regular schedules that achieve near-optimal transmission laten-
cies by balancing between transmission overhead and pipeline efficiency that are more practical
and easier to implement. In this work, we show that our schemes can significantly improve
over existing works in computational complexity while maintain similar or better transmission

latencies.

Keywords: IEEE 802.16, WIMAX, PMP network, relay network, mesh network, cross-
layer design, fair scheduling, burst allocation, resource management, power allocation, slot

scheduling, transmission latency.
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Chapter 1

Introduction

The IEEE 802.16 standard (or well known as WiMAX) is an emerging wide-range wireless
access technology for solving the last-mile communication problem, bridging the Internet and
wireless local-area networks, and supporting broadband multimedia communication services
[16, 43]. A series of IEEE 802.16 standards are defined to regulate WiMAX to support high-
speed Internet access over long distances. Two types of accessing techniques, namely orthogo-
nal frequency division multiplexing (OF DM).and.orthogonal frequency division multiple access
(OFDMA), are employed in the WIMAX physical layerto realize the convergence of fixed and
mobile broadband access through air interfaces. In a WiMAX network, the central base station
(BS) is responsible for distributing the radio resource among fixed/mobile subscriber stations
(SS/MSSs). To manage the resource, the standards define a scheduler in the media access con-
trol (MAC) layer of the BS but leave its detailed implementation as an open issue to provide the
flexibility for the hardware manufacturers and network operators.

Depending on the application requirements and the covered areas, WiMAX defines three
types of network architectures: 1) The point-to-multipoint (PMP) architecture consists of one
BS and multiple MSSs, where each MSS can directly communicate with the BS. Such an archi-
tecture could be applied in those areas with sparse MSSs such as suburbs. 2) Under the relay
architecture, several relay stations (RSs) are deployed to help relay the data between the BS and
MSSs. Each MSS can choose either one-hop or two-hop (via an RS) communication to reach
the BS. The relay architecture could be adequate to those areas with dense MSSs such as down-
towns. 3) Under the mesh architecture, all subscribe stations (SSs) are organized in an ad hoc
fashion and each SS can reach the BS through a multihop manner. Compared to the above two
architectures, the mesh architecture is usually adopted to cover a huge area such as metropolis

or large islands. Explicitly, different architectures possess different network characteristics and
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Figure 1.1: The organization of the dissertation.

constraints, which makes the resource allocation problem in WiMAX more challenging and
interesting.

In the dissertation, we propose the resource and power allocation in WiMAX networks,
which is composed of three works. Fig:1.1 shows the organization of the dissertation. The first
work discusses the problem of traffic scheduling, burst allocation, and overhead reduction in
WiMAX PMP networks. The second work discusses the energy consumption issue in WiMAX
relay networks, especially for uplink transmissions. The third work discusses the problem of
reducing multi-hop transmission latency incurred by WiMA X mesh networks.

In the first work, we propose a cross-layer framework that contains a two-tier, priority-based
scheduler and a bucket-based burst allocator for WiMAX PMP networks. The scheduler as-
signs priorities to MSSs’ traffics in a two-tier manner and allocates resources to these traffics
based on their priorities. In the first tier, traffics are differentiated by their types. Then, a ~y ratio
(0 < v < 1) of non-urgent real-time traffics are assigned with level-2 priority and non-real-
time traffics are given with level-3 priority. Finally, the scheduler assigns resources to traffics
according to the burst arrangement manner to significantly reduce IE overheads. Unlike tra-
ditional priority-based solutions that are partial to real-time traffics, our novel two-tier priority
scheduling scheme not only prevents urgent real-time traffics from incurring packet dropping
(through the first tier) but also maintains long-term fairness (through the second tier). On the
other hand, the burst allocator divides the free space of each downlink subframe into a special
structure which consists of several ‘buckets’ and then arranges bursts in a bucket-by-bucket

manner. Given k requests to be filled in a subframe, we show that this burst allocation scheme



generates at most k plus a small constant number of overheads. The above bucket-based design
incurs very low computation complexity and can be implemented on most low-cost WiMAX
chips [2]. Explicitly, in our cross-layer framework, both the scheduler and the burst allocator
are tightly coupled together to solve the problems of overhead reduction, real-time and non-
real-time traffics scheduling, and burst allocation.

The second work considers the uplink communications in a WiMAX relay network with
the transparent RSs. Given the traffic demand of each MSS per frame, we consider an energy
and resource allocation problem with satisfying MSSs’ demands as the constraint and minimiz-
ing their total energy consumption as the objective. Minimizing energy consumption of MSSs
is critical since they are usually battery-powered. Existing works have not well addressed the
energy consumption issues in WiMAX relay networks. Our “power and bandwidth” optimiza-
tion problem tries to satisfy MSSs’ traffic demands and minimize their energy consumption by
selecting proper RSs, rates, and transmission power for them. We show this problem to be NP-
complete and propose two energy-efficient heuristics, called demand-first allocation (DFA) and
energy-first allocation (EFA) schemes. These two schemes try to find the suboptimal solutions
by exploiting the gradient-like search method.  The rationale of DFA is to first find a feasible
solution which uses the minimal.frame Space as the start point. This implies that MSSs will
transmit at their maximum power levels. Then, DFA tries to lower their total energy consump-
tion by exploiting the free frame space. On the other hand, EFA first relaxes the frame space
constraint to start from a low energy solution.where each MSS transmits at a lower rate with no
concurrent transmission. However, this may not meet all MSSs’ demands. Therefore, EFA tries
to increase their rates/power to pack all demands into one frame. Both DFA and EFA have an it-
erative process to gradually improve their solutions to approximate the optimal one. To the best
of our knowledge, this is the first work considering both energy and bandwidth allocation for a
WiMAX relay network. Extensive simulation results show that our heuristics can significantly
reduce the energy consumption of MSSs while satisty their traffic demands.

In the third work, we consider the problem of scheduling SSs’ traffics on WiMAX mesh net-
works such that the total latency to transmit all data to the BS is minimized and the scheduling
complexity and signaling overhead are as low as possible. We first observe that when the actual
transmission size is small, the pipeline could be full for the most of the time, but the transmis-
sion overhead could occupy too much time. On the other hand, when the actual transmission

size is too large, the above problem may be fixed, but the pipelines may not be filled with suf-



ficient concurrent transmissions, thus hurting spatial reuse. Thus, the proposed approach first
finds the optimal transmission size for the given loads to strike a balance between the ratio of
transmission overhead and the pipeline efficiency. We then assign the transmissions of each
link in a periodic and regular manner with a proper transmission size. Since our scheduling is
periodical, the signaling overhead to inform each SS is also quite low. To the best of our knowl-
edge, our work is the first one with these properties. Our scheme incurs low complexity and the
result is applicable to most regular topologies, such as chain, grid, and triangle networks, which
have been proved to have many applications, such as the mesh networks deployed in rural areas
in South Africa to provide Internet access [33], the VoIP testbed [5], and the mobility testbed
developed in [34]. These topologies outperform random topologies in terms of their achievable
network capacity, connectivity maintenance capability, and coverage-to-node ratios (about two
times that of random topologies) [55, 54]. We remark that the chain topology is a special case
of grid topologies, which is the most suitable for long-thin areas, such as railways and highways
[32]. Simulation results are provided to verify our claims on these topologies.

This dissertation is organized as follows. Chapter 2 overviews the network architectures,
frame structures, accessing techniques, and QoS service classes of WiIMAX networks. Chap-
ter 3 presents a cross-layer framework for downlink transmissions in WiMAX PMP networks.
In Chapter 4, two energy-efficient schedulings are proposed for WiMAX relay networks. Chap-
ter 5 presents a simple and regular mini-slot scheduling for the grid-based WiMAX mesh net-

work. Finally, conclusions and future directions-are drawn in Chapter 6.



Chapter 2

Overview of WiMAX networks

Below, we give an overview of WIMAX networks, which covers the topics of network architec-

tures, accessing techniques in the physical layer, frame structures, and QoS service classes.

2.1 Network Architecture

To make the deployed networks be able to meet the application requirements or constraints
imposed by the covered areas, WiMAX supports three types of network architectures, which
are specified in different versions of IEEE-802.16 standards.

PMP architecture: Specified in the IEEE 802.16d and 802.16e standards [28, 29], PMP
is a fundamental network architecture to support the wireless backhaul that enables high-speed
Internet access (up to 70 Mbps) over long distances (up to 30 miles). Under the PMP architec-
ture, the central BS can directly communicate with MSSs within its signal coverage, as shown
in Fig. 2.1(a). In this case, the network will form a star topology centered at the BS. Those
MSSs near the BS can receive stronger signals so that they could enjoy higher communication
rates. On the other hand, those MSSs near the coverage boundary (such as MSS; and MSS,)
may receive weak signal power from the BS. Thus, they are asked to transmitted/received using
lower communication rates so that more radio resource will be wasted. In addition, interfered
by obstacles such as high buildings, trees, and mountains, the communication signal between
the BS and an MSS would be weakened or even obstructed. This is called a shadowing effect. In
this case, there could exist some coverage holes inside the BS’s signal coverage and MSSs could
not be able to communicate with the BS when they move into these coverage holes. Fig. 2.1(a)
gives an example, where there is a coverage hole caused by the shadowing effect from the tree.
MSS; may not receive the signal from the BS when it moves into the coverage hole.

Relay architecture: To improve network performance and solve the shadowing problem
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Figure 2.1: The three network architectures supported by WiMAX.

under the PMP architecture, the IEEE 802.16j standard [30] suggests deploying some RSs to
help relay data between the BS and MSSs, as shown in Fig. 2.1(b). Each RS can be viewed
as an ‘extended’ BS to enhance the received signal power at MSSs (such as MSS; and MSS,)
and eliminate the shadowing effect (such as MSS5). The standard defines two types of RSs.
When MSSs are not aware of the existence of RSs, these RSs are called transparent. Oth-
erwise, they are non-transparent. Transparent RSs are used to increase network performance
while non-transparent RSs are used to expand the BS’s signal coverage. Transparent RSs are
not responsible for arranging the radio resource to MSSs (such a job is handled by the BS), so

they are easier to implement than the non-transparent RSs. Thus, this dissertation aims at relay
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Figure 2.2: Two accessing techniques adopted in the WiMAX physical layer, where the radio
resource is distributed among five allocations.

networks with transparent RSs. In a relay network, each MSS can choose to directly communi-
cate with the BS or ask an RS to relay its data in a two-hop manner. However, any two MSSs or
any two RSs cannot directly communicate with each other. In this way, the network will form a
two-level tree rooted at the BS. Note that with RSs, concurrent RS-MSS communications may
be realized due to spatial reuse.

Mesh architecture: Unlike the abovetwo architectures, a mesh network consists of one BS
and multiple static SSs (for example, these SSs can be set on the top of buildings to provide
wireless access of the whole buildings). 'Specified by the IEEE 802.16d standard, all SSs will
be organized in an ad hoc manner to cover a huge area. Two SSs can communicate with each
other if they are within each other’s transmission range. Each SS can act as either an end point
or a router to relay data for its neighbors. Since the BS is responsible for managing the radio
resource, all SSs have to send their requests containing traffic demands to the BS. Then, the BS
will use the topology information along with SSs’ requests to construct a routing tree for SSs
to transmit/receive their data, as shown in Fig. 2.1(c). It can be observed that more concurrent

communications could coexist since some SSs are deployed far away from each other.

2.2 Accessing Techniques in The Physical Layer

The WiMAX physical layer supports two types of accessing techniques, OFDM and OFDMA,
as shown in Fig. 2.2.
OFDM technique: The mesh architecture adopts OFDM as the accessing technique in the

physical layer. OFDM supports non-line of sight (NLOS) communications and multicarrier



transmissions, where each SS is given the complete control of all subcarriers. The BS adopts
the concept of time division multiple access (TDMA) to share the radio resource among all SSs.
In other words, for multiple SSs that are within each other’s transmission range, only one SS
is allowed to access the channel at any time. Therefore, the BS only needs to determine which
time slot should be allocated to which SS. Fig. 2.2(a) gives an example, where the radio resource
is distributed among into five allocations. Each allocation can be viewed as a rectangle whose
height covers all available frequency bands. Any two allocations do not overlap in the time
domain.

OFDMA technique: The PMP and relay architectures adopt OFDMA as the accessing
technique in the physical layer to support the mobility of MSSs. Unlike OFDM, different MSSs
are allowed to transmit/receive data through different subcarriers at the same time to enhance
the signal power of the MSS. Fig. 2.2(b) gives an example, where the five allocations together
constitute the whole radio resource. Since the BS needs to determine which time slot and which
subcarrier should be allocated to which MSS, an OFDMA BS will be more complex than an
OFDM BS.

Note that a scheduler only determines the sizes of allocations but does not take care of how
to arrange these allocations to fit.into the two-dimensional time-frequency array (in Fig. 2.2).

Such an issue has been addressed in the studies of [6, 50, 67].

2.3 Frame Structures

In WiMAX networks, the radio resource is divided into frames. According to different network
architectures, various frame structures are also defined:

PMP architecture: Since the PMP architecture adopts the OFDMA accessing technique,
the frame will be a two-dimensional array with time units in the time domain and subchannels in
the frequency domain, as shown in Fig. 2.3(a). The basic unit of a frame is called a subchannel-
time slot (or simply slot). Each frame is further divided into a downlink subframe and an uplink
subframe. A downlink subframe is composed of the preamble, control, and data portions,
while an uplink subframe only has the data portion. The preamble portion is used for time
synchronization. The control portion contains the frame control header (FCH), downlink map
(DL_MAP), and uplink map (UL_MAP) fields. The DL_.MAP and UL_MAP fields are used to
indicate the downlink and uplink resource allocation in the current frame, respectively. In the

data portion, each allocation is a subarray of slots, called a burst. From Fig. 2.3(a), each burst
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Table 2.1: The six MCSs supported by WIMAX.

level MCS data carried by each slot | minimum SINR
1 QPSK 1/2 48 bits 6dBm
2 QPSK 3/4 72 bits 8.5dBm
3 | 16QAM 1/2 96 bits 11.5dBm
4 | 16QAM 3/4 144 bits 15dBm
5 | 64QAM 2/3 192 bits 19dBm
6 | 64QAM 3/4 216 bits 21dBm

in the downlink subframe is shaped by a rectangle whose width may be multiple subchannels.
On the other hand, the bursts in the uplink subframe should be arranged in a row-wise manner,
where each burst has a width of only one subchannel. In practice, each MSS can be allocated
with more than one burst. However, any two bursts cannot overlap with each other.

Each downlink/uplink burst is with a modulation and coding scheme (MCS) and requires
one information element (IE) recorded in the DL MAP/UL _MAP field to indicate its size and
location in the downlink/uplink subframe. Table 4.1 lists the six MCSs support by WiMAX.
Note that each burst can only carry the data of exact one MSS. Therefore, the number of bursts
(and thus IEs) will increase when the'BS‘admits more MSSs to access the radio resource. Each
IE requires 60 bits encoded by QPSK1/2(that is, the lowest MCS level). From Table 4.1, each
slot can carry data of 48 bits, so-an IE will occupy % slots. Because IEs and bursts share the
same space in the downlink subframe, too many-IEs-may degrade the network performance.

Relay architecture: Since both the PMP and relay architectures adopt the OFDMA ac-
cessing technique, their frame structures will share some common features. For example, the
frame is also modeled by a two-dimensional array over both the time and frequency domains.
The bursts allocated in the downlink subframe are shaped by rectangles with different widths
while the bursts in the uplink subframe are arranged in a row-wise manner. In addition, each
downlink/uplink burst spends one IE in the DL_LMAP/UL_MAP field to record its corresponding
allocation information.

However, because of the existence of RSs, there are two types of frames, namely BS frames
and RS frames. Generally speaking, a BS frame has a ‘complementary’ RS frame, as shown
in Fig. 2.3(b). For a BS frame, its downlink subframe has a BS-MSS/RS region to allocate
downlink bursts for the BS to transmit data to MSSs or RSs; its uplink subframe has an MSS-BS
region and an RS-BS region to allocate uplink bursts for MSSs and RSs to submit their data to
the BS, respectively. On the other hand, for an RS frame, its downlink subframe has an RS-MSS
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region to allocate downlink bursts for the RS to relay data to MSSs; its uplink subframe has an
MSS-RS region to allocate uplink bursts for MSSs to submit their data to the BS through the
RS. Each RS is considered as ‘bufferless’ in the sense that the data received by the RS from the
BS/MSS must be delivered to the MS/BS during the same frame. Taking the uplink subframe
in Fig. 2.3(b) as an example, since an MSS;-RS; burst is allocated in the MSS-RS region, there
must be an RS;-BS burst allocated in the RS-BS region.

Because the BS is the only receiver, any two bursts in the BS-MSS/RS, MSS-BS, and RS-BS
regions cannot overlap with each other. However, by exploiting spatial reuse, concurrent MSS-
RS or RS-MSS communications may be allowed. Therefore, some bursts could be overlapped
with each other in the RS-MSS and MSS-RS regions to improve network efficiency.

Mesh architecture: Taking OFDM as the accessing technique in the physical layer, the
frame under the mesh architecture is modeled by an one-dimensional array over the time do-
main. The basic unit of each frame is called a mini-slot. Two types of frames are defined, as
shown in Fig. 2.3(c). A type-1 frame consists of a network control subframe and a data sub-
frame, where the former carries some network formation information such as how to construct
the routing tree while the latter carries the bursts of SSs. The length of the network control
subframe is fixed. For each burst,.it requites a guard time in front of it to conduct time synchro-
nization and avoid propagation delay interfering the following transmission. Such a guard time
is usually viewed as transmission overhead because it does not carry the SS’s data. Note that the
burst of each SS may mix its downlink and-uplink-data. On the other hand, a type-2 frame has a
fixed-length schedule control subframe used to specify the resource allocation in the following
data subframe. Each scheduling information field contains the burst accessing information such
as which mini-slots in the corresponding burst are used for uplink or downlink communication.

Type-1 frames are used for network configurations and type-2 frames are used for normal
transmission. It can be observed that the transmission overhead caused by guard times will

degrade network performance and thus how to alleviate these overhead is a critical issue.

2.4 QoS Service Classes

To satisfy the different requirements of various data traffics, WIMAX defines five types of QoS
service classes:
Unsolicited grant service (UGS): The UGS class provides fixed periodic bandwidth allo-

cation for constant bit rate (CBR) traffics such as E1/T1 circuit emulation. Each MSS or SS
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only needs to negotiate with the BS about the QoS parameters such as maximum sustained
rate, maximum latency, and tolerated jitter at the first time when the connection is established.
Then, no further negotiation is required. The UGS class can guarantee the maximum latency
for those delay-critical real-time services. However, the radio resource may be wasted if the
granted traffics do not fully utilize the allocated bandwidth.

Real-time polling service (rtPS): The rtPS class supports variable bit rate (VBR) traffics
such as compressed videos. Unlike UGS, the BS has to periodically poll each MSS or SS for
its QoS parameters such as maximum sustained rate, maximum latency, tolerated jitter, and
minimum reserved rate. The benefit is that the BS can adjust bandwidth allocation according to
the real demands of traffics. However, periodical polling may also spend the radio resource.

Extended real-time polling service (ertPS): The ertPS class is specially designed for voice
over IP (VoIP) with silence suppression, where no traffic is sent during silent periods. Both
ertPS and UGS share the same QoS parameters. The BS will allocate the bandwidth with the
maximum sustained rate when the VoIP traffic is active and no bandwidth when it becomes
silent. In this way, the BS only has to poll MSSs or.SSs during the silent period to determine
whether their VoIP traffics become-active again:

Non-real-time polling service (nrtPS): The nitPS class considers those non-real-time traf-
fics with minimum reserved rates. The file transfer protocol (FTP) is one representative exam-
ple. The BS will preserve bandwidth according to the minimum reserved rate to avoid starving
the non-real-time traffic.

Best effort service (BE): All other traffics belong to this service class. The BS will dis-
tribute the remaining bandwidth (after allocating to the traffics of all other four service classes)

to the traffics of the BE class, so there is no guarantee of throughput or delay.
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Chapter 3

A Cross-Layer Resource Allocation in
WIMAX PMP Networks

3.1 Motivations

The WiMAX PMP network [29] is developed for wide-range broadband wireless access. The
BS manages network resources for MSSs’ data traffics, which are classified into real-time traf-
fics (e.g., unsolicited grant service (UGS), real-time polling service (rtPS), and extended rtPS
(ertPS)) and non-real-time traffics (e.g., non-real-time polling service (nrtPS) and best effort
(BE)). Due to the subchannel-time frame structure, each allocated burst is needs to be specified
by a /FE) in the DL-MAP field. Since these IEs occupy frame space and do not carry MSSs’ data,
they are considered as control overheads. Explicitly, how to efficiently reduce IE overheads will
significantly affect network performance since it determines frame utilization.

To manage resources to all data traffics, the standard defines a scheduler in the MAC layer
and a burst allocator in the physical layer. However, their designs are left as open issues to
implementers. Thus, the co-designing both the scheduler and the burst allocator is needed to
improve network performance, which covers overhead reduction, real-time and non-real-time
traffic scheduling, and burs allocation. However, it is not easy to co-design both the scheduler
and the burst allocator. In the following, we list the design issues of the scheduler that should

be took into consideration:

e The scheduler should improve network throughput while maintain long-term fairness.
Since the BS may send data to MSSs using different transmission rates (due to net-
work situations), the scheduler will prefer those MSSs using higher transmission rates

but should avoid starving those MSSs using lower transmission rates.

e The scheduler should satisfy the delay constraints of real-time traffics to avoid high packet
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dropping ratios. However, it should also meet the requirements of non-real-time traffics.

e To well utilize the limited frame space, the scheduler has to reduce IE overheads when
assigning resources to MSSs’ data traffics. This requires the knowledge of available frame

space and burst arrangement design from the burst allocator.
On the other hand, the design of the burst allocator should address the three issues:

e The burst allocator should arrange IEs and downlink bursts for the MSSs’ resource re-
quests from the scheduler in the OFDMA channel-time structure to well utilize the frame
space and reduce the control overhead. Under the PUSC model, since all subchannels
are equally adequate for all MSSs, the problem of arranging IEs and downlink bursts will
become a 2D mapping problem, which is NP-complete [7]. To simplify the burst arrange-
ment problem, an advance planning for the MSSs’ resource requests in the scheduler is

needed. This requires a co-designing for the scheduler and the burst allocator.

o To satisfy traffic requirements such as real-time delay constraints, the burst allocator has
to arrange bursts based on the traffic scheduling knowledge from the scheduler. For ex-
ample, those bursts for urgent real-time traffics should be allocated first to avoid packet

dropping.

e Simplicity is a critical concern because a frame is typically 5 ms [36], which means that

the burst allocation scheme needs to be executed every 5 ms.

3.2 Related Work

Most of prior studies on resource allocation in 802.16 OFDMA networks solely implement
either the scheduler or the burst allocator. For the implementation of the scheduler, the study
of [46] proposes a scheduling scheme according to MSSs’ signal-to-noise ratios to achieve rate
maximization. The work of [59] proposes a utility function to evaluate the tradeoff between
network throughput and long-term fairness. In the work of [53], an opportunistic scheduler
is proposed by adopting the instantaneous channel quality of each MSS to maintain fairness.
However, these studies do not consider the delay requirements of real-time traffics. The work
of [4] tries to minimize the blocking probability of MSSs’ traffic requests and thus the packet
dropping ratios of real-time traffics may be reduced. Nevertheless, all of the above studies

[46, 59, 53, 4] do not address the issue of overhead reduction. The work of [38] tries to reduce
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IE overhead from the perspective of the scheduler, where the number of MSSs to be served
in each subframe is reduced to avoid generating too many IEs. However, without the help of
the burst allocator, not only the efficiency of overhead reduction becomes insignificant but also
some important data (e.g., urgent real-time traffics) may not be allocated with bursts because of
out of frame space. In this case, some MSSs may encounter serious packet dropping.

On the other hand, several studies consider implementing the burst allocator. The work
of [63] proposes a new control message for periodic resource assignment to reduce duplicate
signaling. Reference [37] suggests piggybacking IEs on data packets to increase the utilization
of downlink subframes. However, both studies [63, 37] involve in modifying the standard. The
work of [7] proposes two heuristics for burst allocation: The first heuristic scans the free space
in a downlink subframe row by row to try to fully utilize the space, but it may generate a large
number of IEs. The second heuristic pre-segments a subframe into several rectangles, and a
request will choose a rectangle larger than it for allocation; however, this scheme requires prior
knowledge of the request distribution. The work of [68] allocates bursts for large requests first.
Nevertheless, larger requests may not be:necessarily. more important or urgent. Several studies
consider allocating bursts in a column-by-columnmanner. In the work of [51], bursts with the
same modulation and coding scheme are combined.into a large one. However, this scheme is not
compliant to the standard because a burst may contain requests from multiple MSSs. The study
of [52] pads zero bits in each column’s end, which may cause low subframe utilization. The
work of [17] adopts a backward, column-wise.allocation scheme, where the bursts are allocated
from the right-down side to the left-up side of the subframe. However, this scheme requires 3n
bursts for n MSSs in the worst case. As can be seen, existing research efforts may pad too many
useless bits, generate too many IEs, or leave unused slot holes.

Few studies implement both the scheduler and the burst allocator, but they do not consider
reducing IE overhead. The studies of [39, 20] try to arrange resources to MSSs to maximize
their data rates and maintain fairness. However, they do not consider the delay requirements
of real-time traffics. The studies of [76, 75] develop an one-tier priority-based scheduler to
allocate resources to each MSS to exactly satisfy its demand. Thus, the delay requirement of
real-time traffics could be guaranteed but network throughput may be degraded. Nevertheless,
all of the studies [39, 20, 76, 75] neglect the issue of overhead reduction, which may lead to low
subframe utilization and low network throughput. We will show by simulations in Section 5.4

that, without reducing IE overhead, the QoS (quality of service) requirements of MSSs’ traffics
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Table 3.1: Comparison of prior work and our cross-layer framework

features network  long-term rate real-time  subframe burst allocation

throughput  fairness  satisfaction'  traffic  utilization complexity
references [46, 59, 53] v v Vv N/A
references [4] v Vv Vv v N/A
reference [38] v Vv v v N/A

references [7, 51, 17] v O(n),0(n),0(n?)

references [68, 52] v v ()(n)

reference [39, 20] v v v O(n?),0(n)
references [76, 75] Vv v v O(n)
our framework v/ v vV v v O(n)

t n is the number of MSSs.
! The rate satisfaction is to evaluate the degree of starvation of non-real-time traffics.
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Figure 3.1: The structure of an IEEE 802.16 OFDMA downlink subframe under the TDD mode.

may not be satisfied, especially when the network becomes saturated.

Table 3.1 compares the features of prior studies and our cross-layer framework. It can be
shown that our cross-layer framework covers.all-of the features. In addition, our cross-layer
framework has the least computation complexity in burst allocation. Thus, it can be imple-

mented on most of WiMAX low-cost chips.

3.3 Problem Definition

We consider the downlink communication in an 802.16 OFDMA network using the TDD mode.
The mandatory PUSC model is adopted so that there is no issue of subchannel diversity (because
MSSs will report only their average channel qualities to the BS. The BS supports multiple MSSs
in a point-to-multipoint manner, where each MSS has its admitted real-time and non-real-time
traffic rates. The BS has to arrange the radio resource to the MSSs according to their traffic
demands.

The radio resource is divided into frames (referring to Fig. 3.1). A downlink subframe is

composed of X time units (in the time domain) and Y subchannels (in the frequency domain).
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The downlink allocation unit is a burst in the X x Y array. Each burst is denoted by (x, y, w, h),
where x is the starting time unit, y is the starting subchannel, w is the burst’s width, and 4 is the
burst’s height. An MSS can own more than one burst in a subframe. However, no two bursts can
overlap with each other. Fig. 3.1 gives some examples. Bursts 1 and 2 can coexist, but bursts 2
and 3 cannot coexist. Each burst requires one IE in DL-MAP to describe its size and location in
the subframe. Note that, from the scheduler’s perspective, the number of bursts (and thus IEs)
will increase when more MSSs are scheduled. On the other hand, from the burst allocator’s
perspective, more IEs are required when an MSS’s data are distributed over multiple bursts. An
IE requires 60 bits encoded by the QPSK1/2 modulation and coding scheme [36]. Since each
slot can carry 48 bits by QPSK1/2, an IE occupies 2 slots, which has significant impact on the
available space to allocate bursts in a downlink subframe.

The resource allocation problem is formulated as follows: There are n MSSs in the net-
work, where each MSS M;, i = 1..n, is admitted with an average real-time data rate of R!* (in
bits/frame) and a minimal non-real-time data rate of R (in bits/frame). Let C; be the current
transmission rate' (in bits/slot) for the BS to send data to M;, which may change over frames.
The objective is to design a cross-layer framework containing both the scheduler and the burst
allocator to arrange bursts to MSSs, such that we can reduce IE overhead, improve network
throughput, achieve long-term fairness, alleviate real-time traffic delays, and maximally utilize
downlink subframes. In addition, the design of the cross-layer framework should not be too
complicated so that it can execute within a frame-duration (i.e., 5 ms) and implemented in most
low-cost WIMAX chips. Note that the fairness index (FI) in [14] is adopted to evaluate the
long-term fairness of a scheme as follows:

by (T SDi
n i (SDy)?
where S D; is the share degree of M; which is calculated by
S (A= 9) + AP(f— )

SD; =
T x (R* + Ryr?) !

3.1)

where A*(x) and A?"*(z) are the amounts of real-time and non-real-time traffics allocated to
M; in the xth frame, respectively, f. is the current frame index, and 7 is the window size (in

frames) over which we measure fairness. We denote Uy(x) the utilization of the xth downlink

!The estimation of the transmission rate highly depends on the path loss, fading, and propagation model. Here,
we assume that the BS can accurately estimate the transmission rate for each MSS and will discuss how to conduct
the estimation in Section 5.4.
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Table 3.2: Summary of notations

notation | definition

n the number of admitted MSSs in the network

X the number of units in time domain of a downlink subframe

Y the number of subchannels in frequency domain of a downlink subframe
FS the free space (in slots) in a downlink subframe

T the window size (in frames)

Apit the bucket size (in slots)
C; the current transmission rate (in bits/slot) for the BS to send data to MSS M;

ca the average transmission rate (in bits/slot) for the BS to send data to M; in recent 1" frames
RIY/RI™ | the admitted data rate (in bits/frame) of M;’s real-time/non-real-time traffics
BI'*/B* | the amount of real-time/non-real-time queued data (in bits) of M
Qrt/Qrt | M;’s real-time/non-real-time resource assignments (in bits) generated by the scheduler
AIt/APT | the amount of real-time/non-real-time data (in bits) allocated to M; by the burst allocator
ITY/1 | M;’s importance factors to allocate real-time/non-real-time traffics

Sprt the non-real-time rate satisfaction ratio of M; in recent 7" frames
O the size of an IE (in slots)
B the number of buckets in a downlink subframe

subframe, which is defined by the ratio of the number of slots used to transmit data to X x Y.

YT Ua(fe—3)

= . Table 3.2 summarizes

Thus, the average downlink utilization.over 7" frames is

the notations used in this chapter.

3.4 The Proposed Cross-Layer Framework

Fig. 3.2 shows the system architecture of our cross-layer framework, which is composed of
two components: the two-tier, priority-based scheduler and the bucket-based burst allocator.
The transmission rate C; for each MSS M; (label 1 in Fig. 3.2) is periodically reported to the
scheduler and the burst allocator. Each M;’s admitted rates R}’ and R?"* (label 2) are sent to the
scheduler when M/ first associates with the BS or when R}* and R change. The scheduler also
monitors the current amounts of queued real-time and non-real-time data B!* and B! (label
3). The burst allocator informs the scheduler of the bucket size Ay; and the available fiee space
F'S in the current downlink subframe (label 4) to help the scheduler distribute resources among

MSSs’ traffics, where
FS = X xY — (FCH size) — (UL-MAP size) — (size of DL-MAP control fields), (3.2)

where FCH is the frame control header. The UL-MAP size can be known in advance since
the uplink subframe is allocated before the downlink subframe. The DL-MAP control fields
contain all parts of DL-MAP except IEs, which are yet to be decided by the burst allocator. The
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Figure 3.2: The system architecture of the proposed cross-layer framework, where ¢ = 1..n.

scheduler’s mission is to generate each M;’s real-time and non-real-time resource assignments
Q7" and Q1" (label 5) to the burst allocator. Based on Q7" and Q"*, the burst allocator arranges
IEs and bursts to each M; (label 6). The actual real-time and non-real-time traffics allocated to
M are written as A and A" (label 7) and are fed to the scheduler for future scheduling.

In our cross-layer framework, the priority rule defined in the scheduler helps the burst allo-
cator to determine how to arrange bursts for MSSs’ traffics. On the other hand, the allocation
rule defined in the burst allocator-also helps the scheduler to determine how to assign resources
to MSSs’ traffics. Both the priority-and allocation rules are like tenons in the cross-layer frame-
work, which make the scheduler and the burst allocator tightly cooperate with each other.

Due to the NP-complete nature of the burst allocation problem and the hardware constraints
of low-cost WIMAX chips, it is inefficient and yet infeasible to derive an optimal solution to
arrange IEs and bursts in a short frame duration. Therefore, to keep our burst allocator simple
and efficient, we adopt a bucket concept as follows: The available free space FS in the current
subframe is sliced horizontally into a number of buckets, each of size Ay (see Fig. 3.4 for an
example). The size Ay, actually serves as the allocation unit in our scheme. As to be seen, the
scheduler always keeps (QF* + Q") as a multiple of Ay, for each M;. In this way, the burst
allocator can easily arrange bursts in a ‘bucket-by-bucket’ manner, well utilize frame resource,
and generate quite few bursts and thus [Es (which will be proved having an upper bound later
in Section 3.4.2). In addition, the long-term fairness is achieved because the actual allocation
(ATt A7) by the burst allocator is likely to be quite close to the assignment (Q'?, Q") by the

scheduler, for each i = 1..n.
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3.4.1 Two-Tier, Priority-Based Scheduler

In each frame, the scheduler will generate resource assignments (Q!*, Q*"*), i = 1..n, to the
burst allocator. To generate these assignments, the scheduler adopts a two-tier priority rule. In
the first tier, traffics are differentiated by their types and given priority levels according to the

following order:
P1. Urgent real-time traffics whose packets will pass their deadlines at the end of this frame.
P2. Real-time traffics ranked top v ratio (0 < v < 1) sorted by their importance.
P3. Non-real-time traffics sorted by their importance.

Then, in the second tier, traffics with the same type are assigned with different priorities by
their importance, which is calculated by their 1) current transmission rates, 2) average trans-
mission rates, 3) admitted data rates, and 4) queue lengths. In particular, for priority level P2,

we rank the importance of M;’s real-time traffic by

rt
b ="C; x B X B;
" / S ~avg rt "

(3.3)
Here, the importance I!* involves three factors multiplied together:
1. A higher transmission rate C}; gives M; a higher rating to improve network throughput.

2. A higher ratio % gives M; a higher rating to prevent starvation for MSSs with low
average rates, where C;"" is the average transmission rate for the BS to send data to
M; in the most recent T" frames. Specifically, supposing that an MSS encounters a bad
channel condition for a long period (i.e., a lower C"? value), we still prefer this MSS if
it can now enjoy a higher transmission rate (i.e., C; > C{"Y). In addition, a higher C%

value means that the MSSs is currently in a better condition so that we give it a higher

priority to improve the potential throughput.

Tt
B

Tt
Ri

3. A higher ratio =5 gives M; a higher rating to favor MSSs with more backlogs.

Similarly, for priority level P3, we rank the importance of 1/;’s non-real-time traffic by

¢ 1
C9 < gnrt

I = O x (3.4)
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where S is the non-real-time rate satisfaction ratio of M; in the most recent T frames, which
is calculated by

S0 A fe— )
T x R '

nrt __
Sprt =

(3.5)

A small S means that M;’s non-real-time traffic may be starved. Thus, a smaller S gives
M; a higher rating.

The above two-tier priority rule not only prevents urgent real-time traffics from incurring
packet dropping (through the first tier) but also maintains long-term fairness (through the second
tier). The network throughput is also improved by giving a higher priority to those MSSs using
higher transmission rates (in the second tier). In addition, by giving a ~ ratio of non-urgent
real-time traffics with level-2 priority, not only the amount of urgent real-time traffics in the
next frame can be reduced, but also non-real-time traffics can have opportunity to send their
data.

Below, we present the detailed operations of our scheduler. Let ¢; be a binary flag to indicate
whether an IE has been allocated for M3, = 1..n: Initially, we set all e; = 0,7 = 1..n. Besides,
the free space F'S is deducted by (ﬁ —1) X 07 to preserve the space for potential IEs caused
by the burst allocator (this will be discussed in the next section), where 0;p = g is the size of

an IE.

1. Let U!" be the data amount of Af;’s urgent real-time traffic in the current frame. For all
M; with U!* > 0, we sort them according to their C; values in a descending order. Then,

we schedule the free space FS for each of them as follows, until F'S' < 0:
(a) Reserve an IE for M; by setting 'S = F'S — 0;p. Then, set ¢; = 1.
(b) If F'S > 0, assign resource Q}* = min {F'S x C;,Ul"*} to M; and set F'S = F.S —

f%{;] Then, deduct Q" from B!*.

2. After step 1, if /'S > 0, we sort all M; that have real-time traffics according to their "
values (by Eq. (3.3)). Then, we schedule the resource for each of them as follows, until
either all MSSs in the top + ratio are examined or F'S' < 0:

(a) Ife; = 0, reserve an IE for M; by setting 'S = F'S — 0;p and e¢; = 1.
(b) If F'S > 0, assign more resource § = min { F'S x C;, BI*} to M;. Then, set Q!* =

Q" +dand F'S = FS — (Ci} Deduct ¢ from B!*.
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Step 1

Step 2

Step 3

Step 4

Figure 3.3: The flowchart of the two-tier, priority-based scheduler.

3. Afterstep 2, if F'S > 0, we sort all:M; according to their I values (by Eq. (3.4)). Then,

we schedule the resource for‘each of them as follows, until either all MSSs are examined

or 'S < 0:

(a) Ife; = 0, reserve an IE for M; by setting 'S = 'S — 0;p and ¢; = 1.

(b) If 'S > 0, assign more resource 0 = min{FS x C;, BM*} to M;. Then, set

assign resource to
Ms urgent traffic &
reserve 1 |E

sort MSSs by
their Cisina
decreasing order

assign resource to M’s
real-time traffic &
reserve 1 |E if needed

sort MSSs by
their I"’s in a
decreasing order

Y

assign resource to M’s
non-real-time traffic &

reserve 1 |E if needed

sort MSSs by
their I"’s ina
decreasing order

fail

e n
e R

resource assignment

do fine-tuning on the total

yes

Qt = §and FS = FS — [011 Deduct 6 from B,

4. Since the bucket size Ay, is the allocation unit in our burst allocator, in this step, we will
do a fine-tuning on Q!* and Q?"* such that (Q* + Q") is aligned to a multiple of Ay,

for each M;. To do so, we will gradually remove some slots from Q?"* and then @', until

Qrt+Q7_1rt
i )
=

makes removing any resource from A; impossible. In this case, we will add more slots
to M; until (%ZQW mod Ay) = 0. The above adjustment (i.e., removal and addition)
may make the total resource assignment below or beyond the available resource F'S. If
so, we will further remove some slots from the MSSs with less important or add some

slots to the MSSs with more importance, until the total resource assignment is equal to

the initial free space given by the burst allocator.
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Figure 3.4: An example of the bucket-based burst allocation with three buckets and four re-
source assignments.

Fig. 3.3 illustrates the flowchart of the scheduler. To summarize, our scheduler generates
the resource assignment according to three priorities: (P1) urgent traffics, (P2) real-time traffics,
and (P3) non-real-time traffics. Step 1 first schedules those MSSs with urgent traffics to alleviate
their real-time traffic delays. Step 2:schedules those top v ratio of MSSs to reduce the number
of MSSs that may have urgent traffics in the following frames. This step also helps reduce
the IE overhead of future frames caused by urgent traffics, which is neglected by prior studies.
Step 3 schedules those MSSs with lower non-real-time satisfaction ratios to prevent them from
starvation. Finally, step 4 reshapes all assignments.such that each (Q7* + Q7"*) is divisible by
Apge. This step will help the burst allocator to fully utilize a downlink subframe.

We then analyze the time complexity of our scheduler. In step 1, sorting MSSs by their C;
values takes O(nlgn) time and scheduling the resources for the MSSs with urgent traffics takes
O(n) time. In step 2, sorting MSSs by their I7* values requires O(n lgn) time and scheduling
the resources for the top ~ ratio of MSSs requires at most O(yn) time. In step 3, sorting MSSs
by their I values costs O(nlgn) time and scheduling the resources for the MSSs with non-
real-time traffics takes O(n) time. In step 4, reshaping all requests spends at most O(n) time.

Thus, the total time complexity is O(nlgn +n+nlgn+yn+nlgn +n+n) = O(nlgn).

3.4.2 Bucket-Based Burst Allocator

Ideally, the free space F'S in Eq. (3.2) should accommodate each resource assignment (Q%%, Q")

calculated by the scheduler and its corresponding IE(s). However, since the burst allocation
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problem is NP-complete, our bucket-based heuristic will try to squeeze as more MSSs’ assign-
ments into 'S as possible and allocate one burst per assignment with a very high possibility. If
more than one burst is required, more IEs are needed, in which case some assignments origi-
nally arranged by the scheduler may be trimmed down or even kicked out by the burst allocator.
Given the free space I'S by Eq. (3.2), bucket size Ay, and assignments (Q', Q?*)’s from the

scheduler, our bucket-based heuristic works as follows:

1. Slice F'S horizontally? into ﬁ buckets, each of a height Ay, where Y is divisible by

Apye. Fig. 3.4 shows an example by slicing F'S into three buckets.

2. Let k be the number of resource assignments given by the scheduler. We reserve [(k +

Afkt — 1) x 0;| slots for IEs at the left side of the subframe. In fact, the scheduler has

also reserved the space for these IEs, and its purpose will become clear later on. Fig. 3.4

gives an example. Since there are four assignments, 4 + 3 — 1 IEs are reserved.

3. We then assign bursts to satisfy these resource assignments according to their priorities
originally defined in the scheduler.~Since each.assignment (Q!, Q7"!) may have data

mixed in categories of P1, P2, and P3, we redefine its priority as follows:

(a) An assignment with data in P1 has a higher priority than an assignment without data

in P1.

(b) Without the existence of data in-P1; an assignment with data in P2 has a higher

priority than an assignment without data in P2.

Then, bursts are allocated in a bucket-by-bucket manner. Specifically, when an assign-
ment (QFF, Q") is examined, it will be placed starting from the previous stop point and
fill up the bucket from right to left, until either (Q}*, Q") is satisfied or the left end of the
bucket is encountered. In the later case, we will move to the right end of the next bucket
and repeat the above allocation process again. In addition, this ‘cross-bucket’ behavior
will require one extra IE for the request. The above operation is repeated until either
all assignments are examined or all buckets are exhausted. Fig. 3.4 gives an example,
where the four assignments are prioritized by (Q%5, Q5™) > (Q7t, Q™) > (Q}F, Q1) >

(@5, Q5). Assignment (Q7', Q7"") requires two IEs since it involves in one cross-bucket

behavior.

2We can also slice F''S vertically, but the effect will be the same.
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Figure 3.5: The flowchart of the bucket-based burst allocator.

fill(Q",Q™) into the current bucket &
switch to the next bucket if needed

4. According to the allocation in step 3, we place each resource assignment (Q'*, Q7"") into
its burst(s). Besides, the amount of actual allocation is written into each (A!*, A?"*) and

fed back to the scheduler for future scheduling.

Fig. 3.5 illustrates the flowchart of the burst-allocator: We make some remarks below. First,

because there are ﬁ buckets, there are at most (ﬁ h_ 1) cross-bucket burst assignments and
thus at most (AL — 1) extra IEs are needed. To accommodate this need, some assignments

may be trimmed down slightly. This.is why (Q%; Q") and (A!*, A7) are not necessarily the
same. However, the difference should be very.small. Second, the bucket which is located at
the boundary of reserved IEs and data (e.g., the third bucket in Fig. 3.4) may have some extra
slots (e.g., the lower-left corner of the third bucket). These extra slots are ignored in the above
process for ease of presentation, but they can be used to allocate bursts to further improve space
efficiency. Third, since each cross-bucket behavior will require one extra IE and there are ﬁ

buckets, the number of IEs required is bounded, as proved in Theorem 1.

Theorem 1. /n the bucket-based burst allocator, the (k + ﬁ — 1> IEs reserved in step 2 are

sufficient for the burst allocation in step 3.

Proof. Given ﬁ buckets by, by, -+, and b_y , we can concatenate them into one virtual
Apkt

bucket b with (%m — 1) joints. We then allocate one virtual burst for each request from the

scheduler in b, so we have at most & virtual bursts. Then, we replace each virtual burst by one

real burst. However, we require one extra real burst whenever the replaced virtual burst crosses
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one joint. The worst case occurs when each of (ﬁ — 1) joints is crossed by one virtual burst.
In this case, we require (k: + ﬁ — 1) real bursts to replace all virtual bursts. Since each real

burst requires one IE, we have to reserve at most (k + ﬁ — 1) IEs. U

In comparison, a naive burst allocation will require the worst case of 3% IEs if the allocation
goes in a row-major or column-major way [17] (because each request may require up to 3 IEs).
In our scheme, the bucket size Ay; can be dynamically adjusted to reflect the ‘grain size’ of our
allocation. A larger grain size may cause fewer IEs, but sacrifice fairness; a smaller grain size
may cause more IEs, but improve fairness. We will discuss the effect of Ay, in Section 3.6.6.

We then analyze the time complexity of our burst allocator. Since we allocate bursts in a
zigzag manner, the time complexity is proportional to the number of bursts. By Theorem 1, we
have at most (k + ﬁ — 1) bursts. Since we have k < n and ﬁ is usually smaller than n,
the time complexity is O (k + %kt — 1) = O(n).

To conclude, the proposed scheduler and burst allocator are dependent with each other by
the following two designs: First, the scheduler reserves the extra IE space caused by the bucket
partition and arranges resources to MSSs” traffics so that the resource assignments can align to
buckets. Thus, we can enhance the possibility that the burst allocator fully satisfies the resource
assignments from the scheduler.” Second, the burst allocator follows the priority rule in the
scheduler to arrange bursts. Thus, even if the frame space-is not enough to satisfy all traffics,

urgent real-time traffics can be still'arranged with bursts to catch their approaching deadlines.

3.5 Analysis of Network Throughput Loss by The Bucket-
Based Scheme

Given an ideal scheduler, we analyze the loss of network throughput caused by our bucket-based
burst allocator. To simplify the analysis, we assume that the network has only traffics of priority
levels P1 and P3, and each MSS has infinite data in P3. (Traffics of P2 will eventually become
urgent traffics of P1.) Then, we calculate the difference between the expected throughput by
our burst allocator and the maximum throughput by an ideal one. In the ideal burst allocator,
the number of IEs is equal to the number of resource assignments from the scheduler. Also,
the frame resource is always allocated to urgent traffics (P1) first and then to non-real-time
traffics (P3) with the highest transmission rate. It follows that two factors may degrade network

throughput by our burst allocator: 1) extra IEs incurred by step 3 in Section 3.4.2 and 2) the
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data padding of low-rate non-real-time traffics at the boundary between the data in P1 and P3.
Specifically, each burst must begin with the data in P1 followed by the data in P3. Furthermore,
if the data in P3 covers more than one column, it must be sent at the highest transmission rate.
If the data in P3 covers less than a column, it may be sent at a non-highest transmission rate. In
the right-hand side of Fig. 3.4, it shows these two possibilities, where P2 is empty. Note that in
the first possibility, all data in P3 must be transmitted at the highest rate; otherwise, the shaded
area will be allocated to the data in P3 of other MSSs using the highest rate.

Following the above formulation, our objective is to find the throughput loss £ by our burst

allocator compared with the ideal one:

L = E[O] X chign + B[S), (3.6)
where O is the random variable representing the number of extra IEs caused by buckets and
S is the random variable representing the throughput degradation (in bits) caused by the low-
rate padding in the shaded area of the second possibility in the right-hand side of Fig. 3.4. To
simplify the analysis, we assume that thete are only two transmission rates chigh and cioy, where

Chish > Clow- T'he probability that an-MSS is in either rate is equal.

3.5.1 Calculation of £[O]

We first give an example to show how our analysis works. Suppose that we have three MSSs
and three buckets. Each bucket has two arrangement units, each having Ay, slots. Thus, there
are totally six arrangement units, denoted by O, O,, O3, O4, O5, and Og. Resources allocated
to the three MSSs can be represented by two separators ‘|”. For example, we list three possible
allocations: 1) 0105|0304]|0504, 2) O105030,||050g, and 3) O1]|02030405|Og. In arrange-
ment 1, we need no extra IE. In arrangement 2, MSS 2 receives no resource, but MSS 1 needs
one extra [E. In arrangement 3, MSS 2 requires two IEs.

We will use arrangement units and separators to conduct the analysis. Suppose that we have
n MSSs, ﬁ(: B) number of buckets, and X x B(= «) arrangement units (i.e., each bucket
has X arrangement units). This can be represented by arbitrarily placing (n — 1) separators
along a sequence of o arrangement units. Bucket boundaries appear after each ith arrangement
unit such that ¢ is a multiple of X. Note that only (B — 1) bucket boundaries can cause extra IEs
as mentioned in Section 3.4. Whenever no separator appears at a bucket boundary, one extra

(at(n-1)!

IE is needed. There are totally ~—; o Ways to place these separators. Let £ be the random
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variable representing the number of bucket boundaries, where each of them is inserted by at

least one separator. The probability of (z‘f = e) is calculated by

(B-1 y (e=(B-l-e)+(n-1-e))
€ a—(B—1—e))!(n—1—¢)!
Probl€ = e] = ((a+((n—1))s))( I 37)

al(n—1)!

Note that the term C'5~! is the combinations to choose ¢ boundaries from the (B — 1) bucket
boundaries. Each of these e boundaries is inserted by at least one separator. The remaining
(B — 1 — e) bucket boundaries must not be inserted by any separator. To understand the second
term in the numerator of Eq. (3.7), we can denote by x, the number of separators before the first
arrangement unit and by x; the number of separators after the ¢th arrangement unit, ¢+ = 1..a.

Explicitly, we have
To+x+--F+ra=n—1 Vo, €{0,1,2,---}.

However, when = e, (B — 1 — e) of these x;’s must be 0. Also, e of these x;’s must be larger

than or equal to 1. Then, this problem is equivalent to finding the number of combinations of

Yoty + -yt F Yoo =n~L—e, Vy; €{0,1,2,---}.

(a—(B—1=¢)+(n—1—¢))! A

It follows that there are (o= (B (n—T=o)! combinations: Therefore, F[O] can be obtained

by
E]O] =) (number of extra IEs when £ = ¢) x Prob[€ = €]
e=0
B-1 (B-1 y (a=(B=lze)t(n—1—¢))!
e a—(B—1—e))!(n—1—e)!
=Y (B-1-¢)x e (3.8)
e=0 al(n—1)!

3.5.2 Calculation of £[5]

Recall that F[S] is the expected throughput degradation caused by the transmission of a burst at
a low rate and the burst contains some data padding of non-real-time traffics. To calculate F[S],
let us define N, as the random variable of the number of MSSs using the low transmission rate
Clow- Since there is no throughput degradation by MSSs using the high transmission rate cpig,

the overall expected throughput degradation is

E[S] =Y E[S|Ny = m] x Prob|N, =m]. (3.9)
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Let U; be the random variable representing the data amount of A;’s urgent traffic, i = 1..n.
Here, we assume that U, is uniformly distributed among [1, R|, where R € N. Let X ]L be the
random variable representing the amount of throughput degradation (in bits) due to the data
padding of M;’s non-real-time traffic when using cj,. Since the throughput degradation caused

by MSSs using chigh 1s zero, we have

E[S|N, =m]=E

ch;] . (3.10)

Explicitly, X/ and X } are independent of each other for any i # j, so we have

ii{f] = Zm:E XF] (3.11)
=1 j=1

E

Now, let us define 77 as an indicator to represent whether or not A/; has urgent traffic such
that IiU = 1 if M; has urgent traffic; otherwise, [iU = 0. Since the bursts of low-rate MSSs
without urgent traffics will not contain the data padding of non-real-time traffics, no throughput

degradation will be caused by them. So, we can derive

J

(T, = u)
BIXF) = BIXF|IV = 1] x Prob[IT=1]= (Z ]T_“) x Prob[Ij =1],  (3.12)
u=1

where

F(U; =) = <{ - -‘ - > X At X (Chigh — Clow)

Apgt X Clow Dkt X Clow

is a function to represent the throughput degradation caused by a low-rate MSS with non-real-
time data padding when U = u.

By combining Egs. (3.9), (3.10), (3.11), and (3.12), we can derive that

B[S] = zn: (i (f: w> x Prob[IV = 1]) x Prob[Ny, = m). (3.13)

Finally, the throughput loss by our burst allocator can be calculated by combining Egs. (3.8)
and (3.13) into Eq. (3.6).

3.6 Performance Evaluation

To verify the effectiveness of our cross-layer framework, we develop a simulator in C++ based

on the architecture in [41], as shown in Fig. 3.6. The simulator contains three layers: The traffic
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Figure 3.6: The architecture of our C++ simulator.

generating module in the upper layer creates the MSSs’ demands according to their real-time
and non-real-time traffic requirements. In the MAC layer, the queuing module maintains the
data queues for each MSS and the scheduling module conducts the actions of the scheduler.
In the PHY (physical) layer, the channel estimating module simulates the channel conditions
and estimates the transmission rate of each MSS-and the burst allocating module conducts
the actions of the burst allocator..The arrows in Fig. 3.6 show the interaction between all the
modules in our simulator. In particular, the traffic generating module will generate traffics
and feed them to the scheduling module for allocating resources and the queuing module for
simulating the queue of each traffic. The channel estimating module will send the transmission
rates of MSSs to both the scheduling and butst allocating modules for their references. In
addition, the scheduling module and the burst allocating module will interact with each other,
especially for our scheme.

The simulator adopts a FFT (fast Fourier transform) size of 1024 and the zone category as
PUSC with reuse 1. The frame duration is Sms. In this way, we have X = 12 and Y = 30.
Six modulation and coding schemes (MCSs) are adopted, denoted by a set M C'S = {QPSK1/2,
QPSK3/4, 16QAM1/2, 16QAM3/4, 64QAM2/3, 64QAM3/4}. For the traffic generating mod-
ule, the types of real-time traffics include UGS, rtPS, and ertPS; the types of non-real-time
traffics include nrtPS and BE. Each MSS has an admitted real-time data rate R;* of 0 ~ 200 bits
and an admitted non-real-time data rate R of 0 ~ 500 bits per frame. In each frame, each
MSS generates 0 ~ 2R* amount of real-time data and R} ~ 4RI amount of non-real-time

data.
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Table 3.3: The amounts of data carried by each slot and the minimum required SNR thresholds
of different MCSs

index MCSs data carried by each slot | minimum required SNR
1 QPSK 1/2 48 bits 6 dBm
2 QPSK 3/4 72 bits 8.5dBm
3 16QAM 1/2 96 bits 11.5dBm
4 16QAM 3/4 144 bits 15dBm
5 64QAM 2/3 192 bits 19dBm
6 64QAM 3/4 216 bits 21 dBm

Table 3.4: The simulation parameters used in the SUI scenario

parameter value

Pgs 1000 milliwatts

subchannel bandwidth (BW) | 10 MHz

path loss model SUI

antenna hight BS: 30 meters; MSS: 2 meters
thermal noise -100 dBm

For the channel estimating module, we develop two scenarios to estimate the transmission
rate of each MSS. The first scenario, called the SUI (Stanford university interim) scenario, is
based on the SUI path loss model recommended by the 802.16 task group [1]. In particular,
each MSS will roam inside the BS’s signal coverage (which is the largest area that the BS can
communicate with each MSS using the lowest QPSK1/2 MCS) and move following the random
waypoint model with the maximal speed of 20 meters per second [8]. The transmission rate of
each MSS M; is determined by its received SNR (signal-to-noise ratio):

P(BS, M;
SNR(BS, M;) =10 - logy, (BEWi’NO)> ,
where BW is the effective channel bandwidth (in Hz), NN, is the thermal noise level, and

P(BS, M) is the received signal power at M;, which is defined by

~ Gps -Gy, - Ps
PUBS M) = =155 31y

where Ppg is the transmission power of the BS; G'ps and G, are the antenna gains at the BS
and M;, respectively, and L(BS, M;) is the path loss from the BS to M;. Given M;’s SNR,
the BS can determine M;’s MCS based on Table 4.1. Specifically, the BS will choose the
highest MCS whose minimum required SNR is smaller than SN R(BS, M;). Table 3.4 lists the
parameters used in the SUI scenario.

The second scenario, called the Markov scenario, adopts a six-state Markov chain [66] to

simulate the channel condition of each MSS, as shown in Fig. 3.7. Specifically, let M CS|i]
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Figure 3.7: A six-state Markov chain to model the channel condition.

be the ith MCS, i = 1..6. Suppose that an MSS uses M CS[i| to fit its channel condition at
the current frame. The probabilities that the MSS switches to M/C'S[i — 1] and MCS[i + 1]
in the next frame are both %pc, and the probability that it remains unchanged is 1 — p.. For
the boundary cases of i = 1 and 6, the probabilities of switching to M CS[2] and MCS[5],
respectively, are both p.. Unless otherwise stated, we set p. = 0.5 and the initial 7 value of each
MSS is randomly selected from 2 to 5.

We compare our cross-layer framework against the high rate first (HRF) scheme [76], the
modified proportional fair (MPF) scheme [38], the rate maximization with fairness considera-
tion (RMF) scheme [20], and the QoS guarantee (QG) scheme [75]. HRF always first selects
the MSS with the highest transmission rate (J; torserve. MPF assigns priorities to MSSs, where
an MSS with a higher C; value and‘a lower amount of received data is given a higher priority.
RMF first allocates resources to those unsatisfied MSSs according to their minimum require-
ments, where MSSs are sorted by their transmission rates. If there remains resources, they are
allocated to the MSSs with higher transmission rates. /Similarly, QG first satisfies the mini-
mum requirements of each MSS’s traffies, which aredivided into real-time and non-real-time
ones. Then, the remaining resources are allocated to those MSSs with higher transmission rates.
Since both HRF and MPF implement only the scheduler, we adopt the scheme in [7] as their
burst allocators. In our framework, we use B = 5 buckets and set v = 0.3 in P2 unless other-
wise stated. In Section 3.6.6, we will discuss the effects of these two parameters on the system

performance. The duration of each experiment is at least 2000 frames.

3.6.1 Network Throughput

We first compare the network throughput under different number of MSSs (i.e., n), where the
network throughput is defined by the amount of MSSs’ data (in bits) transmitted by the BS
during 2000 frames. We observe the case when the network becomes saturated, where there
are 60 ~ 90 MSSs to be served. Fig. 3.8 shows the simulation results under both the SUI

and the Markov scenarios, where the trends are similar. Explicitly, when the number of MSSs
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Figure 3.8: Comparison on network throughput.

grows, the throughput increases but will eventually steady when there are too many MSSs (i.e.,
n > 80). The throughput under the SUI scenario is lower than that under the Markov scenario
because some MSSs may move around the boundary of the BS’s coverage, leading a lower
SNR and thus a lower MCS. Under the Markov scenario, a higher p. means that each MSS may
change its MCS more frequently and vice versa.

Generally speaking, both RMF and QG ignore the effect of IE overheads on network per-
formance so that their throughput will be degraded. Although HRF serves those MSSs with
higher transmission rates first, its throughputis-not the highest. The reason is that HRF not only
ignores the importance of IE overheads but also neglects the effect of % factor on potential
throughput when scheduling traffics.. The throughput of MPF is higher than that of RMF, QG,
and HRF due to two reasons: First, MPF prefers those MSSs using higher transmission rates,
which is similar to HRF. However, HRE incurs higher IE overheads because of the schedul-
ing methodology (which will be verified in-Section 3.6.2). Second, both RMF and QG try to
schedule every traffic in each frame, which generates too many IEs (in fact, we can postpone
scheduling some traffics to reduce IE overheads while still guarantee long-term fairness; this
will be verified in Sections VI-B and VI-C). On the other hand, MPF enjoys higher through-
put because it takes care of IE overheads from the viewpoint of the scheduler. In particular,
our cross-layer framework has the highest throughput in most cases because of the following
reasons: First, our scheduler assigns a higher priority to those MSSs with higher C; and %
values, and thus makes MSSs receive their data in higher transmission rates. Second, both our
scheduler and burst allocator can effectively decrease the number of IEs and acquire more sub-
frame space for data transmission. Note that when n = 90, our cross-layer framework will try
to satisfy a large number of urgent traffics to avoid their packets being dropped. In this case, its
throughput is slightly lower than that of MPF but our cross-layer framework can significantly

reduce the real-time packet dropping ratio, as will be shown in Section 3.6.4.
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Figure 3.9: Comparison on IE overheads.

3.6.2 IE Overheads and Subframe Utilization

Fig. 3.9 shows the average number of IEs in each downlink subframe. As discussed earlier,
HRF, RMF, and QG do not consider IE overheads so that they will generate a large number of
IEs. The situation becomes worse when the number of MSSs grows, since each MSS needs to be
allocated with at least one burst (and thus.one IE). By considering IE overheads in the scheduler,
MPF can reduce the average numbet of 1Es per frame: It can be observed that when the number
of MSSs grows, the number of IEs in MPF reduces: The reason is that MPF allocates more
resources to MSSs in a frame to reduce the total number of scheduled MSSs, thus reducing
the number of allocated bursts (and IEs). From Fig. 3.9, our cross-layer framework generates
the smallest number of IEs per frame, because not-only both the proposed scheduler and burst
allocator do consider IE overheads, but also the framework can adjust the number of non-urgent
real-time traffics to be served to avoid generating too many bursts.

IE overheads have strong impact on the utilization of downlink subframes, as reflected in
Fig. 3.10. Since HRF, RMF, and QG generate a large number of IEs, their subframe utilization
will be lower than MPF and our cross-layer framework. It can be observed that the number
of buckets B significantly affects the subframe utilization of our cross-layer framework. In
particular, a too large B (e.g., 30) will reduce the amount of data carried in each bucket and
thus generate many small bursts. On the other hand, a too small B (e.g., 1) may degrade the
functionality of buckets and thus some resource assignments may not fully utilize the bursts
allocated to them. From Fig. 3.10, we suggest setting B = 5 to get the best utilization and the

analysis result in Section 3.6.7 will also validate this point.
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Figure 3.10: Comparison on subframe utilization.

3.6.3 Long-Term Fairness

Next, we verify whether each scheme can guarantee long-term fairness under a highly congested
network, where there are 140 ~ 200 MSSs. Fig. 3.11 shows the fairness indices of all schemes.
Recall that the network becomes saturated when there are 80 MSSs. Thus, it is impossible to get
a fairness index of one because the network resource is not enough to satisfy the requirements of
all traffics. From Fig. 3.11, HRF incurs the Towest index because it always serves those MSSs
using higher transmission rates. By considering the amount of allocated data of each MSS,
MPF can have a higher index than HRF. QG and RMF try to satisfy the minimum requirement
of each traffic in every frame and thus leadinghigher indices. Since RMF allocates the resources
to MSSs sorted by their transmission rates, its index will be lower than QG.

Our cross-layer framework has the highest fairness index (more than 0.85) due to two rea-
sons: First, our priority-based scheduler only schedules 7 ratio of non-urgent real-time traffics
to avoid starving non-real-time traffics. Second, our cross-layer framework tries to reduce the
IE overheads and acquire more frame space to allocate bursts for MSSs’ traffics. In this case,
we have more resources to fairly distribute among MSSs. Thus, our cross-layer framework can

maintain long-term fairness even in a highly congested network.

3.6.4 Packet Dropping Ratios of Real-Time Traffics

We then observe the packet dropping ratios of real-time traffics, where each MSS will generate
0 ~ 2R!" amount of real-time data in each frame. When a real-time packet is not transmit-
ted within 6 frames (i.e., 30 ms) after being generated, it will be dropped. Fig. 3.12 shows the
real-time packet dropping ratios of all schemes under 10 ~ 110 MSSs. Both HRF and MPF dis-

tribute resources to MSSs based on the transmission rates without considering the traffic types,
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Figure 3.11: Comparison on long-term fairness.

so their ratios begin raising when n > 50. In this case, a large amount of non-real-time traffics
will compete with real-time traffics for the limited resource. On the other hand, the ratios of
RMF and QG begin raising when n > 90. Since both RMF and QG try to satisfy the mini-
mum requirements of all traffics in each frame, they can avoid real-time packet dropping when
the network is not saturated (i.e., n < 90). Our cross-layer framework can have almost zero
ratio due to three reasons: First, our priority-based scheduler assigns urgent real-time traffics
with the highest priority. Also, it schedules.a 7 ratio of non-urgent real-time traffics to avoid
generating too many urgent traffics in the following frames. Second, our bucket-based burst
allocator arranges bursts based on the priorities from the scheduler, so the bursts of those urgent
real-time traffics can be allocated first to avoid packet dropping. Third, both our scheduler and
burst allocator try to reduce IE overheads-and thus-more urgent real-time traffics can be served
in each frame.
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Figure 3.12: Comparison on real-time packet dropping ratios under different number of MSSs.

Fig. 3.13 shows the real-time packet dropping ratios of all schemes under different admitted

non-real-time data rates, where the network is saturated. Since MPF proportionally distributes
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Figure 3.13: Comparison on real-time packet dropping ratios under different admitted non-real-
time rates.

resources among MSSs, it incurs the highest real-time packet dropping ratio. On the other hand,
since some MSSs with real-time traffics may have higher transmission rates, the ratio of HRF
is lower than that of MPF. As discussed earlier, both RMF and QG try to satisfy the minimum
requirement of each traffic, their ratios can become lower. Note that since QG differentiates
real-time traffics from non-real-time ones, its ratio is lower than that of RMF. Our cross-layer
framework always has the zero ratio because not only the bursts of urgent real-time traffics are
allocated first but also our framework can acquire more frame space to serve urgent real-time
traffics by reducing IE overheads.

Since the trends under both SUI and Markov-scenarios are similar, we only show the results

under the Markov scenario in the following experiments.

3.6.5 Satisfaction Ratios of Non-Real-Time Traffics

Next, we measure the satisfaction ratios of non-real-time traffics (by Eq. (3.5)) under a satu-
rated network. Fig. 3.14 shows the satisfaction ratios of non-real-time traffics of the bottom
10% MSSs. When the non-real-time rate is larger than 125 bits/frame, the ratio of HRF is zero
because these bottom 10% MSSs (whose transmission rates must be lower) are starved. The ra-
tio of MPF starts diminishing when the non-real-time rate is larger than 250 bits/frame because
MPF proportionally distributes resources among traffics. By satisfying the minimum require-
ment of each traffic, the ratios of RMF and QG are close to one. Our cross-layer framework can
have a ratio of nearly one for the bottom 10% MSSs, which means that non-real-time traffics

will not be starved even though our scheme prefers real-time traffics.
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3.6.6 Effects of System Parameters

We then observe the effects of system parameters in our cross-layer framework on network
throughput, subframe utilization, and IE overheads under a saturated network (i.e., the number
of MSS is 90). Fig. 3.15 shows the impact of the number of buckets (i.e., B) on network
throughput, utilization, and overhead ratios when Y = 32. Here, the overhead ratio is defined
as the ratio of the number of slots used for MAP information (e.g., DL-MAP, UL-MAP, and
IEs) to the total number of slots in'a downlink subframe. Generally speaking, the utilization
decreases when the overhead ratio increases, since they are.complementary to each other. From
Fig. 3.15, the utilization first increases and then decreases when B grows. The former increment
is due to that some resource assignments do not fully utilize their allocated bursts. On the other
hand, the later decrement is because ‘the burst-allocator generates too many bursts to satisfy
the thinner buckets. The overhead ratio increases when B increases, because more IEs are
generated. In addition, when B < 4, the throughput increases when B grows, because more
buckets may serve more requests. On the other hand, when B > 8, such a trend reverses
because more IEs are generated, causing lower utilization. From Fig. 3.15, we suggest setting
B = 4 ~ 8 since this range of B value improves both throughput and utilization while reduces
IE overheads.

Fig. 3.16 shows the effects of v and B on real-time packet dropping ratios and network
throughput in our cross-layer framework. Explicitly, the real-time packet dropping ratio de-
creases when y grows, because more real-time traffics can be served. However, when v in-
creases, the throughput may decrease because the scheduler has to select more non-urgent real-
time traffics to serve. In this case, some real-time traffics with lower transmission rates may

be served, which degrades the throughput. As mentioned earlier, a large B may generate more
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IEs and thus reduce the utilization. Thus, the throughput in the case of larger B (e.g., B = 15
and 30) starts dropping earlier than thatin the case of smaller B (e.g., B = 5 and 10). From
Fig. 3.16, we suggest setting v = 0.15 ~ 0.45 since this range of + value not only improves

network throughput but also reduces real-time packet dropping ratios, under different values of

B.

3.6.7 Verification of Throughput Analysis

Finally, we verify our analytic results in the part, where two transmission rates, cj,, = 48 bits/slot
and cpigh = 96 bits/slot, are adopted. The probabilities that an MSS can use cjoy and cpign are

both 0.5. Then, the probability that m MSSs can use ¢y 18

Prob|Np = m] = C" x (Prob|transmission rate = cjo,,])™ X (Prob|transmission rate = ¢jo,,|)" ™™
! _ 0.5)" x n!
(05 x (0.5 = 0B Xt
m!(n —m)! ml(n —m)!
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In addition, the probability that an MSS M; has urgent data is
Prob[I7 =1] = (1 — )71,

where T, is the deadline of real-time data that will be dropped (in frames). Note that since
the scheduler will serve all queued real-time data from the top yn MSSs in each frame, after
(Tp — 1) frames, the probability of an MSS with urgent data is no more than (1 — v)>~1, In
our simulation, we set 7 = 0.3, Tp. = 6 frames, and R = 200 bits/frame.

Fig. 3.17 show the analysis and-simulation results.. When B < 4, the throughput loss £
decreases but the network throughput increases as B increases. On the other hand, when B > 8§,
L increases but the network throughput decreases as B increases. This result indicates that the
minimum value of £ by analysis appears at the range of B = [4, 8] while the maximum network
throughput by simulation appears at the same range of B = [4,8]. Thus, our analysis and
simulation results are consistent. From Fig. 3.17, we suggest setting B = 4 ~ 8 to maximize
the network throughput and minimize £, which matches the results in Fig. 3.15. Therefore, our
analysis can validate the simulation results and provide guidelines for the setting of the burst

allocator.
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Chapter 4

A Power and Bandwidth Allocation in
WiMAX Relay Networks

4.1 Motivations

Recently, to overcome the coverage hole, shadow, and NLOS (non-line-of-sight) limitations, the
802.16j extension [30] is proposed to add relay stations (RSs). It has been proved in [9, 42, 57]
that MSSs can enjoy higher throughput and/or. lower energy consumption with the help of RSs.
The standard defines two types of RSs. An RS is called transparent if MSSs are not aware of its
existence. Otherwise, it is non-transparent. Transparent RSs are considered easier to implement
than non-transparent ones since they do not need to manage the resources of networks [26].

In the literature, several studies [18, 24, 64, 65] evaluate the network capacity of an IEEE
802.16j network. References [44, 45,49, 13] address the placement of RSs to improve the
network performance. References [21, 40, 22] discuss the selection of RSs to enhance the net-
work capacity. For transparent-relay networks, [60] shows how to leverage channel diversity
and concurrent transmissions to increase network throughput. Reference [70] suggests reusing
frequency and placing RSs in an irregular manner to improve network throughput. In [48], a
Markov decision process is used for admission control and a chance-constrained assignment
scheme is proposed to minimize the number of RSs required and to maximize their rates. An
isolation band around each RS cluster is adopted in [69] to allow more frequency reuse between
RSs and the BS. References [23, 25] adopt a minimal coloring approach to maximize down-
link capacity while reducing the differences among MSSs’ rates. The above studies all aim at
improving network capacity but do not consider the energy conservation of MSSs. A solution
of multiple-choice knapsack problem is exploited in [73] to reduce the energy consumption of

MSSs, but it considers the PMP mode and does not exploit RSs to help save MSSs’ energy.
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Figure 4.1: The uplink communication of an 802.16; transparent-relay network.

As can be seen, existing works have not well addressed the energy conservation issue in
IEEE 802.16j networks. This work tries to minimize MSSs’ energy consumption subject to
satisfying their traffic demands in each frame by selecting proper paths, rates (in terms of mod-
ulation and coding schemes, or MCSs in short), and spatial reuse. We show this problem to be
NP-complete and propose two energy-efficient heuristics. Below, we first introduce our network
architecture and energy model. Then, we define our resource allocation problem and prove its

NP-completeness property.

4.2 Preliminaries

4.2.1 Network Model

In an 802.16j transparent-relay network, there is one BS supporting multiple MSSs, as shown
in Fig. 4.1. The coverage range of the BS is defined as the reachable area when the lowest MCS
(such as QPSK1/2) and the largest power are used. Inside the coverage range, RSs are deployed
to help relay data between MSSs and the BS. An MSS can send its data to the BS either directly
or indirectly through an RS. However, there are no communication links between two RSs and
two MSSs. Therefore, the network is a two-level tree with the BS as the root and MSSs as the
leaves. The standard defines two types of links for uplink communication. A link is called an
access link if it connects to an MSS at one end; otherwise, it is called a relay link. Fig. 4.1
shows some examples.

The network resource is divided into frames, where a frame is a two-dimensional (subchan-

nel x time slot) array. Each frame is further divided into a downlink subframe and an uplink
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Figure 4.2: The structure of the uplink subframe.

subframe. We show the uplink subframe in Fig. 4.2. 1t is divided into an access zone and a
relay zone, which are designed for access links and relay links, respectively. The access zone
is further divided into an MSS-BS region and an MSS-RS region. For convenience, the relay
zone is also called the RS-BS region. Note that these regions have no overlap with each other.
However, their sizes can be changed frame by frame.

In this work, we adopt the PUSC (partial usage of subchannel) mode, which is very suitable
for mobile applications [56]. Under the PUSC mode, bursts are the basic resource allocation
units, where a burst is a sequence of slots arranged in a row-wise manner, as shown in Fig. 4.2.
Note that a burst may cross multiple subchannels. The transmission power and rates of MSSs
and RSs are adjustable. However, the transmission rate of an MSS within one burst should be
fixed. The BS is responsible for allocating bursts for MSSs and RSs. In MSS-BS and RS-BS
regions, since the BS is the only receiver, no two bursts can overlap. In the MSS-RS region,

however, spatial reuse is allowed.

4.2.2 Energy Cost Model

Table 4.1 shows the available MCSs in IEEE 802.16j and their rates and required SINRs, de-
noted by rate(-) and o(+), respectively. Let d; be the number of bits to be transmitted by MSS;
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Table 4.1: MCSs supported by IEEE 802.16;.

MCS scheme | rate(MCSg) | 6(MCSk)
MCS; | QPSK 1/2 48 bits/slot 6 dBm
MCS; | QPSK 3/4 72 bits/slot 8.5dBm
MCS; | 16QAM 1/2 | 96bits/slot | 11.5dBm
MCS, | 16QAM 3/4 | 144 bits/slot 15dBm
MCSs | 64QAM 2/3 | 192 bits/slot 19dBm
MCSg | 64QAM 3/4 | 216 bits/slot 21dBm

in a frame. If MSS,; adopts MCSy, then it requires 7; = {mw slots to transmit its data.
So, the energy cost of MSS; is F; = T; x P;, where P; is the required transmission power (in

mW). Suppose that there are n MSSs to be served. The total energy cost is

n
Etotal - § Ez
=1

The transmission power F; is modeled as follows. Consider any receiver j (which can be
any RS or the BS). With power P, the received signal power at receiver j is
. G -G P
P(/L7.7) = ¥7
L{3.4)

where G; and G; are the antenna.gains at MSS; and receiver j, respectively, and L(i, j) is the

4.1

path loss from MSS; to receiver+. Here, we adopt the standard two-ray ground model [47] to
calculate L(i, ), which is recommended by the 802.16j task group. So, the SINR (in dBm)

perceived by receiver j is

P(i.j
SINR(i,§) = 10 - logy ( —— ﬁjj)(i j)> , (4.2)

where B is the effective channel bandwidth (in Hz), N, is the thermal noise level, and 1(i, j) is
the interference caused by other transmitters, which is evaluated by
I(i,j) =Y P(j).
1#i
MSS,;’s data can be correctly decoded by receiver j if

SINR(i, ) > §(MCSy). (4.3)

By integrating Eqs. (4.1) and (4.2) into Eq. (4.3), the minimum power required for MSS; to

reach receiver j using M C'Sy is

(BN, + I(i,5)) - LG, )

P> . (4.4)




4.2.3 Problem Definition

We are given an 802.16j network containing one BS, m RSs, and n MSSs. Each MSS;,: = 1..n,
has a maximum transmission power of P /4% (mW per subchannel) and has an uplink traffic
demand of d; bits per frame granted by the traffic management of the BS'. We assume that MSSs
may move around within the BS’s signal coverage, but the relative distances among BS, RSs,
and MSSs can be estimated?, from which we can construct the network topology G = (V, £),
where V is the node set and £ is the communication link set. A path on G can be either a direct
link from an MSS to the BS or a link from an MSS to an RS and then to the BS. An uplink frame
has h subchannels and w time slots. Bursts in the MSS-RS region can overlap with each other
so as to exploit spatial reuse. But, bursts in the MSS-BS and RS-BS regions cannot overlap.
If there is a burst allocated in the MSS-RS region, a “matching” burst must be allocated in the
RS-BS region to relay the former data. For example, in Fig. 4.2, since an MSS;-RS; burst is
allocated in the MSS-RS region, there must be a corresponding RS;-BS burst allocated in the
RS-BS region. However, the sizes of these two bursts may not be the same because they may
use different MCSs.

Let R be the set of all possible paths on G. The energy-conserved resource allocation (ERA)
problem asks how to find a set of transmission paths R, € R and the corresponding MCSs,
bursts, and transmission power for MSSs under an h x w frame space constraint such that the
total energy cost Fioar is minimized. Specifically, we denote by s; = (RS, MCSk), P;)
the transmission schedule of MSS; in a frame, where J(i) = 0..m and K (i) = 1..6. For ease
of presentation, we use RSy as a special case to represent the BS. So, when J(i) = 0, it means
that MSS; transmits to the BS directly using MCS ;) with power I;; otherwise, it means that
MSS; transmits to RS ;) using MCSg ;) with power P; and then RS ;) relays the data to the
BS using the best possible MCS. In either case, P; has to be bounded between the minimum
required power and PM4X e,

S(MCS k()

10— (B N, + I(i, J())) - L, J(i))

< P, < PMAX, 4.5
Gi -Gy - (+3)

In addition, we use 7 = {7y, 7», .., 7} to denote the set of transmission groups in a frame.

Each 7, € 7 is a transmission group consisting of either one MSS-BS transmission schedule

"Here, we assume that the BS has a traffic scheduler and admission controller to manage MSSs’ demands
according to their QoS requirements.

2The relative distances between MSS and RSs/BS can be estimated periodically by RSs and the BS through
some existing techniques such as evaluating the received signal strength (RSS) [11, 10].
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or multiple MSS-RS transmission schedules. When there are multiple schedules in 7, it means
that the MSSs therein can concurrently transmit to their corresponding RSs with overlapping
(however, the corresponding RS-BS transmissions cannot overlap with each other). Let B, be
the binary indicator such that B, = 1 if 7, contains a single MSS-BS transmission and B, = 0
otherwise. Assume that s, is a transmission schedule in group 7, i.e., s, € 7,. Then, the total

number of slots required by the transmission group 7; is expressed by

da . o
IVWCSK(G))—‘ ) ifB,=1
Sg(U) + szaem [W&SA)—‘ , ifB, =0

K(a)

Stot(Te) =

In the case of B, = 1, it is the number of required slots in the MSS-BS region. In the case of
By = 0, it is the required slots in the MSS-RS region plus those in the RS-BS region. Here,
M CSIA((G) is the best feasible MCS level for RS (4 to relay MSS,’s data to the BS. Sy(7;) is
the required slots of 7, in the MSS-RS region. Because of concurrent transmissions, we can

conduct S,(7,) as follows:

S,(1¢) = ma da
Ty ) — X .
I Ssger, | | rate(MCSk ()

Because the total required slots of all transmission schedules cannot exceed the frame space,

we have

> Sior(7e) < hxw. (4.6)

T €T

The goal of the ERA problem is to minimize the total energy consumption of all MSSs:

d:
i E otal — 71 : P’L = Z ' Pi *
leﬂ:llnn total Z Z1:n ’VTa’te(ZWCSK(i))—‘ -

i=1..n i=
by calculating the transmission schedule s; for each MSS; and group 7, that s; belongs to, under

the power constraint in Eq. (4.5) and the frame space constraint in Eq. (4.6).
Theorem 2. The ERA problem is NP-complete.

Proof. To simplify the proof, we consider the case of no spatial reuse in the MSS-RS region
and each MSS has only one fixed transmission power. So, the MCS and burst(s) of each path
are unique. Thus, the energy cost of an MSS on each path is uniquely determined. Then, we
formulate the resource allocation problem as a decision problem: Energy-conserved resource

allocation decision (ERAD) problem: Given the network topology G and the demand of each
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MSS, we ask whether or not there exists a path set R, on G such that all MSSs can conserve
the total amount of energy Q to satisfy their demands. Then, we show ERAD problem is NP-
complete.

We first show that the ERAD problem belongs to NP. Given a problem instance and a solu-
tion containing the path set, it can be verified whether or not the solution is valid in polynomial
time. Thus, this part is proved.

We then reduce the multiple-choice knapsack (MCK) problem [35], which is known to be
NP-complete, to the ERAD problem. Consider that there are n disjointed classes of objects,
where each class ¢ contains /V; objects. In each class i, every object x; ; has a profit ¢; ; and a
weight u; ;. Besides, there is a knapsack with capacity of /. The MCK problem asks whether
or not we can select exact one object from each class such that the total object weight is no
larger than U/ and the total object profit is Q.

We then construct an instance of the ERAD problem as follows. Let n be the number of
MSSs. Each MSS; has N; paths to the BS. When MSS; selects a path x; ;, it will conserve
energy of ¢; ;* and the system should allocate burst(s) of a total size of u; ; to transmit MSS;’s
data to the BS. The total frame space is w - h ==« Our goal is to let all MSSs conserve energy
of Q and satisfy their demands. ‘We _show that the MCK problem has a solution if and only if
the ERAD problem has a solution.

Suppose that we have a solution to the ERAD problem, which is a path set R, with MSSs’
conserved energy and burst allocations. Each-MSS ¢an choose exact one path and we need to
assign paths to all MSSs to satisfy their demands. The total size of bursts cannot exceed the
frame space U and the conserved energy of all MSSs is Q. By viewing the paths of an MSS as
a class of objects and the frame as the knapsack, the paths in R,, all constitute a solution to the
MCK problem. This proves the if part.

Conversely, let {Z1 4,, T2,05:* * , Tn.ay ; bE a solution to the MCK problem. Then, for each
MSS;, ¢« = 1..n, we select a path such that MSS; conserves energy of ¢; o, and the size of
allocated burst(s) to transmit MSS;’s data to the BS is u; o,. In this way, the conserved energy
of all MSSs will be Q and the overall burst size is no larger than /. This constitutes a solution

to the ERAD problem, thus proving the only if part. O

*Note that the conserved energy of an MSS’s path is compared to the same MSS’s path with the most energy
cost.
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4.3 'Two Heuristics to the ERA Problem

Since the ERA problem is NP-complete, finding an optimal solution is impractical due to the
time complexity. Thus, we propose two energy-efficient heuristics, the DFA and EFA schemes.

Below, we first give the rationale of our heuristics and then depict the DFA and EFA schemes.

4.3.1 The Rationale of Our Designs

We first observe what the key factors are and how they affect the goal (energy consumption) and
the constraint (resource usage) of the ERA problem. Explicitly, we reveal that the transmission
rate, the number of concurrent transmissions, and the distance to the receiver (either an RS or
the BS) have a great impact on these two terms. To show how these three factors affect the
energy consumption and resource usage of each MSS, we conduct an experiment as shown in
Fig. 4.3. Consider a network consisting of one BS, four RSs, and four MSSs. Each MSS selects
a distinct RS to relay its data and the network allows four concurrent transmissions. Assume
that the distance between each MSS and its RS is the same and each MSS has an identical uplink
demand. Fig. 4.4 shows the results on.normalized enetgy consumption and resource usage of an
MSS. In Fig. 4.4(a), the transmission rate of an MSS is normalized by the highest MCS. We can
observe that when a lower MCS'is used, the MSS will need more resources (i.e., frame space)
but can reduce its consumed energy. The benefit ratio of the conserved energy to the increased
resource usage is more significant when the MSS degrades its MCS from a higher level (such
as 5 or 6) to a next lower one (such as 4). ‘In this case, the MSS can greatly reduce its energy
consumption by increasing only a small amount of resource usage. On the other hand, from
Fig. 4.4(b), it can be observed that more concurrent transmissions can decrease resource usage
linearly but increase the energy consumption drastically. Although concurrent transmissions
can help resource reuse but it harms MSSs in terms of the energy consumption. Finally, in
Fig. 4.4(c), it can be observed that the resource usage is not usage is not affected by the distance
to the receiver when the MCS is fixed, but it can save the consumed energy greatly when the
MSS chooses a closer RS to relay its data.

From the experiments in Fig. 4.4, we can obtain two important observations:

e To reduce the energy consumption of an MSS, we have to decrease its MCS level (and
thus the transmission rate), the number of concurrent transmissions, and the distance to

the receiver. However, doing these will also increase the resource usage of the MSS. This
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Figure 4.3: The example of a transparent-relay network with one BS, four RSs, and four MSSs.

means that the energy conservation is inversely proportional to the used resource. Thus,
we should keep in mind that the overall resource usage of all MSSs cannot exceed the

frame space constraint when reducing energy.

e The amount of MSS’s energy reduction is “jointly” decided by its MCS, the number of
concurrent transmissions, and the distance to the receiver. In order to minimize the MSS’s
energy consumption, it is insufficient to decrease the three factors individually. Since the
experiments show that the benefit ratio of energy decrement to resource increment for
each factor is greatly different. An MSS may save more energy by considering more than
one factor simultaneously... For_example, an MSS may not be able to relay its data to
an RS closer to it because'that RS is used by another MSS. When considering both the
factors of concurrent transmissions and the distance to the receiver, the MSS can change
to another transmission group and choose-such RS to further save energy (even if it may
increase the number of concurrent transmissions in that group). This adjusting may be
more efficient than that of considering only one factor (such as the MCS). Therefore, we
need to consider the possible combination of three factors when trying to reduce MSSs’

energy consumption.

Based on the two observations and the three key factors, our DFA and EFA heuristics adopt
a gradient-like search method to find the suboptimal solutions, as shown in Fig. 4.5. For ease
of presentation, we say that a solution is demand-satisfied if it can satisfy all MSSs’ demands.
Besides, a solution is feasible if it is not only demand-satisfied but also the overall frame usage
does not exceed the frame space. Given the solution set, DFA first selects a feasible solution
which consumes as less frame space as possible to be its starting point. Then, it adopts a forward
search to approximate the optimal solution. In each step of search, it tries to adjust the trans-

mission schedule of one MSS by evaluating the combinations of the three factors mentioned
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50



demand-satisfied
solution

energy A DFA i feasible solutions i
cost :

ASp

/ / optimal solution set
& start point of
/ ///// /[T

space cost

solution without satisfying f /D
all MSSs’ demands rame space

Figure 4.5: The concepts of forward and backward searches by the gradient-like method.

above such that the new solution is also feasible and the gradient of AEp/AS; is maximum,
where AFp is the decrement of energy and AS; is the increment of space usage after adjust-
ment. The forward search is repeated until A5 /AS; approximates to zero (that is, we cannot
further reduce the energy consumption since AFEp ~ 0).. On the other hand, EFA first selects
a demand-satisfied solution that ‘allows MSSs to consume-as less energy as possible to be its
starting point. Then, it adopts a backward search to approximate the optimal solution. In each
step of search, it tries to adjust the transmission schedule of one MSS such that the new schedule
is also demand-satisfied while AE;/ASp isminimum, where AF is the increment of energy
and ASp is the decrement of space usage after adjustment. The backward search is repeated
until the solution becomes feasible.

Fig. 4.6 shows the flow charts of the two heuristics. In DFA, the first “Demand-First Path
Assignment” phase tries to satisfy MSSs’ demands by selecting the best MCSs and paths and
exploiting spatial reuse such that the use of frame space is minimized. However, the above
process assumes that each MSS transmits at its largest power. So, the second “MCS, Path, and
Transmission Group Adjustment” phase tries to reduce MSSs’ energy consumption by lower-
ing their transmission rates and adjusting their paths and transmission groups. Each step of
reduction is based on the gradient concept. Finally, the third “Burst Allocation and Region
Assignment” phase determines the sizes of the MSS-BS, MSS-RS, and RS-BS regions and al-
locates uplink bursts for MSSs and RSs. On the other hand, EFA first relaxes the frame space

constraint to find the initial solution with the minimum total energy consumption in its first
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DFA scheme

Phase 1: Demand-First Path Assignment

EFA scheme

« To minimize the use of frame space.

Phase 1: Energy-First Path Assignment

«  To minimize the energy cost of MSSs.

e« To meet more MSSs' demands.
« To allow more concurrent MSS-RS transmissions. +
+ Phase 2: MCS, Path, and Transmission
— Group Adjustment
Phase 2: MCS, Path, and Transmission P Adj
Group Adjustment « To reduce the space cost of MSSs (if any MSS’s

demand is unsatisfied) by:

1) Changing to the paths which cause shorter
transmission time.

2) Changing to a higher-level MCS.

3) Changing MSSs to different groups which reduce
the required slots.

« Toreduce the energy cost of MSSs by:
1) Changing the MSSs’ receivers to the closer RSs/BS,
2) Changing to a lower-level MCS, and
3) Changing MSSs to the different groups which allow a
lower MAL.

Phase 3: Burst Allocation and Region
Assignment
e To allocate bursts for MSSs.

e To determine the sizes of the MSS-BS, MSS-RS,
and RS-BS regions.

Phase 3: Burst Allocation and Region
Assignment

« To allocate bursts for MSSs.
« To determine the sizes of the MSS-BS, MSS-RS,
and RS-BS regions.

v

exit exit

Figure 4.6: Flowcharts of our proposed heuristics.

“Energy-First Path Assignment” phase. In this phase, MSSs choose the closest RSs and the
lowest MCSs without spatial reuse. The second “MCS, Path, and Transmission Group Adjust-
ment” phase works based on the gradient concept to approach the optimum by raising MSSs’
energy consumption until packing all demands into the frame, i.e., reducing the required space
by using more power. The third is the “Burst Allocation and Region Assignment” phase. Since
the two schemes start from different initial solutions and apply different strategies, they have

different limitations and thus lead to different performances. This will be clear later on.

4.3.2 Demand-First Allocation (DFA) Scheme
4.3.2.1 Phase 1 — Burst and Path Assignment

Assuming that the energy consumption of MSSs is not a concern, phase 1 has the following
objectives: 1) to minimize the use of frame space, ii) to meet more MSSs’ demands, and iii)
to allow more concurrent MSS-RS transmissions. This phase helps choose each MSS;’s initial
path, transmission group, and MCS using the maximum power.

To exploit spatial reuse in the MSS-RS region, we model the maximum allowable inter-
ference (MAI) f{;ggi)) at relay RS;(;) if MSS; chooses RS ;) as its relay using MCSg ;) with
power PMAX i = 1..n, J(i) = 0.m, and K (i) = 1..6. Recall the (i, J(i)) in Eq. (4.4),
which stands for the current perceived interference for the transmission from MSS; to RS ;).
With the relative distance between MSSs and BS/RSs, we can derive the path loss L(i, .J(i)) of

each MSS-BS/RS pair. From Eq. (4.4), each f(K @)

i 7)) of an MSS; transmitting to RS ;) using
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MCSK(l) with Pi]MAX is

P G -G - PMAX

K@) ? J (i) i

() = soioseay .~ B MNo. (4.8)
10— -L(z, J(Z))

We should keep I( Sg y = 1(i, J(1)). Note that using a lower-level MCS can tolerate a higher

(() ) < I(l f,() ) - Also note that for the BS, Z( ()) 0, since no concurrent

interference, so I(i
transmission to the BS is allowed. For simplicity, we will pre-calculate all values of f{;g()i)) and
maintain an MAI table using (MSS;, RS ;(;), MCSg ;) as the index.

Given the network topology G, the path set R, and MSS;’s demand d;,i = 1..n, phase
1 starts from a set 7 of n empty transmission groups and greedily adds more transmission
schedules to 7, until all frame space is exhausted or all MSSs are satisfied. Each transmission
schedule has the format s; = (RS, MC Sk, P;), which means that MSS; is scheduled to
send its data to RS ;(;) using MCS ;) at power P;. In case that J (i) # 0, it is implied that RS ;)
will relay MSS;’s data to the BS using the best possible MCS level. Note that in this phase, P;

is always equal to PMAX,

Step 1) Set all MSSs as unsatisfied. Setthe initial value of Z to be {¢, ¢, .., ¢} (i.e., with n empty

sets) and set /' = h x w as-the initial amount of free slots.

Step 2) Consider each unsatisfied ‘MSS;. “1f we-adding the path from MSS; to RS;(; using
MCSk) to the transmission group 7, € 7 at power PMAX (that is, adding s; =

1

(RSy(i), MC Sk sy, PMAX) to group 7), the extra number of slots required will be

Sex((siﬂ—é)
[Wcsm)ﬂ if J(i) = 0,7 = ¢
o, i£700) = 0.7 £
d; (4.9)
= max { [m—‘ — Sg(Tg), 0}
+ |t | if inf(si, %) = TRUE, J(i) £ 0
[ oo, ifinf(si, 7o) = FALSE, J(i) # 0,

where S, (7;) is the number of slots required by 7; in the MSS-RS region, inf(s;, 7¢) is a
function to determine if adding s; = (RS (), MC Sk, PM4X) to 7 is interference-free,
and M CSg, is the best feasible MCS from RS ;) to the BS. In the first case of J (i) = 0,
it is the cost to the MSS-BS region. In the second case, it means adding an MSS-BS
transmission to an non-empty group is infeasible. In the third case, it is the extra cost to

the MSS-RS region plus that to the RS-BS region. In the fourth case, it means adding this
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path to 7, is infeasible. Function inf(s;, 7¢) returns TRUE (i.e., interference-free) if and

only if the following three conditions are al/ satisfied:

1. RS} does not appear in 7. That is, for each s, = (RS;(), MCSk ) , PM4X) €
T, J(a) # J(i).

2. RS canreceive correctly considering all interferences. That is,

> Pla, 7(i)) < Zg 5gy-
VSaZ(RS‘](a),]WCSK(Q),PGJ‘\"TAX)ETZ
3. After adding the interference caused by MSS; with s; = (RS, ), MCSk ), PMAY),
RS (q) can still receive correctly. That is, for each s, = (RS (q), MCSk(q) , PM4Y) €

70, I(a, J(a)) + P(i, J(a)) < f{i%)-

After step 2), we have the extra cost to schedule each unsatisfied MSS; for all combina-

tions of RS ;(;), MCSk;), and 7;.

Step 3) From the extra costs of all unsatisfied MSSs,. pick the one causing the least cost of
Sea(si,70). If Sep(si, ) <0 Fyadd s; = (RSyq), MCSk), PMAY) to 7 directly;
otherwise, adjust the demand.d; of MSS; proportionally to fit into F and add s; =
(RSy4), MCSk ), PM4*)to 7. 'Then, update F by deducting the allocated resource
and set MSS; as satisfied. Also, update I(a;,J(a)) for each satisfied MSS, in 7. Finally,
update S, (+)s of all unsatisfied MSSs’ schedules for 7. Note that after step 3), one MSS

will be satisfied.

Step 4) If there still is space in an uplink subframe and there still exists any unsatisfied MSS, go

back to step 3); otherwise, go to the next phase.

4.3.2.2 Phase 2 — MCS, Path, and Group Adjustment

Phase 1 aims at reducing the use of frame space, but the maximum powers have been used by
all MSSs. This phase tries to make some adjustments and lower their energy costs by taking
advantage of the extra free frame space F'. We try three possibilities to reduce an MSS’s energy:
1) Change its receiver to a closer RS/BS. ii) Change to a lower-level MCS. iii) Change to a
different transmission group with a different MCS and receiver. In particular, for possibility ii),

recall that the energy cost of MSS; can be written as F; = T; x P; = [mte(MdiésK())-‘ x P;. By

54



Table 4.2: Energy costs per bit for different MCSs.

level k | energy cost (mW)
1 0.0827
2 0.09853
3 0.147p
4 0.21953
5 0.4138
6 0.58243

ignoring the ceiling function and assuming a fixed interference level of B - N, + I(i, J()), the
energy cost per bit to reach the SINR in Table 4.1 can be written as

E ! o 4.10
i T(Ite(]\[CSK(l)) X ( ﬁ)/ ( . )

0 = (B'N"+Ig;_JCg?()_))'L(i’J(i)) > 0. In Table 4.2, we do see that the energy cost per bit

where
decreases as the MCS level decreases.
Given the current set 7 and the remaining free resource [’ from phase 1, phase 2 works as

follows:

Step 1) For each 7, € 7, consider each transmission schedule s; = (RS 1) MC Sk iy P) € 7.
There are three possibilities for MSS; to reduce its energy: a) Change its MCS and power.
b) Change its relay and power. ¢) Change its group, relay, MCS, and power. For each s;,
we may find multiple combinations of s; = (25 /iy, M CSk(i), P]) and 7 such that s is
the new transmission schedule for MSS,; and 7y is the transmission group to accommodate

s; (which may or may not be equal to 7).

To find all feasible s; and 7, let us consider the above three cases. In case a), since
RS ;) is unchanged, we can simply try different M/ C'Sk(;) and then use Eq. (4.4) based
on the existing interference /(i,.J(i)) perceived by RS;(;) to compute the best power
P/. With this new power P/, we also need to check if this would exceed the tolerable
interference of any other RS in 7. If so, this transmission schedule is not feasible. In case
b), since 7, is unchanged, we try other unused RSs in 7, and follow the procedure in case
a) to find appropriate MCSs and power. Similarly, we need to check if this would excess
interference to existing RSs. In case ¢), we will try to delete s; from 7, and add MSS;’s
demand to other 7,,. For each 7, the same procedure in case b) can be used to identify

all possible s.

Note that after step 1), we have all new feasible s} and 7,/ for MSS;.
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Step 2)

Step 3)

For each (s}, 7) pair, we calculate the saving of energy and the cost of extra slots for

MSS,; to make this change. The saving of energy is written as

, B d; d; ,
Al b)) = dmte(Mcsmﬂ " Pz) qmte(MCSKM " P") |
4.11)

Then, the cost of extra slots is derived as

(Stot(Te = {8i}) + Stot(7er U {57}))
As((5i,70), (55, 70)) = & —(Stot(70) + Stor(T2r)), if e #T  (4.12)
Stot(Ter — {si} U{sL}) — Siot(10), if 70 =10

Note that Ag((s;, 7¢), (s}, 7)) should not exceed the available resource ' and the saving
Ag((si, 1), (s}, 7)) should be positive. Otherwise, this pair (s}, 7,) is infeasible and

should not be considered.

From all feasible pairs (s}, 7/), we use the energy-per-extra-siot ratio

AE((Si7 Tf)u (S;, Tf’))
AS((Si> Tf)? (527 Tf’))

as the metric (this is recognized. as the “gradient” in our scheme). The (s}, 74/) pair with

the largest ratio is selected (this represents the “steepest gradient” in the energy cost).
Then, we remove s; from 74, add s} to 7y, deduct As((s;, 7¢), (s}, 7)) from F', and update
all interference levels of all RSs in 77.and 7. Then, we calculate Ag(-) and Ag(+) for
each schedule s, in 7, and each.schedule s, in 7. If any change in 7, and 7,/ is done, go

to step 3); otherwise, go to the next phase.

We make some remarks below. First, updating an MSS’s power level is possible even if

no extra slots are needed. The reason is that when an MSS lowers its power, other RSs may

experience lower interference levels, making it possible for other MSSs to meet the required

SINRs using lower power. From our experience, such a positive cycle would repeatedly benefit

lots of MSSs. Second, the above process will eventually terminate. To speed up our algorithm,

we can set a threshold 9 on A g or on the number of iterations.

4.3.2.3 Phase 3 — Burst Allocation and Region Assignment

After phase 2, all MSSs’ paths, MCSs, power, and transmission groups are determined. This

phase will allocate bursts for MSSs and determine the sizes of the MSS-BS, MSS-RS, and

RS-BS regions accordingly.

Given the current set 7 from Phase 2, Phase 3 works as follows.

56



Step 1) Let Ryrss—ps(7T), Ryss—rs(T ), and Rrs_ps(7T ) be the sizes of the MSS-BS, MSS-RS,

and RS-BS regions, respectively. Calculate them as follows:

Russ ps(T) = 3 > Late(l\jésmi))—‘

VreeT VSiZ(RSJ(i),]V[CSK(i),Pi)ETg:J(i)ZO

Ruyiss—rs(T) = Z Sy(Te)

VT@ET:&:(RSJ(Z'),]\/fCSK(i),Pi)ETé,J(i);ﬁO

di
Brs-ps(T) = Z Z {rate(]\{CSf((i))—‘ .

V€T Vsi=(RS;(3),MCSks),P;)€Te,J ()70

Step 2) According to each schedule s; = (RS;q), MCSk), P;) in 7, € T, allocate MSS; the
corresponding burst(s) to the MSS-BS, MSS-RS, and RS-BS regions accordingly.

To summarize, the DFA scheme finds its best solution by first calculating a temporal solution
that can consume the minimum frame space and then iteratively refines the solution to reduce
MSSs’ energy consumption. The above refinement is repeated until either the frame space is
exhausted or the total energy consumption is-minimized. However, deriving the minimal space
solution (in phase 1) takes a lot of time. In addition, phase 2 might face convergence problem
because the value of energy-per-extra-slot ratio is usually difficult to converge since each MCS,
path, and group adjustment in phase 2 may incur a chain reaction such that a large number of
iterations will be required to reach its best solution. Therefore, we apply a threshold to limit the
number of iterations in phase 2 to guarantee the convergence of DFA. In the next section, we

will discuss how to address the convergence issue.

4.3.3 Energy-First Allocation (EFA) Scheme

To solve the problem in DFA, EFA makes the following improvements:

1. EFA first relaxes the constraint of frame space so that it can easily find a temporal solution
which consumes the least energy as the starting point. This significantly reduces the

computational complexity.

2. Unlike DFA that reduces the energy consumption (which is continuous) in phase 2, EFA
tries to reduce the frame usage in a discrete manner (because the basic unit of the frame
space is a slot). This not only alleviates the computation cost but also guarantees the

convergence of EFA.
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3.

EFA adopts simultaneous equations to calculate the minimum transmission power of
MSSs in each transmission group. This can help to further reduce the energy consumption

of MSSs.

The EFA scheme starts with a trivial set 7 of transmission groups where each group contains

only one MSS with the closest RS/BS using the lowest MCS. It is thus a solution with the least

energy cost. However, the total number of slots required may exceed the frame space. We then

adjust these schedules by changing their power, MCSs, paths, and transmission groups based

on gradient-like search, until they fit into one frame space.

Phase 1:

Phase 2:

Step 1)

For each MSS;, we create a transmission schedule s; = (RS 1), MC Sk iy, P;) such that
RS ;) is the closest to MSS;, M C Sk ;) = MC'Sg (the lowest one), and F; is the lowest
power required to communicate with RS ;). Then, we let each s; be in one transmission
group by setting ; = {s;},7 = 1..n. Let L be the total required slots of 7. Initially,
L = Ryss—ps(T)+ Ryss—rs(T) + Rrs_ps(7T). Finally, check whether L. < w x h.

If yes, go to phase 3. Otherwise, go to phase 2 to reduce the space cost for possibilities.

For each 7y € 7, consider the transmission schedule s; = (RS 1), MC Sk P) € 7.
There are three possibilities for MSS; to reduce the space cost. a) Within the same group
7¢, MSS; can still transmit to RS ;(;) but using a higher MCS. b) Within the same group 7,
MSS; can still use MCS ;y but changing its relay. (Note that the best feasible MCS for
each RS to the BS may be different so.that the space cost will be also different). c) MSS;
switches to another group and then selects proper MCS and relay. For each possibility,

we use s; as the new schedule for MSS; and 7, as the new group accommodating s,.

To find all feasible s; and 7+, we consider the above possibilities a), b), and ¢). Unlike
DFA, EFA tries to further reduce energy by optimizing the transmission power of multiple
MSSs in the transmission group 7, when s, joins it. Therefore, we propose using simulta-
neous equations to derive the minimum required power of all MSSs in group 7. Suppose
that if adding s} to 7+, we have a set of schedules {s, = (RSj(q), MCSk ), Pa)} in 7,
|7¢| = z, where J(a) and K (a) are the indexes of the RS and MCS used by MSS,. Let P,
be the power of MSS,, 0 < P, < PMAX_ Tt follows that the SINR perceived by RS )
should be over §(MC Sk (q)), i.e.,

P(a, J(a)
B-N, + I(a,

SINR(a,J(a)) =10 - logy, ( ?] (a))> > §(MCSk().  (4.14)

58



Step 2)

Step 3)

To minimize the power, we make the equal mark (i.e., “=") hold. Thus, we have

Ga-Gy(a)-Pa
L(a,J(a))

Ga,’ 'G.](a) 'Pa’
B No+3s erpata T@ i

Since the right-hand side is a constant, Eq. (4.15) can be converted into a simultaneous

S(MCS g (4))

—10 W . (4.15)

equations for each p,, s, € 7». Repeating this for each M SS,,s, € 7, we obtain 2
equalities. Then, by solving these equalities, we can find the best power P, for each MSS,
in 7 in polynomial time and check whether they are feasible for concurrent transmissions

by P, < PMAX,

After step 1), we have all new feasible s, and 7> for MSS;.

For each (s}, 74) pair, we calculate the cost of extra consumed energy and saving of slots
for MSS,; to make this change. Given any transmission group 7, let £,(7) be the summa-
tion of energy consumed by all transmission schedule s, = (RS (), MCSk(q), Fa) in 7,

which can be defined as

dq
By(r) = Z [rate(]\lCSK(a))—‘ x P, (4.16)

Sa:(RSJ<a) 1]‘/[CSK(L1) 7Pg‘)ET

Then, the cost of extra consumed energy is derived as

(Eg(m=Hsi}) + Byl U {s}}))
Ay((si, 70), (55, 7)) = A Eg(Te) + L)), if o F# T (4.17)
Bo(ro — {5} UA8H}) — Ey(7e),  if e =10

The saving of slots is written as

(Stot(¢) + Stot (7))
Ao((si 1), (55, 70)) = —(Siot(Te = {8i}) + St (70 U{s}})), if e# 70 (4.18)
Stot(Tg) — Stot(Tg/ — {éz} U {Si}), If Ty = Typr.

Note that Aq((s;, 7¢), (s}, 7)) should be positive. Otherwise, this pair (s}, 7,) provides

no benefit and should not be considered.

From all feasible pairs (s}, 7/), we use the slot-per-extra-energy ratio

Aq((si,70), (85, 7er))
Ay ((si, 1), (55, 72r))

as the metric (this is recognized the as “gradient” in our scheme). The (s}, /) pair with

the largest ratio is selected (which represents the “steepest gradient” in space cost). Then,
we remove s; from 74, add s} to 7, deduct Aq((s;, 7¢), (s}, 7)) from L. Then, we recal-

culate Ay (+) and Aq(+) for each schedule s, in 7y and each schedule s;, in 7 accordingly.
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Go back to step 3) if . > w x h and there is any change in 7, or 74/; otherwise, go to the

next phase.

Note that it is possible that more than two schedules have the largest burst size in a group.
By changing one of them, no space is saved. In this case, we can try to raise their MCSs

by one level simultaneously to further reduce the space cost.

Phase 3: If the total number of required slots still exceeds the frame space, i.e., L. > w X h, we
can shrink the sizes of some MSSs’ bursts until the overall allocation can fit the frame
space. Then, we adopt the phase 3 in DFA to allocate bursts and determine the sizes of

the MSS-BS, MSS-RS, and RS-BS regions accordingly.

4.3.4 Analysis of Time Complexity

For DFA, phase 1 initially costs O(n(m + 1)6) = O(nm) to model the MAI for all MSSs
transmitting to all possible RSs/BS with six MCSs, where (m + 1) means that there are m relay
paths and one direct path to the BS. In step. 1, it costs O(n). In step 2, for each schedule, it
costs O(m) because it has at most m schedules in a transmission group to be verified whether
adding the new schedule is interference-free. ‘Then, since we may have at most O(n(m + 1)6)
possible schedules and n possible transmission groups for all MSSs, the time complexity of
step 2is O(m) - O(n(m + 1)6) “n = O(p*m?). In'step 3, it costs O(n?m?) because it has at
most (n(m + 1)6) - n schedules to be picked and at'most n schedules to be updated for their
costs to that group (each costs O(m?)). In'step 4, it may go back to step 3 at most n times
since there are n MSSs. Therefore, the time complexity of phase 1 in the DFA scheme costs
O(n) + O(n*m?) + n - O(n*m) = O(n*m?). For phase 2, step 1 and 2 cost O(n?m?) because
there are at most (n(m + 1)6) possible new schedules and n possible groups to be tried. Then,
each schedule needs to verify whether they are interference-free (which costs O(m)). Thus,
it can calculate the extra cost and conserved energy accordingly. In step 3, it costs O(n*m?)
because it has at most (n(m + 1)6) - n schedules to be chosen and at most n schedules to be

updated for their costs to those groups (each costs O(m?)). Besides, it will go back to step 3 at

PMAX (1w-h)

most — times, where PMAX . (w - h) is the maximum energy cost of an MSS and 9 is
a threshold on Ag. Since we have n MSSs, phase 2 costs 7 - w -O(n*m?) = O(n*m?)

if n and m are sufficiently large. For phase 3, it costs O(n) to calculate the region sizes and to

allocate at most 2n bursts if all MSSs use relays to transmit data. Therefore, the DFA scheme
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Table 4.3: The parameters in our simulator.

parameter ‘ value

channel bandwidth 10 MHz

FFT size 1024

zone category PUSC with reuse 1
slot-time 200.94 11 s

uplink frame duration | 2.5ms
uplink subframe space | 12 x 30

MCS Table 4.1

traffic UGS, rtPS, nrtPS, and BE
demand d; Table 4.4

path loss model two-ray ground

thermal noise -100 dBm

PpMAX 1000 mW (milliwatt)
threshold 0 50

costs O(n>m?) + O(n*m?) + O(n) = (n*m?).

For EFA, in phase 1, it costs O(nm) to choose the closest RS and lowest MCS for each MSS.
For phase 2, step 1 costs O(n). In step 2, each schedule costs O(m?) to solve m simultaneous
equations by the Gaussian Elimination because there-are at most m transmission schedules in
one transmission group. Since we may-have at most O(n(m + 1)6) possible schedules and
n possible transmission groups, the time complexity of step 2 is O(n?m?). In step 3, it costs
O(n?m*) because it has no more-than (n(m< 1)6) - n schedules to be chosen and then takes
O(nm*) to update. Besides, it will.go.back to step 1 atmost L — (w - h) times, where L is the
total number of slots required by the schedules in phase 1, which is proportional to the number
of demands (i.e., n). Phase 3 costs O(n). Therefore, EFA scheme costs O(nm) + {O(n) +
O(n?m*) + [L — (w- h)] - O(n®>m*)} + O(n) = O(n*m?).

4.4 Performance Evaluation

In this section, we develop a simulator in Java to verify the effectiveness of our heuristics. The
system parameters of our simulator are listed in Table 4.3. We consider four types of traffic:
UGS, rtPS, nrtPS, and BE. Table 4.4 lists the parameters used to model these traffic. The
network contains one BS and several RSs and MSSs. RSs are uniformly deployed inside the
2/3 coverage range of the BS to get the best performance gain [23, 25] and the number of RSs
is ranged from 0 to 32. MSSs are randomly deployed inside the BS’s coverage and the number

of MSSs is ranged from 10 to 80. Each MSS may move inside the BS’s coverage following the
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Table 4.4: The tr

affic model used in our simulator.

Traffic | traffic bandwidth (bytes/frame)
class type | minimum | maximum | average
UGS CBR 40 ~ 150 | 50 ~ 150 | 50 ~ 150
rtPS VBR 50 ~ 100 | 100 ~ 150 | 75 ~ 125

gaming 1.2 3 1.2
VoIP 1.4 1.4 1.4
nrtPS VBR 50 ~ 100 | 100 ~ 125 | 75 ~ 125
FTP 4 10 7
real trace 40 110 85
BE VBR 0 0~ 150 0~75
HTTP 0 7 3.6

random waypoint model with the maximal speed of 20 meters per second [8].

We compare our proposed DFA and EFA schemes against the minimal-coloring (MC) scheme
[23, 25] and the modified solution of MCK problem (sMCKP) [73]. The MC scheme considers
spatial reuse while the SMCKP scheme addresses the energy consumption of MSSs. Specif-
ically, the MC scheme first selects a path with the minimum transmission time (by using the
highest MCS level) for each MSS. Then, this scheme assigns one color for those MSS-RS com-
munications that can coexist and tries to-use the minimum number of colors. In this way, the
spatial reuse can be realized. On the other hand, the sMCKP scheme calculates a benefit value
of each MSS, which is defined by the ratio of the amount of energy reduction to the increase of
burst size when the MSS changes from its current MCS level to another level. Then, sSMCKP
iteratively selects one MSS with the maximum benefit value and changes its MCS accordingly,
until the maximum benefit is zero. However, sSMCKP does not exploit RSs to help relay MSSs’
data.

For the MC scheme and our heuristics, we use the terms “-SR” and “-NSR” to indicate
whether or not they adopt spatial reuse. In our heuristics, we can set the MAI values as zeros
for the DFA scheme and keep the schedules in original groups for the EFA scheme to realize no
spatial reuse.

In addition, to further investigate the performance of our proposed schemes. We define
two ideal performance boundaries in terms of energy consumption lower bound (ELB) and
demand satisfaction ratio upper bound (DUB). ELB assigns each MSS a schedule in a group

containing only itself and chooses a closest RS/BS as its receiver using the lowest MCS without
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consideration of frame space limitation. ELB is expressed as follows.

S(MCSg)

di 10" (B N, +0) - L(i, j*)
4.19
21: Late(]\/[C‘Sﬁ)w % Gi -Gy ; (4.19)

=1..n

where j* = arg min;)=1.m{L(i, J(i))}. The right part of Eq. (4.19) is the transmission power
derived from Eq. (4.4) by adopting the equal sign. On the other hand, DUB schedules each MSS
to transmit to the BS if its required slots is less than that the MSS’s RS required to transmit to
the BS. In addition, we assume that each transmission group can accommodate the number
of MSS-RS transmissions up to the number of RSs in the network, i.e, DUB considers the
interference perceived at any RS as zero no matter there are concurrent MSS-RS transmissions
or not (thus so called ideal). Hence, DUB can be expressed as min{% 1}, where L is the total

required slots, defined by

di lrrate(MCSKR( ))—‘ dz
L= : : 4.20
Z Late(MCSKB ; —‘ i Z m i Z rate(MCSz,.\) (4.20)
i€l ( i¢T K(i)

i¢Z

T is a set of MSSs with the BS as its receiver, i.e.,

7=/ i <0+ o i=1l.noe,
rate(]\fCSKB(l)) Tate(]\/fCSf((l))

and MCSgn(;) and MCSkr(; are the highest feasible- MCSs of MSS; transmitting to the BS

and the RS, respectively. The first part of Eq.(4.20) is the number of required slots in MSS-BS
region. The second part and the third part of Eq. (4.20).are the costs in MSS-RS and RS-BS
regions, respectively. Now, let’s explain why DUB takes the MSS-RS cost as the second part of
Eq. (4.20). As we know, the number of required slots of an MSS-RS transmissions is determined
by the largest burst size in all MSS-RS transmissions of the corresponding transmission group.
Assume we have G non-empty transmission groups in the MSS-RS region, 7,/ = 1..G. Let
Vi, 0 = 1..G, be the largest burst size in the /(th transmission group. It is known that the
following equation is established,

d;
Zg: Late(MCSKR( —‘ Z Z [rate MC’SKR())—‘ = Z [7el - Ve

{=1..G s;€7y {=1..G

From above equation, we can derive that

Z v, > Z ’Vrate JWCSKRO)-‘ > Z ’Vrate(MC’SKR(i))-‘ .

=1.G i¢T 7] i¢T m
Hence, the second part of Eq. (4.20) is a lower bound of the number of required slots in the
MSS-RS region.
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4.4.1 Energy Consumption

We first evaluate the total energy consumption of MSSs per frame under different numbers of
MSSs, as shown in Fig. 4.7. The number of RSs is 8 and the network is under the non-saturated
condition. Note that the y-axis is drawn with exponential scales. Clearly, the energy consump-
tion of MSSs under all schemes increases when the number of MSSs increases. The sMCKP
scheme makes MSSs consume the most energy because it does not exploit RSs to reduce the
transmission power of MSSs. For the case without spatial reuse, the proposed DFA-NSR and
EFA-NSR schemes can save energy up to 72% and 80% of MSSs’ energy, respectively, com-
pared with the MC-NSR scheme. The reason is that the proposed schemes can determine better
MCSs and closer RSs for MSSs to conserve energy. On the other hand, by allowing spatial
reuse, the proposed DFA-SR and EFA-SR schemes can reduce unnecessary energy consump-
tion of MSSs compared to the ones without spatial reuse. Although the MC-SR scheme adopts
spatial reuse to allow concurrent transmissions, it does not change MSSs’ paths or lower MCSs
for energy conservation when the free resource remains. Thus, it outperforms the case without
spatial reuse. In addition, we can observe that EFA-SR scheme saves more energy than the DFA
scheme. This is because EFA scheme exploits the optimal power, deriving by the simultaneous
equations, when conducting spatial reuse. Fig. 4.7 shows that the proposed DFA-SR and EFA-
SR schemes can save up to 86% and 92% of MSSs’ energy, respectively, compared with the
MC-SR scheme. It is important tonote that the performance of our EFA-SR scheme approxi-
mates to the energy consumption lower bound. Specifically, when the number of MSSs is 10,
20, 30, 40, and 50, the performance errors between the DFA-SR/EFA-SR schemes and the en-
ergy consumption lower bound are 0%/0%, 0%/0%, 22%/0.2%, 95%/11.0%, and 589%/39.0%,
respectively.

We then measure the total energy consumption of MSSs under different numbers of RSs,
as shown in Fig. 4.8. Note that the y-axis is drawn with exponential scales. Since the sSMCKP
scheme does not exploit RSs, its energy consumption is always the same. On the other hand,
the energy consumption of the MC scheme and our heuristics decreases when the number of
RSs increases because each MSS has more RSs to select to save its energy. Similarly, for the
case without spatial reuse, the DFA-NSR and EFA-NSR schemes can save energy up to 77%
and 85% of MSSs’ energy, respectively, compared with the MC-NSR scheme. Furthermore, by
allowing spatial reuse, the proposed DFA-SR and EFA-SR schemes outperform other schemes.
From Fig. 4.8, the proposed DFA-SR and EFA-SR schemes can save up to 90% and 98% of
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Figure 4.7: The energy consumption of MSSs under different numbers of MSSs, where there
are 8 RSs.
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Figure 4.8: The energy consumption of MSSs under different numbers of RSs, where there are
50 MSSs.

MSSs’ energy, respectively, compared with the MC-SR scheme. It is important to note that
the performance of our EFA-SR scheme approximates to the energy consumption lower bound.
Specifically, when the number of RSs is 0, 2, 4, 8, 16, and 32, the performance errors be-
tween the DFA-SR/EFA-SR schemes and the energy consumption lower bound are 21%/21%,
61%/56%, 490%/56%., 589%/39%, 539%/22%, and 485%/16%, respectively.

4.4.2 Satisfaction Ratio

Next, we investigate the satisfaction ratio of MSSs, which is defined by the ratio of the amount
of satisfied demands to the total amount of demands per frame. When the satisfaction ratio is 1,

it means that the scheme can satisfy all MSSs’ demands. Fig. 4.9 shows the satisfaction ratios
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Figure 4.9: The satisfaction ratio of MSSs under different numbers of MSSs, where there are
32 RSs.

of all schemes under different numbers of MSSs, where the number of RSs is 32. When there
are less than 30 MSSs, all schemes have a satisfaction ratio of 1 because the network is not
saturated. The SMCKP scheme has the lowest satisfaction ratio when the number of MSSs is
more than 30, because this scheme does not exploit RSs to improve network capacity. With-
out spatial reuse, the satisfaction ratios of the MC-NSR scheme and the proposed heuristics,
DFA-NSR and EFA-NSR schemes, are similar.-However, by exploiting spatial reuse, the pro-
posed schemes always have higher satisfaction ratios than other schemes. The EFA-SR scheme
performs the best because it can compactly overlap bursts to satisfy more MSSs’ demands. It
is important to note that the performance of our-EFA-SR scheme approximates to the demand
satisfaction ratio upper bound. Specifically, when the number of MSSs is 10, 20, 30, 40, and
50, the performance errors between the DFA-SR/EFA-SR schemes and the demand satisfaction
ratio upper bound are 0%/0%, 0%/0%, 0%/0%, 0%/0%, and 6%/5%, respectively.

Fig. 4.10 shows the satisfaction ratios of all schemes under different numbers of RSs, where
the number of MSSs is 70. Again, the satisfaction ratio of the sSMCKP scheme is not affected by
the number of RSs because it does not consider the existence of RSs. Without spatial reuse, our
heuristics, the DFA-NSR and EFA-NSR schemes, perform similarly to the MC-NSR scheme.
With spatial reuse, when the number of RSs 1s more than 8, increasing the number of RSs will
decrease the satisfaction ratio of the MC-SR scheme. The reason is that the MC-SR scheme
makes all MSSs transmit at their highest MCS levels. In this case, more interference may arise
when there are more RSs. On the other hand, the proposed DFA-SR and EFA-SR schemes

can better utilize RSs than the MC-SR scheme such that the satisfaction ratio increases when
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Figure 4.10: The satisfaction ratio of MSSs under different numbers of RSs, where there are 70
MSSs.

the number of RSs increases. Especially when the number of RSs is more than 4, the EFA-
SR scheme always has a satisfaction ratio of 1. This is because it uses RSs to fully exploit
spatial reuse and compactly overlap bursts to satisfy the demands of MSSs. It is important to
note that the performance of our EFA-SR scheme approximates the demand satisfaction ratio
upper bound. Specifically, when the number of RSs'is-0, 2, 4, 8, 16, and 32, the performance
errors between the DFA-SR/EFA-SR schemes and the demand satisfaction ratio upper bound
are 0%/0%, 6%/5%, 9%/2%, 4%/0%, 1%/0%, and 0%/0%, respectively.
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Chapter 5

A Regular Mini-Slot Allocation in WiMAX
Mesh Networks

5.1 Motivations

The WiMAX mesh network (or shorten as “WMN”) has a BS connecting to multiple SSs via
multi-hop transmissions. The transmission follows a time division multiple access (TDMA)
mechanism over the underlying OFDM physical layer. The wireless resource on each link
in WMN:Ss is a sequence of mini-slots. However, before actually transmitting on a mini-slot,
a sender must wait for a fixed number-of mini-slots, called transmission overhead, to avoid
collisions [15, 3, 72]. This is a guard time to synchronize and tolerate the air-propagation delay
of the transmission occurring on the mini-slot right before the aforementioned overhead mini-
slots. Once starting its actual transmission, a node may.send on several consecutive mini-slots.
References [72, 61] observe that if the (actual) transmission is too short, most of the time will
be occupied by the transmission overhead. On the other hand, if the transmission is too long, it
may hurt fairness and pipeline efficiency (i.e., there could be less concurrent transmissions) in
the pipelines. So, a good scheduling should balance between the ratio of transmission overhead
and the pipeline efficiency by adjusting the sizes of (actual) transmissions. In this work, we
propose to use three metrics to evaluate a scheduling scheme (i) the total latency (i.e., the time
to deliver all data to BS), (ii) the scheduling complexity, and (iii) the signaling overhead (i.e.,
the cost to notify all SSs their schedules).

In the literature, several works [71, 62, 12, 58, 19, 27, 32, 74] have studied the schedul-
ing problem in WMNs. Reference [71] proposes an interference-aware, cross-layer scheduling
scheme to increase the utilization of a WiIMAX mesh network. Reference [62] suggests using

concurrent transmissions to improve overall end-to-end throughput of a WMN. Reference [12]
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shows how to increase spatial reuse to improve system throughput and provide fair access for
subscriber stations. Reference [58] presents a flow-control scheduling to provide quality of
service guarantee for flows. Reference [19] shows how to maximize spatial reuse to achieve
better overall network throughput and higher spectral efficiency. Reference [27] proposes four
criteria to select conflict-free links to reduce the scheduling length. These criteria include ran-
dom selection, min-interference selection, nearest-to-BS selection, and farthest-to-BS selection.
Reference [32] considers that each transmission can transmit one piece of data and tries to max-
imize spatial reuse to minimize the total transmission time. However, all above schemes do not
consider the cost of transmission overhead (to be defined later on). For example, the results in
[27, 32] are not optimal because they do not take this into account. Considering transmission
overheads, [74] proposes to always find the maximal number of concurrent transmission links
in each round. This problem has been shown to be NP-hard [31]. Although it performs close
to optimum, its computational complexity is too high to be used by the BS. Also, the signaling
overhead incurred by [74] is quite high because the scheduling patterns for SSs are not regular.

In this work, we focus on the most:regular topologies, such as chain, grid, and triangle
networks, which have been proved«to have many applications, such as the WMNs deployed in
rural areas in South Africa to provide Internet access [33], the VoIP testbed [5], and the mobility
testbed developed in [34]. These topologies outperform random topologies in terms of their
achievable network capacity, connectivity maintenance capability, and coverage-to-node ratios
(about two times that of random topologies)-[55,-54]. Here, the chain topology is a special case
of grid topologies, which is the most suitable for long-thin areas, such as railways and highways

[32].

5.2 Problem Definition

We are given one BS and n SSs, SS5;,i = 1..n. These BS and SSs are deployed in a chain,
grid or triangle topologies, as shown in Fig. 5.1. The BS can be placed at any location in the
topology. All nodes share the same communication channel. The amount of data that a node
can transmit per mini-slot is d bytes. Since the topology is regular, two nodes are allowed to
transmit concurrently if they are at least H hops away from each other. We consider the uplink
scheduling. So we abstract the uplink mini-slots of the system by concatenating them together
into an infinite sequence and ignore the downlink mini-slots. Each S'S; has a traffic demand of

p; bytes. Our goal is to construct a scheduling tree 7 such that each S.S; receives a collision-free
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schedule 7; and the total time to deliver all SSs’ data to the BS is as less as possible. In our

work, we impose that the schedule 7; for each .S'S; should be periodical as defined below.

vov-wyy LYY YN XN
YVYVY ¥¥uy ys
VYV vovewy v
chain grid triangle
(a) (b) ©

Figure 5.1: (a) A 5-node chain topology, (b) a 4 x 4 grid topology, and (c) a 4 x 4 triangle
topology.

The transmission schedule is formulated as follows. For each SS; and each mini-slot, we
use a character in {0, 1, h} to represent its state. A ‘0’ means that the mini-slot is idle for SS;.
A ‘1’ means that SS; can transmit at most d bytes in this mini-slot. An ‘h’ means that S.5;
is preparing to transmit (i.e., this mini-slot is considered a transmission overhead). To start
an actual transmission, a SS must wait for & mini-slots of state ‘A’ so as to synchronize and
tolerate the air-propagation time of the transmission occurring right before the overhead mini-
slots, where « is a system-dependent constant. For example, when o« = 2, we can use a string
‘000hh111100° to indicate that a-SS 1s idle in the first three mini-slots, waits for two overhead
mini-slots, transmits for four mini-slots, and then stays idle in the last two mini-slots.

In this work, we enforce that all SSs’ transmission schedules are periodical and regular.
Specifically, all SSs’ schedules have the‘'same of period of p. Each SS’s transmission schedule
has the format of (0°h21°0¢)*, where a > 0, b > 0, and ¢ > 0 are integers and a +a+b+c = p.
The Os at the end of a schedule are necessary when we consider periodical schedule. Symbol %’
means a number of repetitions of the string in parentheses until all necessary data is delivered.
Different SSs may have different patterns. For example, Fig. 5.2 shows a chain network with
one BS and seven SSs. Only SS7 has a traffic demand of p; = 4 bytes. Assuming o = 1,
d = 1, and H = 3, we show three schedules. In the first schedule, b = 1 mini-slot of data
is transmitted in each cycle. The other parameters a = 0/2/4 and ¢ = 4/2/0, respectively.
So there are three types of schedule patterns: (210000)*, (00h100)*, and (0000~1)*. In the
second schedule, b = 2 mini-slots in each cycle; a = 0/3/6 and ¢ = 6/3/0, respectively. In the
third schedule, b = 4; a = 0/5/10/15/20/25/30 and ¢ = 30/25/20/15/10/5/0, respectively
(however, only one cycle is needed). The second schedule is the most efficient. Our goal is to

find the most efficient regular schedules.
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Figure 5.2: Transmission schedules for nodes in a chain network (idle state ‘0’ is omitted in the
drawing).

5.3 Scheduling Tree Construction Schemes

Next, we present our scheduling schemes for chain and grid topologies. We first consider
the chain topology with different locations of source SSs on the chain. Then we use these
results as basic components to solve the scheduling problem for grid and triangle topologies.
Given a grid/triangle network, we fitst eonstruct a fishbone-like tree. The fishbone-like tree is
decomposed into individual chains, each of which can be scheduled using the previous chain
solutions. Below, we present three solutions for a chain, from simpler to more complicated

cases. Then, we combine these solutions for the grid/triangle topologies.

5.3.1 A Chain with A Single Request

Since there are only one source and one destination, we can model the chain, without loss of
generality, as a path SS,, — SS,,_; — ... — S57 — BS such that only SS,, has a non-zero
demand p,,. To increase parallelism, we partition these SSs into k& concurrent transmission-able
groups, where k = H if n > H and k = n otherwise (recall that H is the least spatial-reuse

distance). Specifically, we define group G;, 7 = 0..k — 1, as follows:
G;={59S|(n—i)modk = j,i=1.n}. (5.1)
Nodes in the same group have the same schedule. We simply denote by 7 the transmission
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schedule of ;. Since we are interested in having regular schedules, we enforce each G to
have a schedule of the format (0% h*1°0%)*, where a; and c; are group-specific constants and
b is a fixed constant for all groups, such that the following conditions hold: (i) ap = 0, (ii)
aj + a+ b+ c; = pisaconstant and p is the period for all groups, and (iii) a; + o + b =
aj+1,7 = 0.k — 2. Conditions (iii) means that each G;; is obtained from G; by shifting the
latter to the right by (a+0) positions. Given any b, we can compute the total latency L, (n, py, b)
to deliver S.5,,’s data to the BS:

(2] H - (a+b)+(n—H) (a+b), ifn>H
Lafn, pn,B) = { [22]-n-(a+b), otherwise.

(5.2)

o

When n > H, each cycle has a length of I7 - (a + b) mini-slots. It takes [ 2] cycles for SS,, to
transmit its last piece of data. At the end of the [£%]th cycle, the last piece of S.5,’s data will
arrive at node S.S,,_g. Then it takes another (n — H) hops, each requiring (o + b) mini-slots,
to travel to the BS. This gives the upper term in Eq. (5.2). For the lower term, the derivation is
similar.

Given fixed n, p,, and «, we are interested in knowing the optimal value of b, denoted by b,
that gives the minimum latency L. To do so, we need to confine that p,, is divisible by b - d in

Eq. (5.2). To minimize Eq. (5.2), we.can let L; = 0 and take the first-order derivative of b. This

. apn-H .
i — { Vodoomyr 2 (5.3)

4 otherwise.

leads to

The value of b in Eq. (5.3) is a real. The best value may appear in [Zﬂ or LEJ Plugging this into

Eq. (5.2), we can get the minimum L.

5.3.2 A Chain with Multiple Requests

Next, we consider a path S5, — S5, 1 — ... — 55; — BS with multiple non-zero-load
nodes. Without loss of generality, we assume SS,,’s load is non-zero. Similar to Section 3.1,
we divide SSs into £ groups GG, j = 1..k — 1. Again, we enforce G;’s schedule with the format
(0% h*1°0%)*, where a; and c; are group-specific constants and b is a fixed constant for all
groups, such that the following conditions hold: (i) ap = 0, (ii) a; + a+b+c; = pis a constant
and p is the period for all groups, and (iii) a; + a + b = a;j41,7 = 0..k — 2. Conditions (iii)
means that each G}, is obtained from G by shifting the latter to the right by (« + b) positions.

To find an appropriate value of b, we imagine that all data are originated from S'S,, by assuming
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that all SSs have zero loads except that S'S,, has a load p), = Y | p;. Then we plug p,, into p,
in Eq. (5.3) to find the best b.

With this b, we need to find the latency Lo(n, p1, 02, vy Du, 15) to deliver all SSs’ data on
the original path. The transmission is similar to a pipeline delivery, but with some bubbles
sometimes. To model the pipeline behavior, we do not take a ‘micro-view’ on the system.
Instead, we take a “macro-view’ to partition the path into n' = [}] trains, by traversing from
the end (i.e., S'S,,) toward the head (i.e., S.57) of the path by grouping, every consecutive k SSs
are as one train (when n is not divisible by k, the last few SSs are grouped into one train). We

make two observations on these trains.

Observation 1. In each cycle, a train can deliver up to b - d bytes of data to the next train, no

matter where these data are located in which SSs of the train.

However, a bubble appears when a train does not have sufficient data to be delivered to the

next train. Below, we show when bubbles will not appear.

Observation 2. Except the first n' = [ 1] cycles, the BS will continuously receive b - d bytes of

data in every cycle until no more data existsin the path.

Proof. Consider the first cycle, the data delivered by n'th train is only its data. However, in the
second cycle, the data delivered by the n’th train will be the n'th chain’s data or both the n’th
and (n’ — 1)th chains’ data. So, in the n’th cycle, the data delivered by n'th train will be the
n'th chain’s data ~ 1st chain’s data. If the n/th chain’s has no sufficient data (i.e., < b - d), the
delivery will combine the previous train’s data, i.e., (n" — 1)th chain’s data or even (n’ — 2)th
chain’s data, etc. So, if the n’th train deliver less than b - d (so called bubble) to BS after n'th
cycle, it means that the amount of data on all trains must be less than b - d after n'th cycle. Or it

must deliver b - d data without bubbles. It’s proved. O

Observation 2 implies that if we can derive the network state at the end of the n’th cy-
cle, the latency can be easily derived. To derive the network state after each cycle, let S; =
(wgi), ey wr(f,)) be the network state at the end of the ith cycle, i = 0..n/, where w](i) is the total
load remaining in the jth train at the end of the ith cycle. Initially, w](»o) is the total loads of
those SSs in the jth train. Then we enter a recursive process to find .S;,; from S;, i = 0..n’ — 1

as follows:

(5.4)

w](1;+1) _ { max{w](i) —bd, 0} + min{wj(-i_)l, bd}, j=2.n

: max{w;” — bd, 0}, j=1.
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Eq. (5.4) is derived based on observation 1. In the upper equality, the first term is the remaining
load of the jth train after subtracting delivered data and the second term is the amount of data
received from the previous train. The lower equality is delivered similarly.

According to observation 2, after the n'th cycle, the BS will see no bubble until all data on
j ;1 w(™

)
== 1 more cycles to deliver all remaining data. This

the path is empty and it will take [~/

leads to

~ 7]’/ u)(.n/)
L2(”7p17p27"'7pnvb) = ([Z:J:#—I +n/) e (55)

where p = k - (o + b) is the period of cycles. As has been clear from the context, previous bin
Eq. (5.5) is just an estimation. The optimal b may appear at a point to the left of b'. One may

repeatedly decrease b to find a better value.

5.3.3 A Chain with Multiple Requests and BS in the Middle

Since the BS in the middle, we model the chain as a path SS;, — SS;_| — ... — 55| —
BS — S5 «— 55, — ... — SS]. Without loss of generality, we assume ¢ > r and both S5,
and SS] have non-zero loads. For simplicity, we eall'SS; — SS,_1 — ... = S5 — BS the
left chain C', and BS « SS] « 55} « ... — SS/ the right chain C'z. The arrangement of
concurrent transmission-able groups is more difficult because we intend to transmit sufficient
data to the BS from both chains without congestion in each cycle. First, we need to identify a

new value for k (the number of groups):

i < <
k:{H, if1<H <4 56)

2H — 4, if H > 5.
Eq. (5.6) means that when 1 < H < 4, we can still manage to have the most compact number of
concurrent transmission-able groups. However, when [ > 5, the number of groups will exceed
H, which is not most compact. Fortunately, in practice, H < 4 in most cases.

Now, for j = 0.k — 1, we define group G as follows:

U {sS)|(t—i+A)modk =j,i=1.r} ’
In Eq. (5.7), nodes in C, and C; are grouped sequentially similarly to the earlier cases. How-
ever, for C'g, the grouping of nodes is shifted by a value of A to allow concurrent transmissions,

where A = 1if H = 2and A = H — 2 if H > 3. Fig. 5.3 shows some examples with / = 6

I'The current b is the upper bound of the optimal value because we previously imagine that all data are originated
from S'S,,.
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and r = 6. In the example of /1 = 2, we shift the grouping of nodes in C'p by a value of A = 1.
In the examples of I = 3 and H = 4, we shift the grouping of nodes in Cz by a value of
A = H — 2. Such shifting avoids nodes nearby the BS from colliding with each other. When
H > 5, the value of £ is defined differently. However, shifting by A = H — 2 still helps avoid
collision. Note that when H/ = 5 and 6, there are 6 and 8 groups, respectively, where these
numbers of groups are least for grouping on both chains to transmit without congestion. We

will explain later on.

BS | Shift Lhop(A:l)

H=2 SSs— SS5—-SS; —#-SS; - S, S5 -4 SSie- SS; <SS« SSi SS: < SS;
(k:2) Go G G G, Gy G G:) Gy Go Gy Go G
A
4
(2 hops)
(2 hops)
=3 BS | stit yhop (a=1)

T2 SSeb SS5-SS; #5558 S5, # S5 - @)= SSiw- S5, < 555 <SS = $S; < SS;
(k:3) Go G Gy G G G G G Gi Go Gy Gi
A

3 hops
(>3 hops) (3 hops)
He4 BS | Shift 2 hops (42)
=T SSem SS5—#-SS; B3, —p- 55, B 55 S5 SS; < 53 «-SS; <S5 < SS;
(k:4) Go G G Gs .Gy Gi Gs Gy G Go Gs G,
NN i
(4 hops) e
H=5 BS [-ry DI 3 hops (A=3)
_ SS6—4-SSs - SS,#SS; =SS, SSl—>.<— SSi-.SS) < SS; <« SS; < SS5 -« SS5
(k—6) Go G Gy G Gy Gs G, Gy Go Gs Gy G3
e (5 hops)
H—6 BS | Shift 4 hops (A =4) R
- S5 555 SS, PSS, - 53, 3 SS @4 SSi=- S5 «-SS; <SS, <S55 < SS;
(k:8) Go Gy Gy Gs Gy Gs G Go Gy Ge Gs Gs
t ‘ |
G ooy (6 hops)

Figure 5.3: The arrangement of transmission-able groups for // = 2,3,4,5, and 6 when BS is
in the middle.

When H < 4, the collision-free property of the above grouping can be proved by case-
by-case validation. When H > 5, Fig. 5.4 gives a general proof. There are k = 2H — 4
groups. Consider nodes SS; and S5, i = 1.2H — 4 on C, and Cg. Assume that the former
1 (1 <4 < 2H — 4)SSs are grouped from G and the remaining 2H — 4 — i SSs are grouped
from G;. We prove it in two aspects. First, since the indexes of groups on both two chains
are increasing toward BS, if the pair of S\S; and S5, where they are in the same group but on

different chains, have no interference to each other that will make all S.S;,i > x and SS},i >y
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be interference free. By Eq. (5.7), all SSs on (' are shifted by H — 2 of grouping sequence,
the critical pairs (i.e., SS; and S.S7; ;) can be in same groups while keep a distance of H hops.
That means those S5;,i > 1 and SS!,i > (H — 1) can be grouped successfully and will not
cause any interference when those SSs are in their groups. On the other hand, as we know that
SS7 is grouped by G 3. Since SSy_4 is grouped in Gy, the smallest index of SS grouped
by G -3 will be SSg_1, which has a distance of H hops to S.5]. By these two aspects, all
SSi,i > (H — 1) and SS!,i > 1 will not cause any interference when those SSs are in their
groups. Then, we can promise that each S.S; and each SS!,i > 1 can be grouped by Eq. (5.6)

and Eq. (5.7) to transmit without any interference and congestion.

CL CR

AL
s I

(2H-4)-1 SSs 1SSs

BS |.shift A=H2hops
SSZH‘4_>“'_> SSHJ_’ SSH’l_»SSI_» Ssl-l_> _>SSI_>‘<_SSI <—SS(H,2)'<—SS(H,1)‘ - SSH<—
G1 G(HH—B) GZH—S Go G1 G“,U G(H.k[,g) Gl G(H) G(1-2)
* y

(=H hops)

(=H hops)

Figure 5.4: General.collision-free proof for the cases of [T > 5.

Theorem 3. By Eq. (5.6) and Eq-(35.7), SSs in the same group can transmit concurrently without

collision for any value of H.

With theorem 1, we can allow O}, and. Ci to-transmit concurrently without collision. So
the results in Section 3.2 can be applied here. (The only exception is that the first transmitting
node in Ck, i.e., S'S;, may not start from group G|. In this case, we can add some virtual nodes
to Cr and make one start from G.) For C}, there will exist an optimal value of b} such that
Lao(4,p1, pay ...y Do, b}) is smallest. Similarly, for C'g, there will exist an optimal value of b; such

that Ly(r, p', pb, ..., pl., b.) is smallest. Plugging in any possible b, we can formulate the latency

as follow:
L3(€7P1,p2; -y Des T>p,17p,27 "'7p;-7 b) = max {L2(€7p17p27 -y Dty b)a L2(T>p,17p/27 "'7p;"> b)} (58)
The best value of b, called b, may appear nearby or between b and b,.

5.3.4 A General Grid/Triangle Topology

Here we show how to extend our scheduling scheme to a grid/triangle topology. The scheduling

is built on top of the previous chain scheduling results. First, we will construct a fishbone-like
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tree from the grid/triangle network. The fishbone-like tree is further decomposed into horizontal
and vertical chains. For example, Fig. 5.5(a) shows how such trees are formed. One of the chain
passing the BS is called the trunk chain, and the others are called branch chains. Then, we
schedule all branch chains to transmit their data to the trunk chain. Branch chains are divided
into H groups and we schedule these groups to transmit sequentially. Finally, we schedule SSs

in the trunk chain to transmit their data to the BS.

v

A
trunk chain

)

S . S\
‘trunk chain *branch chains “& branch chains
grid triangle
(@)
12 3 1 2 3 1 1 2 3 1 2 3 1
BS BS
grid triangle
(b)

Figure 5.5: (a) A fishbone-like tree on the 5 x-7 grid/triangle topology. (b) The grouping of
branch chains when H = 3.

Details of the scheme are as follows. We consider a X x Y grid/triangle topology. Without
loss of generality, we assume X < Y and we decompose the tree into Y vertical chains (branch
chains) and one horizontal chain (trunk chain). Intuitively, the trunk chain is larger than the
branch chains. There are two phases. In the first phase, branch chains are scheduled to transmit.
These chains are divided into /7 groups. Since two parallel branch chains with a distance of
H hops can transmit concurrently without interference, we assign a number between 1 to [{
to each branch chain in rotation from left to right. Chains marked by the same number are in
the same group. Then we schedule each group of chains to transmit sequentially. For example,
when /1 = 3, in Fig. 5.5(b), the seven branch chains are numbered by 1..3 in rotation. Then
we let group 1 to transmit until all data are forwarded to the trunk chain, followed by group 2,
and then group 3 in a similar way. Since chains in the same group can transmit individually

without interference, we can apply the optimal b for each chain as formulated above. The
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latency of phase one is the sum of all groups’ latencies. In the second phase, data are already
all aggregated at the trunk chain. So, we can apply the easier result again to schedule nodes’

transmissions on the trunk chain.

5.4 Performance Evaluation

In this section, we present our simulation results to verify the effectiveness of the proposed
scheme. The simulator is written in JAVA language. Unless otherwise stated, the default pa-
rameters used in our simulation are d = 1 byte, & = 3 mini-slots [15, 3], and H = 3 hops.

We compare our scheme against four schemes, named the basic IEEE 802.16d mesh oper-
ation [28], the BGreedy scheme [32], the Max-transmission scheme [74], and the Priority-
based scheme [74]. The reason for selecting the BGreedy scheme for comparison is that it
considers the pipeline efficiency, while that for selecting the Max-transmission scheme and
the Priority-based scheme for comparison is that they consider the transmission overhead. The
basic IEEE 802.16d mesh operation assigns the cumulated data plus a transmission overhead as
the transmission for each SS without any spatial reuse. BGreedy scheme makes each transmis-
sion as short as possible to maximize pipeline efficiency.. Max-transmission scheme always
finds the maximal number of concurrent transmission links in the network round by round and
assigns those links to transmit the minimal buffered data plus a transmission overhead. Priority-
based scheme first finds all available links sets, which'can transmit without interference, and
chooses one with the maximal predefined priority. Then, it assigns those links to transmit the
minimal buffered data plus a transmission overhead. Here, we adopt LQR priority, which per-
forms the best performance in [74]. Such priority consults some network information, such
as the hop counts, queue lengths, and transmission rates of the links. Then, except BGreedy
scheme, we construct our fishbone-like tree for all other schemes because they do not discuss
the routing tree construction in their works.

In the following results, we use the total latency to compare different schemes. We simulate
three scenarios: a chain with a single request (SN1), a chain with multiple requests (SN2), and a
grid with multiple requests (SN3). Unless otherwise stated, we use a 15-node chainanda 7 x 7
grid for the last two scenarios with BS in the middle. We remark that since the results of the
triangle topology are almost the same as those in grid topology, we will only discuss the grid

casc.
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5.4.1 Impact of Network Size

First, we investigate the effect of network size on the total latency (in mini-slots). Fig. 5.6(a)
considers scenario SN1 with p,, = 30 bytes by varying n. Clearly, the total latencies of all
schemes increase as n increases. BGreedy, Max-transmission, and Priority-based schemes
perform the same because when the traffic demand is from only one SS, they schedule one
transmission each time without any spatial reuse. Although BGreedy tries to maximize spatial
reuse, its latency is still higher than ours because it disregards the transmission overhead. Ours
has the best performance. This indicates the necessity of balancing between transmission over-
head and pipeline efficiency. This effect is more significant when n is larger. Fig. 5.6 (b) and
(c) shows our results for SN2 and SN3, respectively. Each SS has a randomly traffic demand
from 0 to 20 bytes. Similar to SN1, the total latencies of all schemes increase as the network
size increases. Although all schemes will exploit spatial reuse when there are multiple traffic
demands, our scheme still outperforms all the other schemes. In addition, it is to be noted that
the schedules generated by our scheme are regular and periodical, which is not so for other

schemes.

5.4.2 Impact of Traffic Load

Next, we investigate the effect of average traffic load on total latency. Fig. 5.7(a) shows the re-
sults for SN1 when n = 15. Fig. 5.7(b).and (c) shows the results for SN2 and SN3, respectively,
where each SS has a random traffic of 0:'to 10, 0 to 20, and 0 to 40 bytes (thus the averages
are 5, 10, and 20 bytes, respectively). The trends are similar to the previous cases; our scheme

outperforms the other schemes significantly in SN1 and slightly in SN2 and SN3.

5.4.3 Impact of Transmission Overhead

Next, we investigate the impact of transmission overhead () on total latency. Fig. 5.8 shows
our results. The simulation environment is similar to the previous cases except that we vary the
value of . Naturally, the total latencies of all schemes increase as « increases. In SN1, our
significantly outperforms the other schemes in all values of o. In SN2 and SN3, the average
traffic load of each station is 10 bytes. We see that a larger o will favor our scheme as compared
to Max-transmission and Priority-based schemes. This is because our scheme enforces a reg-
ular schedule for each SS, thus losing some degree of pipeline efficiency. The impact is higher

when a = 1 and 2. When a > 3, the transmission overhead is too high to be neglected. Thus,
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Figure 5.6: The impact of network size on total latency in scenarios SN1, SN2, and SN3.

balancing between transmission overhead and pipeline efficiency becomes quite important. In

practice, « is greater than 2 [3].

5.4.4 Impact of BS Location

Next, we move the location of the BS around, as shown in Fig. 5.9. In SN2, we place the BS in
the first, 4th, and 8th position of the chain (n = 15). In SN3, we place the BS at (1,1), (3,3),
and (4,4) of the 7 x 7 grid network. In both cases, the total latencies of all schemes reduce as

the BS is moved toward the center of the network because SSs are closer to the BS.
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Figure 5.7: The impact of traffic load on total latency in scenarios SN1, SN2, and SN3.

5.4.5 Computational Complexity

Finally, we investigate the computational complexities of different schemes. We mainly com-
pare our scheme against Max-transmission and Priority-based schemes. Note that it has been
proved in [31] that the problem that Max-transmission and Priority-based schemes intend to
solve is NP-hard. So we are interested in seeing the total CPU time incurred by these schemes
as compared to ours. (The computation time is measured by the platform of IBM R61 with
Intel Core 2 Duo T7300 2.0GHz and DDR2-800 SDRAM 2GB). From Fig. 5.10, we see that
the computational complexities of all schemes increase as the network size increases. Since

both Max-transmission and Priority-based schemes try to find out the maximal concurrent
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Figure 5.8: The impact of transmission overhead («) on total latency in scenarios SN1, SN2,
and SN3.

transmission set of SSs round by round until all data are delivered to BS, the processing time
increases exponentially as n grows (note that the y-axis is drawn with exponential scales). For
example, the computation costs of Priority-based are 4.03, 3.22, and 16.7 times of ours when
n = 4, 7, and 15, respectively, in SN2 and 96, 1039, and 6070 times of ours in the 5 x 5,
7 x 7,and 9 x 9 grid topologies, respectively. Because our scheme simplifies the grouping of

SSs in both chain and grid topologies, and schedules transmissions in quite a regular way, it
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Figure 5.9: The impact of locations-of BS on total latency in scenarios SN2 and SN3.

achieves a much lower cost. This further verifies that our scheme is more practical and is easier

to implement, even when the network scales up.
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Chapter 6

Conclusions and Future Directions

This dissertation contains three works for the resource and power allocation in WiMAX net-
works. The first work proposed a cross-layer approach considering traffic scheduling, burst
allocation, and overhead reduction in WiMAX PMP networks. The second work proposed a
power and bandwidth allocation considering MSSs’ requirements and energy conservation in
the WiMAX relay network. The third work proposed a regular mini-slot allocation considering
the cost of transmission overhead and pipeline efficiency in WiMAX mesh networks.

In Chapter 3, we have proposed-a cross-layer framework that covers the issues of overhead
reduction, real-time and non-real-time traffic scheduling,  and burst allocation in a WiMAX
PMP network. Compared with ‘existing solutions, our framework is more complete because
it involves in co-designing of both the two-tier, priority-based scheduler and the bucket-based
burst allocator. Our scheduler reduces potential IE overheads by adjusting the number of MSSs
to be served. With a two-tier priority rule, it guarantees real-time traffic delays, ensures sat-

isfaction ratios of non-real-time traffics, and maintains long-term fairness. On the other hand,

our burst allocator incurs low complexity and guarantees a bounded number, (k: + Alljkt — 1> ,
of IEs to accommodate data bursts. In addition, it follows the priority rule from the scheduler
to avoid packet dropping of urgent real-time traffics. We have also analyzed the impact of the
number of buckets on the throughput loss. Through both analyses and simulations, we show
how to adjust the system parameters to reduce IE overheads, improve subframe utilization, and
enhance network throughput. Besides, these results also verify that such a cross-layer frame-
work significantly improves the resource allocation and utilization of downlink communications
in WiMAX networks.

In Chapter 4, we have addressed the energy conservation issue in the uplink resource al-

location problem of a WiMAX relay network. We show this problem to be NP-complete and
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point out that using a higher MCS level and allowing more concurrent transmissions may harm
an MSS in terms of its energy consumption. We have proposed two energy-efficient heuristics
with different allocation strategies. The key idea is that we determine the better MCSs, paths,
and transmission groups to adjust the use of the frame space and thus to satisfy more MSSs’
demands while reduce their energy consumption. Simulation results have verified the effective-
ness of our heuristics, where our heuristics can save more energy of MSSs while increasing
their satisfaction ratios, as compared with existing schemes.

In Chapter 5, we have addressed the scheduling problem in chain- and grid-based WiMAX
mesh networks. While most existing solutions try to address this NP-hard scheduling problem
by searching for the sequence of concurrent transmission-able sets to maximize the spatial reuse
factor, our approach tries to identify regular patterns that SSs can follow and repeatedly transmit
easily. One special feature of our scheme is that it tries to balance transmission overhead and
pipeline efficiency. In particular, our scheme tries to fill up the pipeline as full as possible to
improve the pipeline efficiency. With these designs, our scheme does achieve better or equal
total latency as compared to existing schemes, incurs much low computational cost as compared
to existing schemes, and allows an easy implementation of the scheduler.

Based on the results presented above, several issues which can be discussed and improved

are summarized as follows.

e To further improve the proposed.schemes, such as the heuristics proposed for energy
conservation in WiMAX relay networks, we may find their performance bounds, such as
the energy consumption upper bound and the demand satisfaction ratio lower bound to

improve the technique depth of the work.

e To make the addressed problems more general, we may take more features into account,
such as the subchannel diversity of the OFDMA technique. Since the IEEE 802.16 sup-
ports the adaptive modulation and coding (AMC) mode to exploit the diverse channel
qualities of subchannels, we may take this feature to accomplish the problems in both

WiMAX PMP and relay networks.

e To make the proposed solutions be widely used, such as the regular mini-slot scheme
proposed for WiMAX grid-based mesh networks, we may extend such solutions to a

more general topology (e.g., the random topology).
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