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摘   要 

 

為了模擬射頻穩態電路問題 (意即：高頻週期性電路) ，在本論

文中，我們發展了一個新的時域數值方法，用來解如雙調交互調頻

失真  (two-tone intermodulation distortion) 之電路問題。傳統類似

SPICE之時域電路模擬器中的暫態分析 (transient analysis) 並不適用

於解高頻穩態電路問題。由於計算時域解高頻穩態電路問題的嚴苛

限制條件，驅使我們發展屬於自己的時域非線性電路模擬器。此新

的電路模擬器必須符合穩定、有效率的條件，並且可以處理如：半

導體元件等效電路模型之強烈非線性電路問題。為此，我們成功的

結合了波形分散法  (waveform relaxation method)、單調疊代法 

 iv



(monotone iterative method) 與 Runge-Kutta 法 (一種常微分方程式

積分法 )，用之於解時域電路常微分方程式  (ordinary differential 

equations) ，並且可以符合上述模擬高頻穩態電路之要求。此電路

模擬器所用之數值方法已被證明可以收斂並於本論文中揭示其收斂

特性曲線。 

  為了要從模擬出來的時域數值資料之擷取出有用的頻域資訊，我

們也做了如離散 Fourier轉換法 (discrete Fourier transform) 等之後續

分析。在本論文中，我們使用自己發展出來的數值解題法與

Gummel-Poon 大訊號電路模型來模擬異質雙接面電晶體 

(heterojunction bipolar transistors, HBTs) 。于論文中，我們討論了直

流電路計算、時域模擬、頻域分析與交互調頻失真特性分析  

(intermodulation distortion characterization) 之結果。我們也進一步對

不同的電路模擬器 (包括了我們發展的模擬器、HSPICE與 ADS) 之

模擬結果與量測數據做了相互的比較，以說明所發展的數值模擬方

法是準確且有效率的。 

對於操作在高偏壓與高功率的 HBT 而言，熱效應主導了元件之行

為特徵。為此，我們將電熱交互作用的方程式包含到所發展的數值

計算方法之中，如此可以進一步增進數值模擬之真實性。在論文的

內文中詳盡討論了考慮與不考慮熱效應的電路模擬之不同處。我們

 v



也另行模擬了一個多指 (multi-finger) HBT 上所發生之熱偶合效應 

(thermal coupling effect) ，與此效應對 HBT 之直流、射頻功率與交

互調頻失真等多項特性之影響。 

在附錄中，我們介紹了金氧半導體場效電晶體  (metal-oxide 

semiconductor field-effect transistors, MOSFETs) 之 EPFL-EKV大訊號

電路模型，並且用所發展的模擬器模擬了相關的電路。此外，我們

也進一步的闡述了在本論文中所提出之數值方法的收斂特性。 

如本論文所言，我們所發展之數值計算方法不但可以用來解時域

電路之非線性常微分方程，也可以推廣應用到包含更多數量及更多

種類的半導體元件之高頻電路模擬上。 
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ABSTRACT 

In order to solve the radio-frequency (RF) steady-state, that is, 

high-frequency periodic circuit problem, such as intermodulation distortion, we 

develop a new numerical solution technique in this dissertation to simulate 

circuits in time-domain. Traditional transient analysis in SPICE-like 

time-domain solver is not suitable for RF steady-state solution. The tough 

criteria for solving steady-state problem in time- domain drive us to build our 

own time-domain circuit solver. This solver should be stable, efficient, and able 

to handle strongly nonlinear circuits, for instance, the large-signal models for 

semiconductor devices. Combining the waveform relaxation (WR) method, 

monotone iterative (MI) method, and Runge-Kutta (RK) method, we succeeded 

in solving the circuit ordinary differential equations (ODEs) in time domain 
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that satisfies the criteria of the RF steady-state analysis. The convergence of 

our developed algorithms has been proved and demonstrated in this 

dissertation. 

We also perform subsequent analysis, such as the discrete Fourier 

transform (DFT), to extract the frequency-domain information from simulated 

time-domain data. In this dissertation, we use our numerical solution 

techniques to simulate the characteristics of heterojunction bipolar transistors 

(HBTs) with the Gummel-Poon (GP) model. The results of DC circuit 

calculation, time-domain simulation, frequency-domain analysis and 

intermodulation distortion characterization are presented. Furthermore, we 

compare the results of various simulators (our solver, HSPICE and ADS) with 

measured data to show the accuracy and efficiency of the developed method. 

For HBTs under high bias and high power operation, the thermal effects 

dominate the behavior of the device. Therefore, we include the 

electrical-thermal interactive equations in our numerical solution technique to 

further improve the reality of the simulation. The difference between the 

simulations with and without thermal effects is well discussed in the context of 

this dissertation. In additional, we describe the thermal coupling effects of an 

multi-finger HBT and its influence on DC, RF power and intermodulation 

distortion characteristics. 

In the appendixes, the EPFL-EKV compact model of the metal-oxide 

semiconductor field-effect transistors (MOSFETs) is discussed and the related 

circuits are simulated by the proposed method and HSPICE. The convergence 

properties of the utilized algorithms are presented in these appendixes. 
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According to the discussion in this dissertation, the developed approach is 

not only an alternative computational technique for the time-domain solution of 

nonlinear circuit ODEs but also can be generalized for high-frequency circuits 

simulation including more and variant kind of semiconductor devices. 

 ix 
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Chapter 1

Introduction

N
umerical methods for semiconductor devices, circuits and systems

provide an efficient alternative in the design and fabrication of novel

semiconductor integrated circuits (ICs). For example, one can simulate the

semiconductor devices with a physical model, like drift-diffusion (DD) model

or hydrodynamic (HD) model [1]. The partial differential equations (PDEs)

of the devices with spatial information are solved to obtain electrical potential

and flux. With the pre-process simulation results, before IC fabrication, the

engineer can predict the behavior of the devices and design the desire function

in the circuits. Furthermore, the designer can also utilize the simulation tools

to correct the design after the characterization of the fabricated test ICs. The

procedures of design, simulation, fabrication, and testing form an IC produc-

tion period. Accurate and efficient computer-aided design tools can shorten

these time periods and reduce production cost in the same time.

1
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For integrated circuits in the radio frequency (high frequency) (RFICs),

such as mixers, oscillators ,low-noise amplifiers (LNAs), phase-locked loops

(PLLs), and power amplifiers (PAs) [2]-[4], reliable simulation tools are nec-

essary to shorten the design period and minimize the prime cost. Since the

fabrication of RFICs is highly sensitive to semiconductor process, the designer

needs more accurate simulations for circuits in order to meet the narrow de-

sign window. For RFICs applications, the physical-based simulation method

is not suitable for solving the time variant problem because of its tremendous

computation time. With careful physical analysis and proper approximation,

the spatial variables can be pre-calculated and turned into parameters in the

analytic equations. The physical based model of device structure, therefore, is

simplified to model of analytic equations, called a compact model. In math-

ematics, the partial differential equations (PDEs) are transferred to ordinary

differential equations (ODEs) for the integrated spatial terms.

1.1 Motivation

The junction transistor and field effect transistor are the two major types of ac-

tive semiconductor devices. The bipolar junction transistor (BJT) and metal-

oxide semiconductor field-effect transistor (MOSFET) are the examples of

these two types of devices. In order to minimize the fabrication cost and im-

prove the high frequency performance, the trend has been towards smaller

device size since the invention of IC. Meanwhile, the ”compact” models for
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BJTs and MOSFETs become much more complex as device size shrinks. Fur-

thermore, the ultra high frequency operation of devices leads many additional

effects for device modelling, such as distributed capacitances and lossy trans-

mission lines. In practical cases, the circuit model for novel devices may have

near or over one hundred parameters, including the noise model and parasitic

terms. The complexity of model equations is a stiff problem for the circuit

simulation kernel. In other words, the capability of developing a nonlinear

circuit solver is necessary to establish a functional device model.

In our study, we first attempt to simulate the two-tone intermodulation dis-

tortion of the heterojunction bipolar transistors (HBTs). After several failed

attempts, we found that the traditional transient analysis in SPICE-like time-

domain solvers [5, 6] are not suitable for the distortion analysis of strongly

nonlinear circuit. The need for a more accurate and efficient circuit solver

propel us to develop our own solution method. The related computation tech-

niques and measurements for the distortion analysis are also incorporated.

Finally, we extend our numerical solution method to the MOSFET com-

pact model after the success in simulation of the HBT circuit model.

1.2 Background

Most of the algorithms for RF nonlinear circuit simulation can be cataloged

into time- and frequency-domain methods [7]-[9]. These two classes of meth-

ods are usually complementary in many aspects. Therefore, in recent years,
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there have been new hybrid algorithms which combine the advantages of the

two classes.

Time-domain methods are much more easily perceived in mathematics.

The advantages of time-domain methods are the capability to solve a strongly

nonlinear problem and less approximation. The direct method, also called

transient analysis, solves the ODEs in time domain until the solution arrives at

a steady-state. One improved method for RF steady-state simulation is the

shooting method [10]-[12]. In this method, the ODEs for the circuits are

solved by forcing the constrain that the solution is periodic in the steady-

state. This condition is expressed as v(t) = v(t + T ), where v is the vector

of node voltage and T is the period. The algorithm determines the solution

which leads to steady state as the criterion is met. The main disadvantages

of the time-domain method are the stiff requirement for transient analysis and

lengthy calculation time.

The basis of frequency-domain methods is the harmonic balance method

(HB method) [13]-[18]. The HB method is a frequency-domain technique for

periodic and quasi-periodic steady-state analysis of a mildly nonlinear circuit.

In this method, the key idea is the application of the Kirchhoff’s current law

(KCL) [19] for each harmonic. The spectrum of all current at a node is bal-

anced; in other words, the KCL is applied for each independent frequency.

The HB method is formulated by expressing the ODEs in terms of a Fourier

series [20, 21], then replacing the differentiation in time-domain with alge-

braic multiplication in frequency-domain. Each variable needs many Fourier



1.3 : Historical Development 5

coefficients to guarantee the precision of this method, hence the size of this

system is much large than that of the circuit ODEs. The huge size of system

requires the manipulation of relatively dense matrices and consumes a large

amount of memory and CPU times. For frequency-dependent dispersive cir-

cuit elements, the HB method is capable of handling without difficulty because

of the nature of the frequency-domain method.

Many improvements for the above two classes of methods have been made,

such as mixed frequency-time methods [22, 23] and envelope method [24]-

[27]. These are developed to solve special types of circuit analysis. We

note that the mentioned methods for nonlinear RF circuit simulation are large-

signal methods. There are also small-signals method, for example, the linear

time-varying analysis [28] and Volterra Series analysis [29].

In our developed algorithms, we focus on the development of time-domain

direct method. Based on the waveform relaxation (WR) method [30]-[32],

the monotone iterative (MI) method [33]-[36], and the Runge-Kutta (RK)

method [20, 21], we succeed in solving the circuit ODEs while satisfying the

criteria of the RF steady-state analysis in time domain.

1.3 Historical Development

The circuit simulator first appeared in the late 1960’s. However, its importance

arose with the dramatic growth of the IC market in the 1970’s. As the designs

became larger and more complicated, the requirement for circuit simulators
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increased. The development of the modern circuit simulator is credited in

large part of the SPICE group at the University of California, Berkeley. The

major advantage of computer-aided circuit simulation tools is formation of

the matrix of nodal equations automatically by computer programs with the

modified nodal analysis [37]. The modest beginning resulted in the simulation

programs being developed and culminated in the release of SPICE in 1972 and

SPICE2 in 1975 [5]. Because of the propagation of the standard simulator, the

SPICE became very important. The source code for SPICE is available at a

nominal cost. In the late 1980’s, Berkeley upgraded SPICE to SPICE3 [6].

SPICE3 was written in C langue and is easier to add new component models.

Meanwhile, Berkeley also released a new circuit simulator named Spec-

tre [38, 39]. Spectre utilized the HB method to compute steady-state analysis

of nonlinear RF circuits in the frequency domain. Spectre was further de-

veloped by Hewlett-Packard, becoming the Agilent Advanced Design System

(ADS) [40]. Also, Cadence Design Systems replaced the HB algorithms with

transient analysis algorithms and developed SpectreRF [41]. A more compre-

hensive historical development of the circuit simulator can be found in [39].

1.4 Organization of the Dissertation

The dissertation is organized as follows: In Chapter 2, we state the studied

mathematical models, which include equations of equivalent circuit model,
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node equations, and electrical-thermal feedback equations. Then, in Chap-

ter 3, we describe the computational techniques for the simulation of DC,

time-domain, and electrical-thermal interaction. The characterization method-

ology for frequency-domain analysis used in this work is also introduced in

this chapter. Besides, the genetic algorithm (GA) for parameter optimization

and measurement for intermodulation distortion are briefly explained in Chap-

ter 3.

To prove the advantages of our algorithms, we demonstrate the simulated

and measured results for HBTs in subsequent chapters: DC simulation and

analysis (Chapter 4), time domain simulation and frequency domain analysis

(Chapter 5), and intermodulation distortion and power characteristics (Chap-

ter 6). Among these chapters, we discuss the results with and without thermal

effects. Our simulation results are compared with the outcomes of other simu-

lators, such as HSPICE and Agilent ADS, and measured data. The DC, power

and distortion characteristics of an multi-finger HBT are also shown in Chap-

ter 4 and Chapter 6.

After the discussion of results, we give the conclusion and some sugges-

tions for the future work in Chapter 7. In addition, we represent the MOSFET

EKV model and related simulation results in Appendix A and Appendix B to

show the capability of our kernel in solving different kinds of devices. Finally,

to complete the description of our developed numerical solution algorithms,

we further remark on the convergence properties of these algorithms in Ap-

pendix C.



Chapter 2

Mathematical Models

A
mong modern semiconductor devices, the most widely studied types

are bipolar junction transistor (BJT) and field effect transistor (FET).

Though both of these two types of devices are commonly used, the physical

principle of them are quite different [42]. Therefore, the formations of equiv-

alent circuit model equations have almost nothing in common for these two

types of devices. To demonstrate the adaptability of our proposed simulation

kernel, we simulate HBT and MOSFET devices with the Gummel-Poon BJT

model and the EKV MOSFET model, respectively.

Equivalent circuit models for BJT have been greatly improved since the

middle of the twentieth century. The models change with the shift in structure

and material of devices [43]-[48]. The Ebers-Moll (EM) model is a well un-

derstood large-signal model [49]. This model include main mechanisms for

middle level current injection operation of bipolar transistors. By including

8
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the concept of internal charge control, the Gummel-Poon (GP) model was in-

troduced in 1970. The GP model improves the simulation for low and high

level current injection regions. This model also considers the effects such

as leakage current at collector-emitter and base-emitter junctions, β-falloff

mechanism, and Kirk effect [50]-[52]. Based on EM and GP models, many

complex new models have been developed in the past few decades. The re-

searchers focus on improving performance for particular characteristics: de-

pendency on temperature, 2-D or 3-D geometry factors, substrate and leakage

current terms, physical structure and material related parameters, and parasitic

terms for high frequency operation. For the GP model, there are three inter-

nal nodes in the large-signal model. The models developed in recent years

have more internal nodes for better simulation of new devices. For examples,

the High-Current Model (HICUM) [53]-[55] and Most Exquisite Transistor

Model (MEXTRAM) [56, 57] have five internal nodes, and the Vertical Bipo-

lar Inter-Company model (VBIC) [58]-[60] has six internal nodes. The incre-

ment of internal nodes can meet the requirement for better fit, but also raises

difficulties in nonlinear circuit computation and model parameter extraction.

In order to compare with other commercial simulators, such as HSPICE [61]

and ADS [40, 62, 63], we use the most popular GP large-signal model in this

work. We can still fit the measurement data well by GP model with proper

extracted parameters [64].

Thermal effects influence the behavior of semiconductor devices during
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DC or RF operation. Both the ambient temperature and heat generated by de-

vice power dissipation can induce thermal effects [65]-[72]. The linearity of

the device, which strongly depends on bias condition, can also be affected by

the thermal-effects [73]-[77]. We introduce the temperature-dependent terms

into the conventional GP model. In the meanwhile, the equations, which ex-

press the relation between power dissipation and junction temperature, are

formed to construct the thermal-electrical iteration loops. With above addi-

tional thermal network, our circuit model can simulate the thermal effects of

the multi-finger HBT.

Furthermore, the field effect transistor, such as metal-oxide semiconductor

field-effect transistor (MOSFET), is another important kind of semiconductor

device. Though the MOSFETs are not the earliest of semiconductor transis-

tors, they are the mostly fabricated devices today. There are several famous

and popular MOSFET compact models. Two of them are the BSIM and EKV

models. The BSIM model was developed by the BSIM Research Group in the

Department of EECS at the University of California, Berkeley. In the BSIM

model series [78, 79], BSIM3 is the most widely applied MOSFET model in

industry today. The latest version of this model is BSIM3v3.2.4, released in

December, 2001. However, as the device line width shrinks to 100 nm or nar-

rower, the BSIM3 model becomes less precise. The BSIM4, the extension of

the BSIM3 model, was developed to address the MOSFET physical behavior

in the sub-100 nm regime. Though accuracy is improved, the complexity of
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the model greatly increased. This situation challenges the corresponding cir-

cuit simulator and extraction procedure of model parameters. A similar trend

happens to the EKV model. The EKV MOSFET model was developed by

the Electronics Laboratories, Swiss Federal Institute of Technology (EPFL),

in Lausanne, Switzerland [80]. The newest version is EKV3.0, announced in

2004, and is based on the surface potential model combined with inversion

charge linearization. The number of model parameters in EKV3.0 is less than

that in BSIM4, but it is still difficult to solve this model. For the simulation

demonstrated in Appendix B, we list model equations of the EKV model ver-

sion 2.6 in Appendix A. The EKV2.6 is the previous version of EKV model.

We use it in order to compare our solver with HSPICE solver, which has the

EKV2.6 model.

In this chapter, the equivalent circuit of GP model and parameters of both

electrical and thermal models will be described first. Then, we write the equa-

tions of the electrical and thermal models. The internal and external node

equations of circuits used in this dissertation are formed in the third section.

Finally, we give a brief summary of this chapter.
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2.1 Equivalent Circuit and Parameters of GP Model

BX


C
DR


RB


RC


C
DF


I
2


I
1


I
CT 
/
q
b


C
JCX

I
BL
2


I
BL
1


CX


C


B


E


EX


C
JCI


C
JE


RE


Figure 2.1: An illustration of Gummel-Poon large-signal
equivalent circuit model for the bipolar transistor.

Figure 2.1 shows the equivalent circuit of a GP large-signal bipolar junc-

tion transistor. The model includes internal nodes: C, B, and E, and external

nodes: CX, BX, and EX. The capacitance terms of this model are:

1. Base-emitter junction capacitance, CJE,

2. Intrinsic portion of collector-emitter junction capacitance, CJCI,

3. Extrinsic portion of collector-emitter junction capacitance, CJCX,
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Notation Description Unit
IS Transport saturation current A
BF Ideal maximum current gain in forward-active mode -
NF Ideality factor of the forward current -
BR Ideal maximum current gain in reverse-active mode -
NR Ideality factor of the reverse current -
ISE Base-emitter leakage current A
NE Ideality factor of the base-emitter leakage current -
ISC Base-collector leakage current A
NC Ideality factor of the base-collector leakage current -
IKF Corner for the forward beta high-current roll-off A
IKR Corner for the reverse beta high-current roll-off A
RB Zero bias base resistance Ω
RE Emitter resistance Ω
RC Collector resistance Ω
CJEO Base-emitter zero bias junction capacitance F
VJE Base-emitter junction built-in potential V
MJE Base-emitter junction exponential factor -
CJCO Base-collector zero bias junction capacitance F
VJC Base-collector junction built-in potential V
MJC Base-collector junction exponential factor -
XCJC Factor for intrinsic part of the base-collector capacitance -
TF Ideal forward transit time Sec
XTF Pre-coefficient for bias dependence of TF -
VTF Coefficient of VBC dependence of TF V
ITF Coefficient of IC dependence of TF A
TR Reverse transit time Sec
FC Coefficient for forward-bias capacitance formula -
M Multiplier factor for the transistor connection -

Table 2.1: A list of BJT GP model parameters.

4. Diffusion capacitance of the charge due to forward active current, CDF,

5. Diffusion capacitance of the charge due to reverse active current, CDR.
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The current terms, I1, I2 and ICT are the intermediate current variables.

With these terms, we can calculate the base, collector and emitter currents.

The remaining current terms, IBL1 and IBL2, are the leakage currents of the

base-emitter and base-collector junctions, respectively. Furthermore, qb is the

ratio of the base charge QB to the equilibrium base charge QB0.

Notation Description Unit
Ea First bandgap correction factor eV/K
Eb Second bandgap correction factor K
XTI Temperature exponent for IS -
XTB Temperature exponent for BF and BR -
BB Fitting parameter for the thermal conductivity -

Table 2.2: A list of parameters for thermal effects modelling.

The GP large-signal model used in this work involves 28 parameters. The

purpose of these parameters can be separated into several groups. The IS, BF,

NF, BR and NR are the main parameters for the forward and reverse current

terms. The leakage current related parameters include ISE, NE, ISC and

NC. IKF and IKR are introduced to model the high current region of BJT

operation. The internal resistance terms include RB,RC and RE. There are

seven parameters: CJEO, VJE, MJE, CJCO, VJC, MJC and XCJC,

used for junction capacitance of the model. Finally, the fitting parameter FC

and the multiplier factor M are also included in this model. For M connected



2.1 : Equivalent Circuit and Parameters of GP Model 15

identical devices, the parameters with current or capacitance units are multi-

plied by M. On the other hand, the parameters with resistance units should be

divided by M. A detailed description of parameters and their units are shown

in Table 2.1

We also include five important parameters to simulate thermal effects.

They are Ea, Eb, XTI, XTB and BB. Descriptions for these are listed

in Table 2.2.
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2.2 Model Equations

In order to implement the GP model to perform the DC and time-domain char-

acteristic simulations, we must solve the nonlinear large-signal equations. I1,

I2 and ICT, the intermediate current variables which dominate current behavior,

can be written as follows:

I1 =
IS

BF
·
[
exp

(
VB − VE

NF · VT

)
− 1

]
, (2.1)

I2 =
IS

BR
·
[
exp

(
VB − VC

NR · VT

)
− 1

]
, and (2.2)

ICT = IS ·
[
exp

(
VB − VE

NF · VT

)
− exp

(
VB − VC

NR · VT

)]
. (2.3)

VT represents the thermal voltage (VT = kTJ
q

). For a device operated at 300K,

VT is equal to 0.0259V. In the above equations, VB, VC and VE represent

the voltage, which are variables to be solved, at internal node B, C and E,

respectively. Leakage currents IBL1 and IBL1 are written as:

IBL1 = ISE ·
[
exp

(
VB − VE

NE · VT

)
− 1

]
and (2.4)

IBL2 = ISC ·
[
exp

(
VB − VC

NC · VT

)
− 1

]
. (2.5)

Then, the base charge related term qb is

qb =
q1

2
+

√(q1

2

)2

+ q2 . (2.6)

We note that the q1 and q1 in equation (2.6) are

q1 = 1 +
VB − VE

VAF
+

VB − VC

VAR
and (2.7)
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q2 =
IS

IKF
·
[
exp

(
VB − VE

NF · VT

)
− 1

]
+

IS

IKR
·
[
exp

(
VB − VC

NR · VT

)
− 1

]
.

(2.8)

Equation (2.7) models the Early and reverse Early effect of a BJT device.

Unlike the Si BJTs, the base-width modulation phenomenon is rarely observed

in InGaP HBTs, due to heavy base doping. Therefore, the forward and reverse

Early voltage, VAF and VAR are large enough in magnitude to approximate

q1 as 1.0 for the HBTs.

The differential voltages among node C, E, B, and BX are defined as the

follows.

VBC ≡ VB − VC , (2.9)

VBE ≡ VB − VE , and (2.10)

VBXC ≡ VBX − VC . (2.11)

With the simplified notation, we can write the equations of all diffusion ca-

pacitances,

CDR =
∂

[
TR · IS · exp

(
VBC

NR·VT

)]

∂VBC
and (2.12)

CDF =
∂

(
τF · Ibf

qb

)

∂VBE
; (2.13)
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and junction capacitances,

CJE =





CJEO ·
(
1 − VBE

VJE

)−MJE

if VBE ≤ FC · VJE

CJEO · (1 − FC)−MJE ·
[
1 − FC · (1 + MJE) + MJE

VJE
· VBE

]

if VBE > FC · VJE ,

(2.14)

CJCX =





(1 − XCJC) · CJCO ·
(
1 − VBXC

VJC

)−MJC

if VBXC ≤ FC · VJC

(1 − XCJC) · CJCO · (1 − FC)−MJC ·
[
1 − FC · (1 + MJC) + MJC

VJC
· VBXC

]

if VBXC > FC · VJC , and

(2.15)

CJCI =





XCJC · CJCO ·
(
1 − VBC

VJC

)−MJC

if VBC ≤ FC · VJC

XCJC · CJCO · (1 − FC)−MJC ·
[
1 − FC · (1 + MJC) + MJC

VJC
· VBC

]

if VBC > FC · VJC .

(2.16)

In equation (2.13), two terms can be described more clearly as

Ibf = IS ·
[
exp

(
VBE

NF · VT

)
− 1

]
(2.17)

and

τF = TF ·
[
1 + XTF · x2 · exp

(
VBC

1.44 · VTF

)]
, (2.18)
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where

x =
Ibf

Ibf + ITF
. (2.19)

These represent the forward-active current and forward transit time of this

device.

We also include thermal effects of HBT in this work [77]. To simulate the

thermal-electrical feedback mechanism, the temperature dependant equations

of some physical parameters are introduced to the GP model:

IS(TJ) = IS · ( TJ

TN
)XTI · exp[(

Eg(TN)

k · TN
) − (

Eg(TJ)

k · TJ
)], (2.20)

ISE(TJ) = ISE·( TJ

TN
)

XTI

NE
−XTB·exp[(

Eg(TN)

NE · k · TN
)−(

Eg(TJ)

NE · k · TJ
)], (2.21)

ISC(TJ) = ISC · ( TJ

TN
)

XTI

NC
−XTB · exp[(

Eg(TN)

NC · k · TN
) − (

Eg(TJ)

NC · k · TJ
)],

(2.22)

BF (TJ) = BF · ( TJ

TN
)XTB, and (2.23)

BR(TJ) = BR · ( TJ

TN
)XTB. (2.24)

In the equations (2.20)-(2.22), the energy band gap with temperature depen-

dency is shown as

Eg(TJ) = Eg(TN) +
Ea · T2

N

TN + Eb

+
Ea · T2

J

TJ + Eb

, (2.25)

where TJ and TN are junction and nominal temperatures, respectively. In our

case, TN is set to be the ambient temperature, which is 300K. We need to note

that TN is the temperature on the back of the substrate for the highly powered

devices. Above equations include the temperature-dependent parameters, not
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involved in the original GP model. The parameters are transport saturation

current IS(TJ), base-emitter leakage current ISE(TJ), base-collector leakage

current ISC(TJ), ideal forward current gain BF (TJ), and ideal reverse current

gain BR(TJ).

The thermal model also expresses the relation between power dissipation

and junction temperature. In consideration of temperature-dependent thermal

conductivity, the junction temperature for an n-finger HBT is

TJ = TN{1 − (BB − 1)

TN
[RTH · PD]} −1

BB−1 =




TJ1

TJ2

...

TJn




, (2.26)

where TJn is the junction temperature of n-th finger [42, 52, 71, 72]. RTH ·PD

is given by

RTH · PD =




RT11 RT12 . . . RT1n

RT21 RT22 RT2n

... . . . ...

RTn1 RTn2 RTnn




·




PD1

PD2

...

PDn




. (2.27)

Here RTnn and RTnm denote the self-heating thermal resistance of n-th finger

and the coupling thermal resistance which includes the coupled heat from m-

th finger to n-th finger. Furthermore, the power dissipation of n-th finger is

denoted by PDn. We note here that in general the values of RTH must be

computed in advance with the help of a three-dimensional thermal analysis

method (for example, a finite element simulation of the structures).
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2.3 Formulation of Node Equations

The overall node equations for circuit simulation can be formulated by the

Kirchhoff’s current law (KCL) [19]. For each node KCL states:

For all lumped circuits, the algebraic sum of the currents leaving any

node is equal to zero at all time t.

For circuits which consist of both linear passive and nonlinear active el-

ements, one should formulate the nodal equations at both the external nodes

and the internal nodes of active devices. It is necessary to note that KCL is

employed to formulate equations for lumped circuits in classic circuit theory.

For a lumped circuit, voltages and currents need to be well defined every-

where in the circuit. Clearly, microwave circuits cannot treated as lumped.

At microwave frequencies, distributed-circuit and radiation related to propa-

gation of electromagnetic energy become important. In order to derive KCL

from Maxwell’s equations, one needs to assume slow time variations in oper-

ation [9, 17, 18]. In this regime, classic circuit theory is valid as a quasi-static

approximation of general electromagnetic theory. However, Kirchhoff’s laws

are still applicable at high frequencies provided two requirements are met:

First, distributed-circuit and radiation effects must be modeled within circuit

elements since these effects are ignored by Kirchhoff’s laws. Second, volt-

ages and currents be adequately defined at terminals of every circuit element
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including those introduced to model distributed-circuit and radiation effects.

For instance, a section of transmission line has to be treated as a two-port.

Electromagnetic coupling between two parts of the circuit connected by a

transmission line has to be modeled through circuits elements like sections

of coupled transmission lines or combinations of lumped elements.

2.3.1 Nodal Equations of GP Model

The GP model has three internal nodes and three external nodes for the HBTs

simulated here. The substrate portion of the model is neglected because of the

vertical structure of the HBTs. For the circuit shown in Fig. 2.1, we formulate

the node equation at node C:

CJCX(dVBX
dt

− dVC
dt

) + CDR(dVB
dt

− dVC
dt

) + CJCI(
dVB
dt

− dVC
dt

)+

I2 + IBL2 − ICT
q
b

+ VCX−VC
RC

= 0 ,
(2.28)

node E:

CDF(
dVB

dt
− dVE

dt
)+CJE(

dVB

dt
− dVE

dt
)+ I1 + IBL1 +

ICT

q
b

+
VEX − VE

RE
= 0 , and

(2.29)

node B:

CDR(dVB
dt

− dVC
dt

) + CJCI(
dVB
dt

− dVC
dt

) + CDF(
dVB
dt

− dVE
dt

) + CJE(dVB
dt

− dVE
dt

)+

I1 + IBL1 + I2 + IBL2 + VB−VBX
RB

= 0 .
(2.30)
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Figure 2.2: A testing circuit for an HBT without thermal
network.

2.3.2 Nodal Equations of Simulated Circuits

The external nodes of the active device are connected by lumped elements or

other active devices. At these connecting nodes, the external nodal equations

are formulated with KCL. For the circuit as shown in Fig. 2.2, four node equa-

tions are given by the following,

node BX:

CJCX(
dVC

dt
− dVBX

dt
) +

VB − VBX

RB
+

VB2 − VBX

RB2
= 0 , (2.31)

node B2:

VB2 = VIN + Vin , (2.32)

node CX:
VC − VCX

RC
+

VCC − VCX

RCCS
= 0 , and (2.33)
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Figure 2.3: A simulation circuit for an HBT with thermal
network.

node EX:
VE − VEX

RE
− VEX

REE
= 0 . (2.34)

In this circuit, VCC and VIN are the DC bias voltages. Time-variant voltage

input excitation is denoted by Vin. This circuit also includes resistors which

serious connect node BX to B2, node EX to ground, and node CX to voltage

source VCC. RB2, REE, and RCCS represent these series resistors, respectively.

To simulate the single-finger HBT with self-heating effect, the electrical

circuit and thermal network is plotted in Fig. 2.3. PD and TJ represent the

power dissipation and junction temperature, respectively. VCC and IIN, are

collector bias voltage and base injection current. The input excitation is a

sinusoidal power signal Pin. External nodal equations at node BX, CX, and
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Figure 2.4: An equivalent circuit of the investigated
multi-finger HBT with high frequency input
excitation.

EX are written as

CJCX(
dVC

dt
− dVBX

dt
) +

VB − VBX

RB
+ IIN +

Pin

VBX
= 0 , (2.35)

VCX = VCC , and (2.36)

VEX = 0 . (2.37)

For an n-finger HBT, we draw the equivalent circuit with thermal networks

in Fig. 2.4. The whole device is represented by a circuit of n shunted transis-

tors. The k-th finger is denoted by Mk, k = 1, 2, ..., n. The voltage, current,

power dissipation, and junction temperature of each distinct finger can be writ-

ten as VXk, IXk, PDk and TJk. Each finger is excited by the same time-variant
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power source Pin and biased with the same DC voltage source VCC at collector

and DC current source IIN at base. Now we list the node equations of external

nodes:

at node BX:

n∑

k=1

CJCXk(
dVCk

dt
− dVBX

dt
) +

n∑

k=1

VBk − VBX

RB
+ IIN +

Pin

VBX
= 0 , (2.38)

at node CX:

VCX = VCC , (2.39)

and at Node EX of k-th finger:

VEXk = 0 , k = 1, 2, ...., n . (2.40)

Finally, the input excitations for above circuits need to be defined more

rigorously. For the circuit in Fig. 2.2, the two-tone input excitation is a time-

variant voltage source

Vin = Vm[cos(ω1t) + cos(ω2t)], (2.41)

where ω1 = 2πf1 and ω2 = 2πf2. f1 and f2 are fundamental frequencies of

the tow-tone signal. The amplitude of this signal is denoted by Vm.

On the other hand, for the circuit in Fig. 2.3 and Fig. 2.4, the input power

signal of two-tone modulation is written as

Pin = Pm[cos(ω1t) + cos(ω2t)], (2.42)
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where Pm represents the amplitude of the time-variant input signal. Here we

define the input signal as power sources because of the convenience in identi-

fying the input power level in the frequency-domain.

2.4 Summary of This Chapter

In this chapter, we discussed the following issues in detail:

• the equations of GP large-signal model,

• a brief description for the parameters of GP model,

• the testing circuits utilized in this study,

• the internal and external node equations for the testing circuits, and

• the equations for the thermal-electrical interaction.

All the equations and parameters mentioned in this chapter will be used in

the numerical methods to be presented in Chapter 3. In addition, we will also

demonstrate the simulation and measurement results of the tested circuits in

this dissertation.



Chapter 3

Computational Techniques and

Characterization Methodology

C
ircuit simulation solves a system of coupled ordinary differential equa-

tions (ODEs) in time- or frequency-domain. These ODEs are the

node or loop equations formulated by electrical circuit analysis. The nodal

equations of linear lumped elements can be formulated in matrix form au-

tomatically by computer programs [9]. The major difficulty arises from the

nonlinear portion of the circuit. Here, our efforts focus on solving the non-

linear elements in the time domain without neglecting details. We introduce

the waveform relaxation (WR) method [30]-[32] and monotone iterative (MI)

method [33]-[36] to solve the ODEs in the time domain directly. With the

proposed algorithms, we overcome error propagation, the major problem of

two-tone analysis in the time domain. The solution maintains accuracy after

28



29

many simulated time steps.

This chapter is organized as follows. In section 3.1, we state the numer-

ical algorithms for both stationary and time-variant circuit simulation. In the

second section, we introduce the genetic algorithm (GA) for parameter extrac-

tion and optimization. For further analysis, additional calculation techniques

for the simulated time-domain data are presented in Sec. 3.3. These methods

provide useful information in frequency-domain, such as the intermodulation

distortion characteristic. In the fourth section, the measurement for intermod-

ulation characterization is described briefly. Finally, a brief summary of this

chapter is given.
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3.1 Numerical Algorithms

After the formulation of node equations are , the circuit simulation still need

to solve them correctly. In this section, we will present a time-domain circuit

simulation method. In order to solve the system of ODEs in the large-scale

time period efficiently, we propose a decoupled and globally convergent sim-

ulation technique for solving the system ODEs. First, under the steady state

condition, we find the DC solutions, which provide a starting point to compute

the time dependent solutions.

3.1.1 Algorithm for Solving the System of Nonlinear Alge-

braic Equations

DC equilibrium is an important parts of circuit analysis. In a traditional RLC

circuit, the circuit equations form a system of algebraic-differential equations

represetned by:
∂q(x)

∂t
+ F (x) − i(t) = 0 . (3.1)

Under certain conditions, the circuit will reach an equilibrium state, where all

circuit variables such as currents, voltages, and charges are time-invariant. In

this situation, the time varying function ∂q(x)
∂t

will become zero, and i(t) is

replaced by the constant i0. Hence the equation (3.1) becomes

F (x0) − i0 = 0 . (3.2)
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The unknown to be solved is x0. Due to the strongly nonlinear function F , the

DC analysis problem is hard to solve and can even challenge the most robust

algorithms, such as Newton’s method.

Under the DC condition, the capacitor can be seen as an open circuit. By

applying KCL to the circuit shown in Fig. 2.2, we can formulate a system of

nonlinear algebraic equations for DC simulation. In other words, the equations

(2.28)-(2.30) and (2.31)-(2.34) become

I2 + IBL2 −
ICT

q
b

+
VCX − VC

RC
= 0 , (3.3)

I1 + IBL1 +
ICT

q
b

+
VEX − VE

RE
= 0 , (3.4)

I1 + IBL1 + I2 + IBL2 +
VB − VBX

RB
= 0 , (3.5)

VB2 − VBX

RB2
= 0 , (3.6)

VB2 = VIN , (3.7)

VC − VCX

RC
+

VCC − VCX

RCCS
= 0 , and (3.8)

VE − VEX

RE
− VEX

REE
= 0 . (3.9)

The unknowns are VC, VE, VB, VBX, VCX, and VEX.

If we let f be a general form of these nonlinear equations,

f : D → R
n . (3.10)
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The node equations (3.3)-(3.9) can be rewritten as

fC(VC, VE, VB, VBX, VEX, VCX) = I2 + IBL2 −
ICT

q
b

+
VCX − VC

RC
= 0,

fE(VC, VE, VB, VBX, VEX, VCX) = I1 + IBL1 +
ICT

q
b

+
VEX − VE

RE
= 0,

fB(VC, VE, VB, VBX, VEX, VCX) = I1 + IBL1 + I2 + IBL2 +
VB − VBX

RB
= 0,

fBX(VC, VE, VB, VBX, VEX, VCX) =
VIN − VBX

RB2
= 0,

fCX(VC, VE, VB, VBX, VEX, VCX) =
VC − VCX

RC
+

VCC − VCX

RCCS
= 0, and

fEX(VC, VE, VB, VBX, VEX, VCX) =
VE − VEX

RE
− VEX

REE
= 0.

(3.11)

Involving a notational change,

Z =




VC

VE

VB

VBX

VCX

VEX




, (3.12)

and decoupled Scheme shown in Fig. 3.1, the iteration can be written as
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fC(Z(k) → V(k+1)
C ) = 0,

fE(Z(k), V(k+1)
C → V(k+1)

E ) = 0,

fB(Z(k), V(k+1)
C , V(k+1)

E → V(k+1)
B ) = 0,

fBX(Z(k), V(k+1)
C , V(k+1)

E , V(k+1)
B → V(k+1)

BX ) = 0,

fCX(Z(k), V(k+1)
C , V(k+1)

E , V(k+1)
B , V(k+1)

BX → V(k+1)
CX ) = 0, and

fEX(Z(k), V(k+1)
C , V(k+1)

E , V(k+1)
B , V(k+1)

BX , V(k+1)
CX → V(k+1)

EX ) = 0.

(3.13)

Giving initial guesses V(0)
C , V(0)

E , V(0)
B , V(0)

BX, V(0)
CX, and V(0)

EX, we first solve the

nonlinear equation fC and substitute the new VC into fE to approximate a

new VE. Then the algorithm proceeds by repeating the above procedure for

VB, VBX, VCX, and VEX, respectively. Each decoupled algebraic equation is

solved with the MI iterative method. When the overall outer loop error is

within the error tolerance, the solution algorithm stops.

The steps of the solution algorithm shown in Fig. 3.1 are described as

follows:

• Step 1: With the given bias conditions VIN and VCC, we properly

input a set of values V(0)
X to all unknowns as initial guesses.

• Step 2: The system of nonlinear algebraic equations are decoupled

through WR method.

• Step 3: With VE, VB, and other variables kept constant, the decou-

pled algebraic equation of unknown VC are solved with MI
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formula to get new V(n+1)
C .

• Step 4: If the norm error |V(n+1)
C − V(n)

C | is less than the preset tol-

erance (TOL), V(n+1)
C is used to substitute the VC in the next

algebraic equations of unknown VE, VB and etc. If not, Step

3 is repeated until the norm error meets the prescribed cri-

terion.

• Step 5: The new VC solved in previous iterative loop is substituted.

Then, the decoupled equation of unknown VE are solved

with other variables kept constant.

• Step 6: If the norm error |V(n+1)
E − V(n)

E | is less than the preset tol-

erance (TOL), V(n+1)
E is used to substitute the VE in the next

algebraic equations of unknown VB, VBX and etc. If not,

Step 5 is repeated until the norm error meets the prescribed

criterion.

• Step 7: Similar iterative loops as that described in Step 5 and Step

6 are performed for the remaining unknowns.

• Step 8: If all norm errors (|VC −VCO|, |VE −VEO|, ...) are less than

TOL, we arrive at a set of solution for the DC simulation. If

not, the data of VXO is updated with newly solved VX, and

the procedure is repeated from Step 3.
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Figure 3.1: A flowchart of the decoupled methodology for
the stationary circuit simulation.
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3.1.2 Time Domain Solution Algorithm

In order to simulate the circuit shown in Fig. 2.2, we formulate a system of

ODEs and algebraic equations by using the KCL for this circuit (see Chapter 2,

equations (2.28)-(2.30) and (2.31)-(2.34)). For a specified time period T , these

nonlinear ODEs needs to be solved in the time domain. The following steps

are taken to accomplish this [35, 82]:

• Step 1: The initial time step t, total time period T , and time step

4t. are determined first.

• Step 2: The decoupling method is used to decouple all equations

(2.28)-(2.30) and (2.31)-(2.34).

• Step 3: Each decoupled ODE is solved sequentially with the MI and

Runge-Kutta methods.

• Step 4: Each MI loop is convergence tested.

• Step 5: Overall outer loop is convergence tested.

• Step 6: If the specified stopping criterion is not met for the outer

loop, all data is updated with newer results and recalculate

from Step 3.

• Step 7: Step 3 - 6 are repeated until the time step meets the specified

time period T .

First, all coupled ODEs are decoupled by the waveform relaxation (WR)

method [30]-[32]. The WR method starts with a general nonlinear system of



3.1 : Numerical Algorithms 37

D ODEs with associated initial conditions,

dV

dt
= f(V, t) , V (0) = V0 , t ∈ [0, T ] , (3.14)

where T > 0, f : R
D × [0, T ] −→ R

D, V0 = [V1,0, V2,0, · · · , VD,0] ∈ R
D is the

initial vector of V , and V (0) = [V1(t), V2(t), · · · , VD(t)] ∈ R
D is the solution

vector. The system can be written as follows:




d
dt

V1 = f1(V1, V2, · · · , VD, t), V1(0) = V1,0

d
dt

V2 = f2(V1, V2, · · · , VD, t), V2(0) = V2,0

...

d
dt

VD = fD(V1, V2, · · · , VD, t), VD(0) = VD,0 .

(3.15)

The WR method for solving Eq. (3.14) is a continuous-time iterative method.

Therefore, given a function which approximates the solution, it calculates a

new approximation along the whole time-interval of interest. Clearly, it differs

from most standard iterative techniques in that its iterations are functions in

time instead of a scalar value. The iteration formula is chosen in such a way

that one avoids having to solve a large system ODEs. A particularly simple,

but often very effective iteration scheme which maps the old iterate V (n−1) is

written here:
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



d
dt

V
(n)
1 = f1(V

(n)
1 , V

(n−1)
2 , V

(n−1)
3 , · · · , V

(n−1)
D

, t), V
(n)
1 (0) = V1,0

d
dt

V
(n)
2 = f2(V

(n)
1 , V

(n)
2 , V

(n−1)
3 , · · · , V

(n−1)
D

, t), V
(n)
2 (0) = V2,0

...

d
dt

V
(n)
D

= fD(V
(n)
1 , V

(n)
2 , V

(n)
3 , · · · , V

(n)
D

, t), V
(n)
D

(0) = VD,0 .

(3.16)

This is similar to the Gauss-Seidel method for iteratively solving linear and

nonlinear systems of algebraic equations; the so-called Gauss-Seidel wave-

form relaxation scheme. This scheme converts the task of solving a differen-

tial equation in D variables into a task of solving a sequence of differential

equations in a single variable. A closely related iteration is the Jacobi wave-

form relation scheme, the iteration formula is given by:




d
dt

V
(n)
1 = f1(V

(n)
1 , V

(n−1)
2 , V

(n−1)
3 , · · · , V

(n−1)
D

, t), V
(n)
1 (0) = V1,0

d
dt

V
(n)
2 = f2(V

(n−1)
1 , V

(n)
2 , V

(n−1)
3 , · · · , V

(n−1)
D

, t), V
(n)
2 (0) = V2,0

...

d
dt

V
(n)
D

= fD(V
(n−1)
1 , V

(n−1)
2 , V

(n−1)
3 , · · · , V

(n)
D

, t), V
(n)
D

(0) = VD,0 .

(3.17)

Note that the Jacobi algorithm is fully parallel. The equations can be solved

simultaneously. The Gauss-Seidel waveform relaxation algorithm is formu-

lated in the following.

Algorithms:
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n = 0; choose V 0
x (t) for t ∈ [0, T ], x = 1, 2, · · · ,D

do

n = n + 1

for x = 1, 2, · · · ,D

solve d
dt

V
(n)
x = fx(V

(n)
1 , V

(n)
2 , · · · , V

(n)
x−1, V

(n)
x , V

(n−1)
x+1 , · · · , V

(n−1)
D

, t)

with V n
x (0) = Vx,0

end for

while |V n
x − V n−1

x | < TOL, for x = 1, 2, · · · ,D

Each decoupled ODE is solved with the MI algorithm. To clarify the MI

algorithm for the numerical solution of the decoupled nonlinear ODEs, we

write the ODEs (2.28)-(2.30) and (2.31) in the following form

dVx

dt
= f(Vx, t) , (3.18)

where Vx is the unknown to be solved and f is the collection of nonlinear

functions from each node. We define the MI parameter λ = ∂f
∂Vx

and insert λ

into Eq. (3.18), arriving at the MI equation

dVx

dt
= f(η, t) − λ(Vx − η) , (3.19)

where v0 ≤ η ≤ ω0 is a value in [0, T ], and v0 and ω0 are the lower and

upper solutions of Eq. (3.18), respectively. Based on nonlinear behaviors of

each decoupled circuit ODEs,we will show mathematically that the solution

algorithm exhibits monotone convergence.
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To clarify the MI algorithm [35, 36, 81] for the numerical solution of the

decoupled nonlinear ODEs, we rewrite the decoupled ODEs as the following

form:
dV

(g)
X

dt
= f(V

(g)
X , t)

V
(g)
X (0) = V

(g)
X0

, (3.20)

where V
(g)
X is the unknown to be solved, g is the decoupling index (g =

0, 1, 2, · · · ). We note that the f is a collection of nonlinear functions with

f ∈ C[I × R, R] and I = [0, T ]. For a fixed index g and X , since the upper

and lower solutions, V
(g)

X and V
(g)
X , exist in the circuit and V

(g)

X ≥ V
(g)
X , we

can prove the solution existence in the set Ω = {(t, V (g)
X ) | V

(g)

X ≥ V
(g)
X ≥

V
(g)
X ,∀t ∈ I} for each decoupled circuit ODE.

Theorem 3.1.1 Let V
(g)

X and V
(g)
X be the upper and lower solutions of Eq. (3.20)

in C1[I × R, R] such that V
(g)

X ≥ V
(g)
X in the time interval I and f ∈ C[I ×

R, R]. Then there exists a solution V
(g)
X of Eq. (3.20) such that V

(g)

X ≥ V
(g)
X in

the time interval I .

Proof 3.1.1 It is a direct result with the continuous property of f , here the

comparison theorem is applied [35].�

Remark 3.1.1 We note that for each decoupled ODE, the nonlinear function

f is nonincreasing function of the unknown V
(g)
X and the upper and lower

solutions V
(g)

X (0) and V
(g)
X (0) of Eq. (3.20) in I can be found. We can further

prove there exists a unique solution V
(g)
X of Eq. (3.20) in I and V

(g)

X (0) ≥

V
(g)
X ≥ V

(g)
X (0).
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We see that the Theorem 3.1.1 provides an existence condition of the problem,

and we can now describe a monotone constructive method for the computer

simulation of the circuit ODEs. The constructed sequences will converge to

the solution of Eq. (3.20) for all decoupled ODEs in the circuit simulation. In

this condition, instead of original nonlinear ODE to be solved, a transformed

ODE is solved with such as the RK method. Now we state the main result for

the solution of each decoupled circuit ODEs.

Theorem 3.1.2 Let the f ∈ C[I × R, R], V
(g)

X (0) and V
(g)
X (0) be the upper

and lower solutions of Eq. (3.20) in I . Because f(t, V
(g)
X ) − f(t, Ṽ

(g)
X ) ≥

−λ(V
(g)
X − Ṽ

(g)
X ), V

(g)

X (0) ≥ V
(g)
X ≥ Ṽ

(g)
X ≥ V

(g)
X (0) and λ ≥ 0, sequences

V
(g)

Xn

unif.−→ V
(g)

X and V
(g)
Xn

unif.−→ V
(g)
X as n −→ ∞ monotonically in I [35].

Proof 3.1.2 For V ∈ C[I × R, R] such that V
(g)

X ≥ V ≥ V
(g)
X , we consider

the following transformed ODE equation for the fixed g and X

dVX

dt
= f(V , t) − λ(V

(g)
X − V)

V
(g)
X (0) = V

(g)
X0

, (3.21)

then ∀V ,∃!V
(g)
X of Eq. (3.20) in I. Define ΘV = V

(g)
X and we can prove: (i)

ΘV
(g)

X (0) ≥ V
(g)

X (0) and ΘV
(g)
X (0) ≤ V

(g)
X (0); (ii) Θ is a monotone operator

in [V
(g)

X (0), V
(g)
X (0)] ≡ [V

(g)
X ∈ C[I, R] | V

(g)

X (0) ≥ V
(g)
X ≥ V

(g)
X (0)].

Now we construct two sequences by using the mapping Θ : ΘV
(g)

Xn
=

V
(g)

Xn+1
and ΘV

(g)
Xn

= V
(g)
Xn+1

and by above observations, the following rela-

tion holds

V
(g)

X0
≥ · · · ≥ V

(g)

Xn
≥ V

(g)
Xn

≥ · · · ≥ V
(g)
X0
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in I. Hence V
(g)

Xn

unif.−→ V
(g)

X and V
(g)
Xn

unif.−→ V
(g)
X as n −→ ∞ monotonically in

I . Furthermore the V
(g)

Xn
and V

(g)
Xn

satisfy




dV
(g)
Xn+1

dt
= f(V

(g)
Xn

, t) − λ(V
(g)
Xn+1

− V
(g)
Xn

)

V
(g)
Xn

(0) = V
(g)
X0

, (3.22)

and 



dV
(g)
Xn+1

dt
= f(V

(g)

Xn
, t) − λ(V

(g)

Xn+1
− V

(g)

Xn
)

V
(g)

Xn
(0) = V

(g)
X0

, (3.23)

respectively. Thus V
(g)

X and V
(g)
X are the solution of Eq. (3.20).�

Theorem 3.1.3 For decoupled ODEs. the nonlinear function f is nonincreas-

ing in V
(g)
X and f(t, V

(g)
X1

) − f(t, V
(g)
X2

) ≥ −λ(V
(g)
X1

− V
(g)
X2

), ∀V
(g)
X1

≥ V
(g)
X2

.

Thus
{

V
(g)

Xn

}∞

n=1
and

{
V

(g)
Xn

}∞

n=1
converge uniformly and monotonically to

the unique solution V
(g)
X of Eq. (3.20) [35].

Proof 3.1.3 By using Theorem 2 and note the nonincreasing property of f ,

the result follows directly.�
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Fig. 3.3 shows the flowchart of the proposed time domain simulation method-

ology. In order to solve the equations (2.28)-(2.30) and (2.31)-(2.34) in the

time domain, we solve VC, VE, VB, VBX, VCX, and VEX sequentially by the

decoupled scheme of the system ODEs. Here we state the computational steps

of the methodology:

• Step 1: For a given time interval T , we obtain the DC solution as an

initial guess and start the time evolution processes.

• Step 2: Giving a time step (t), we can apply the MI and Runge-

Kutta (RK) method [20, 21] to solve the decoupled ODE in

Eq. (2.28) with the solved solution (V(t−1)
C , V(t−1)

E , V(t−1)
B ,

V(t−1)
BX , V(t−1)

CX ). The notation V(t−1)
X represents the solution

of voltage VX at time step (t − 1). In the monotone loop,

V(t−1)
C has been solved with the RK formula (fourth-order

RK method is used in practical case). The estimation time

step of RK method is adaptive to fit the error tolerance cri-

terion in this work [20].

• Step 3: If the norm error |V(t)
C − V(t)

CO| is less than the given error

tolerance value (TOL), the solution algorithm will exit the

monotone loop and enter the next decoupled ODE Eq. (2.29).

Otherwise we update V(t)
CO with V(t)

C and continue the mono-

tone loop described in Step 2 until the tolerance condition

has been achieved.
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• Step 4: With the newly solved V(t)
C , we can solve the ODE Eq. (2.29)

with the same method as described in Step 2.

• Step 5: When the norm error |V(t)
E −V(t)

EO| is less than TOL, we solve

the next ODE Eq. (2.30) with the new results (V(t)
C , V(t)

E ).

Otherwise we return to the Step 4.

• Step 6: Similar iterative loops, such as that formed by Step 2 and

Step 3, are executed for all unknown variables. As (V(t)
C ,

V(t)
E , V(t)

B , V(t)
BX, V(t)

CX) converge in their respective inner loops,

we apply the convergence test for the overall outer loop. If

the outer loop error is less than the TOL, this calculated set

of (V(t)
C , V(t)

E , V(t)
B , V(t)

BX, V(t)
CX) is the solution for this given

time step (t). The process is then repeated for the next time

step (t + 1). If the TOL is not satisfied, we update all (V(t)
CO,

V(t)
EO, V(t)

BO, V(t)
BXO, V(t)

CXO) and continue the inner loop for each

ODE until the outer loop tolerance condition is met.

• Step 7: When t exceeds the given time interval T , the simulation

will terminate and the results be ready for further processes,

such as fast Fourier transform (FFT).

The convergence properties of this time-domain solution algorithm are

presented in Appendix C.
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Figure 3.2: A flowchart of the proposed time-domain
simulation methodology.
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3.1.3 Runge-Kutta Method

In previous subsection, we combined the Runge-Kutta (RK) and MI method

in the time-domain algorithm. The RK method is a type of ODEs integra-

tions [20, 21]. The ODEs for circuit analysis are usually initial value problems

and RK method is suitable for solving these equations. The generic problem

in our simulation cases can be reduced to a set of N coupled first-order ODES,

having the general form

dyi(t)

dt
= fi(t, y1, ..., yN ), i = 1, ..., N , (3.24)

where fi are known functions. By the WR method, we can decouple these

ODEs and treat the problem as a simple ODE in one local iteration loop.

dy(t)

dt
= f(t, y), y(0) = y0, (3.25)

where y0 gives the initial condition. We define the value of y(t) at point tn as

yn and the time interval as h. The objective of RK method is to calculate the

solution yn+1 = y(tn+1) = y(tn + h) with a known value of yn. To reach the

goal, we integrate Eq. (3.25) over the interval [tn, tn+1] as

yn+1 = yn +

∫ tn+1

tn

f(t, y)dt . (3.26)

The RK method are derived by applying a numerical integration method to the

integral on the right hand side of Eq. (3.26). Here we approximate the integral

by trapezoidal rule.

∫ tn+1

tn

f(t, y)dt ' 1

2
h[f(tn, yn) + f(tn+1, yn+1)]. (3.27)
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In this equation, yn+1 is still unknown and can be estimated by the forward

Euler method. We denote the estimated value as ỹn+1. Then, Eq. (3.27) be-

comes

ỹn+1 = yn + hf(tn, yn) and

yn+1 = yn + h
2
[f(tn, yn) + f(tn+1, ỹn+1)] .

(3.28)

The scheme derived above is named the second-order Runge-Kutta method.

We summarize the 2nd-order RK method in a more standard form:

k1 = hf(tn, yn),

k2 = hf(tn+1, yn + k1), and

yn+1 = yn + 1
2
(k1 + k2) + O(h3).

(3.29)

Here, O(h3) represents the error term of the 2nd-order RK method.

There are higher-order methods to estimate ỹn+1 in Eq. (3.28) that all agree

to first order, but with different coefficients of high-order terms. Here, we

choose the fourth-order Runge-Kutta method. This method is accurate to the

fourth-order term of the Taylor expansion, so the local error is proportional to

h5. Based on the Simpson’s 1/3 rule, the 4th-order RK is written as

k1 = hf(tn, yn),

k2 = hf(tn + h
2
, yn + k1

2
),

k3 = hf(tn + h
2
, yn + k2

2
),

k4 = hf(tn + h, yn + k3), and

yn+1 = yn + 1
6
(k1 + 2k2 + 2k3 + k4) + O(h5).

(3.30)

The illustration of 4th-order RK method is shown in Fig. ref4th-RK. In Sec. 3.1.2,

we modified f(t, y) of above equations and combined the MI method to solve
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Figure 3.3: A illustration of the 4th-order Runge-Kutta
method.

the ODEs of time-domain circuit simulation. Though this has 4 additional

algebraic equations in each estimation, the 4th-order RK method can still re-

main highly efficient in the calculation for the numerical solutions of related

ODEs.
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3.1.4 Algorithm with Electrical-Thermal Feedback

Here, we will briefly outline the computational flowchart for the proposed

electrical-thermal simulation technique, shown in Fig. 3.4. We combine the

electrical and thermal models in Sec. 2.2, and perform the electrical-thermal

iteration loop. This simulation technique consists of the following steps:

• Step 1: We set all parameters of the electrical and thermal models,

DC input current, RF input power, and the nominal temper-

ature TN.

• Step 2: We initialize the junction temperature (set TJ = TN).

• Step 3: The steady-state electrical simulation at initialized junction

temperature TJ is performed;

• Step 4: Once convergent results are obtained, we calculate the power

dissipation and solve the electrical-thermal feedback equa-

tions to get new junction temperature TJ.

• Step 5: Temperature dependant model parameters, such as Eg(TJ),

are then recalculated.

• Step 6: We perform the steady-state electrical simulation at this new

junction temperature TJ.

• Step 7: Convergence tests for all the calculated currents and volt-

ages are performed. If all computed physical quantities are

convergent with the specified stopping criterion then Step
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8 will be executed. Otherwise we return to Step 4 for next

iteration.

• Step 8: We set the bias condition of each finger and perform time-

domain transient simulation.

The steady-state and time-domain transient simulation appeared above are

accomplished by using the WR and MI techniques [35, 36, 77, 82, 83, 84]. De-

tails of the simulation are discussed in Sec. 3.1.1 and Sec. 3.1.2. The notation

Tn
J denotes the calculated junction temperature in the n-th electrical-thermal

iterative loop, where n = 0, 1, 2, 3, .... According to equations (2.20)-(2.27),

we perform DC simulation by our developed kernel and HSPICE simulator.

For HSPICE simulation, the relation between dissipated power and junction

temperature (equations (2.26) and (2.27)), should be included by user in the

.ps file. The convergent behavior of junction temperature for both our and

HSPICE’s simulation are demonstrated in Appendix C.



3.1 : Numerical Algorithms 51

Start the thermal-electrical

interactive simulation


Set parameters of electrical and thermal models, DC input

current, RF input power, and ambient temperature,
T
N


Initialize junction temperature 
(
set 
T
J

(0)
 = 
T
N
)


Perform steady-state electrical simulation at initialized

junction temperature, 
T
J


(0)


Calculate power dissipation and solve electrical-thermal

feedback equations to get new junction temperature,
T
J


(n+1)


Re-calculate temperature dependant

model parameters, e.g. 
Eg
(
T
J


(n+1)
)


Do current, voltage and
T
J
converge ?

No


Yes


Perform steady-state electrical simulation

at new junction temperature, 
T
J


(n+1)


Calculation for further analysis


Set the bias condition of each finger and perform time-

domain transient simulation


Update data

T
J


(n)
 T
J

(n+1)


Figure 3.4: A flowchart of the proposed electrical-thermal
simulation methodology.
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3.2 Genetic Algorithm for Parameter Extraction

For circuit simulation, well extracted model parameters are as important as the

device model itself. A rough extraction procedure can lead erroneous simu-

lation results and eventually circuit design failure. According to the conven-

tional extraction method, the parameters are first extracted from the specific

measured characteristics. Using numerical curve fitting [20], the model pa-

rameters can be estimated so that the calculated outcome will fit the measured

data quit well in each parameter’s characteristic. However, in practical cases,

this set of parameters is not good enough for modelling the whole device be-

havior, such as family curves. The experienced engineer will spend much

time to get a set of useful parameters. Because of the imperfect device model,

the engineer should ignore some misfit data and focus on the critical parts

of the characteristic. Although we use CAD tools to fit the curves, the fine-

tuning of a whole set of parameters still needs to be done semi-manually. This

procedure is called parameter optimization and is a time-consuming task in

microelectronic industry.

To optimize the parameters for the various types and considerable quan-

tities of devices, a robust and automatic technology CAD (TCAD) tool is

necessary both in academic research and industry applications. The genetic

algorithm (GA) is a global optimal strategy used in a wide rage of applica-

tions [64],[85]-[89]. In microelectronics it has been applied to various aspects
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in VLSI designs, such as cell placement, channel routing, test pattern gen-

eration and design for test. In this work, we applied the GA in model pa-

rameters optimization for semiconductor device models. The GA is based on

floating-point operators and suitable for solving this numerical optimization

problem. In the previous sections, the MI and WR method are proposed and

implemented for circuit simulation. Because MI method is fast convergent

and highly accurate, we can optimize the parameters efficiently with combin-

ing MI method with the GA. In this section, we take the optimization for DC
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Figure 3.5: The proposed weight value W for HBT model
parameter extraction.
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family curves as an example. As mention in Sec. 3.1.1, Eq. (3.3)-(3.9) are the

governing nonlinear algebraic equations to be solved for the circuit operated

at the steady state condition (DC). The current models I1, I2, IBL1, IBL2, ICT are

the functions of VB, VC, and VE, respectively. For a given set of parameters,

there is a corresponding set of I-V curves. Table 3.1 shows a part of param-

eters to be extracted. The parameters resolution and numeric range are also

included. The final result is a set of DC I-V curves as shown in Fig. 3.5.

Variable Range Resolution Unit
RB 2.0 ∼ 6.0 0.00001 Ω
IS 1.0e−25 ∼ 1.0e−24 1.0e−25 A
BR 0.2 ∼ 0.3 0.02 −
NR 1.0 ∼ 1.1 0.001 −

Table 3.1: A list of parameters to be extracted.

The genetic algorithm is a self-adaptive optimization strategy that mimics

a living system. We briefly state the GA method for the HBT circuit optimal

characterization.

• Step 1: Problem Definition. The relationship between modelling in-

put parameter (VCC and VIN) and simulated result collector

current IC can be written as follows:

f(VCC, VIN, P̃) = IC . (3.31)

The function f can be regarded as a nonlinear equations
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solver, and P̃ contains all parameters to be extracted. The

set of IC data points represents an I-V curve. The goal of

evolvement is to minimize the difference between a set of

targets and simulated I-V curves, and to find out their corre-

sponding model parameters.

• Step 2: Encoding Method. The design of gene encoding strategy

depends on the property of problem. In this problem model,

there are totally 15 parameters for DC simulation and all

variables are floating-point numbers. We transform the floating-

point numbers into bit strings instead of real numbers. The

bit string has strongly combinatorial property, and we have

found this representing has better results in crossover and

mutation.

• Step 3: Fitness function (F ) Calculation. We consider the follow-

ing function:

F = W ∗
√

(ICT
− ICS

)2 , (3.32)

where the W is weight value shown in Fig. 3.5. ICT
and ICS

are the sets for target and simulated I-V points,respectively.

Because the saturation region of the HBT I-V curve is rather

sensitive, we define W to emphasize the relative importance

of each I-V point. It decreases as the applied voltage VCC

increases. We evaluate the discrepancy for two I-V sets with
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the F .

• Step 4: Reproduction. We adopt the tournament selection with floating-

point operators as the selection strategy and this hybrid strat-

egy not only selects better chromosomes but also keeps weak

ones for few generations to achieve higher population diver-

sity. For the crossover scheme, in HBT device model, all

parameters to be optimized can be classified into four cate-

gories which represent different numerical constraints. We

take an uniform crossover scheme [85, 86, 90]; and based

on our simulation experience, it is more effective than sin-

gle and two-point crossover schemes. Finally, the mutation

strategy changes the mutation rate dynamically to keep the

population diversity.
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Figure 3.6: The employed flowchart of parameters
optimization in our study.

The illustration of above steps are plotted in flowchart, Fig. 3.6. We should

simulate all data points with respect to the measured data. The numerical ef-

ficiency of our circuit simulator can reduce the consumed time for GA pa-

rameter extraction. In Fig. 3.6, we note that the extracted parameters should

be verified by physical checks after GA procedure. It is because that we can

achieve the evolution goal by more than one set of parameters. Figure 3.7

shows the comparison between multiple I-V curves evolution with and with-

out the weight value after 300 generations. The evolutionary I-V curves with

applying weight value achieve the target I-V curves rapidly, and it has a good

evolution behavior. The importance of weight value introduced here not only
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optimization.

redirects the evolution trend to better direction but also reduces the searching

space in this multiple objective evolution problem, and the efficiency can be

obtained.

In addition, Fig. 3.8 shows the fitness score convergence behavior for the

multiple I-V curves evolution with or without the dynamic mutation technique.
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The results suggest that the dynamic mutation scheme with floating-point op-

erators keeps the population diversity and finally has better evolutionary re-

sults.

Figure 3.9 shows the evolutions of the I-V curve. Starting from an arbitrary

I-V curves, it approaches to the desired final I-V curve step by step. Based on

the MI and GA methods, the above process, from a given I-V curve to the

final optimal I-V curve, is solved and evolved automatically. Compared with
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the conventional trial-and-error methodology to extract optimal parameters of

the circuit model, our approach successfully reduces the complex procedures

and simulation time significantly.
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3.3 Further Analysis of Time-Domain Results

In this section, we describe the steps of further analysis for time-domain data.

In order to perform intermodulation distortion analysis, the Fourier transform

for discrete sampled data and proper calculation for the third order intermod-

ulation (IM3) products is necessary.

3.3.1 Transformation of the Time-Domain Data into Frequency-

Domain

With the time domain results, we can extract the intensity of amplitude or

power at a specified frequency from the discrete data. We use the discrete

Fourier transform (DFT) to transfer the time domain results into the frequency

domain [20, 21]. For a function g(t) is sampled. Suppose we have N consec-

utive sampled values. Let ∆t denote the time interval between two samples,

so that the sequence of sampled values is

gk ≡ g(k · ∆t), (3.33)

where k = 0, 1, 2, ..., N − 1. For any ∆t, there is a special frequency fNC ,

named Nyquist critical frequency

fNC ≡ 1

2∆t
. (3.34)

If the function g(t), sampled at ∆t, happens to be bandwidth limited to fre-

quencies lower than fNC , then g(t) is completely determined by its samples
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gk. It is called Nyquist criterion for sampling theorem. The sampling interval

should meet this criterion or else the aliased Fourier transform will be caused.

With N numbers of input, we can estimates the Fourier transform G(f) at the

discrete value

fn ≡ n

N · ∆t
, (3.35)

where n ≡ −N
2
, ..., N

2
. Then, we approximate the integral of Fourier transform

by a discrete sum,

G(fn) =

∫
∞

−∞

g(t)e2πifntdt ≈
N−1∑

k=0

gke
2πifntk · 4t = 4t

N−1∑

k=0

gke
2πik n

N .

(3.36)

The final summation in equation (3.36) is called the discrete Fourier transform

of the N points gk. Let us denote it by Gn.

Gn ≡
N−1∑

k=0

gke
2πik n

N . (3.37)

Fig. 3.10 illustrates the DFT for a given time-domain data. The remaining

work for the application to the intermodulation distortion analysis is to deter-

mine the resolution in frequency-domain. For a system with two-tone excita-

tion, in which fundamental frequencies are denoted by f1 and f2, the resolu-

tion, i.e., the frequency interval,

∆fn =
fn

n
=

1

N∆t
, (3.38)

must be equal to or smaller than a half of the spacing between f1 and f2, ∆f
2

,

in magnitude. For given the central frequency fc = f1+f2

2
= 1

∆tc
, the total
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Figure 3.10: An illustration of discrete Fourier
transformation for a given input time domain
data.

interval T for the time-domain data can be presented by

T = N∆t ≡ Nc∆tc =
Nc

fc

. (3.39)

Where, tc is the notation of time interval for a input signal cycle at frequency

fc and Nc is the total number of cycles in the interval T . Assume that ∆f is

equal to fc

M
, then combine this assumption with equations (3.38) and (3.39).

The requirement for frequency interval becomes

∆fn =
fc

Nc

≤ ∆f

2
=

fc

2M
. (3.40)

So we should perform time-domain simulation for Nc ≥ 2M input excitation

cycles to meet the resolution requirement of intermodulation distortion analy-

sis (i.e. T = Nc∆tc ≥ 2M
fc

). In this work, fc and ∆f is set to be 1.8 GHz and

180 MHz, therefore M = 10. The total time interval of time-domain simula-

tion should be at least 20 input cycles (T ≥ 20
1.8GHz

= 11.11ns). There is an ad-

vanced method, called fast Fourier transform (FFT), and the calculation time
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for transformation can be reduced with this method. The commercial numeri-

cal software METLAB has internal function fft() for FFT algorithm [91].
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3.3.2 Calculation of Intermodulation Distortion Analysis
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Figure 3.11: An illustration of two-tone intermodulation
characteristics for a nonlinear two-port network.

When a two-tone input signal Vin is applied to a nonlinear two-port net-

work and shown as

Vin(t) = Vm sin(ω1t) + Vm sin(ω2t) , (3.41)

where, Vm is the amplitude and ω1 = 2πf1 and ω2 = 2πf2 are the fundamental
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frequencies. The output signal can be represented by the power series,

Vout = a1Vin(t) + a2(Vin(t))2 + a3(Vin(t))3. (3.42)

Fig. 3.11 shows the input and output spectrum characteristic of a nonlinear

two-port network. We mark the third order intermodulation (IM3) products in

this figure. The IM3 products play an important role for the intermodulation
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Figure 3.12: The ideal output amplitudes at fundamental
frequencies and the IM3 products versus the
input amplitudes.

linearity of semiconductor devices. From Eq. (3.41) and Eq. (3.42), we note

the output amplitudes at fundamental frequencies and IM3 products are a1Vm

and 3
4
a3V

3
m. The value of the output third-order intercept point (OIP3) is the
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projection of the cross point of these two extrapolated lines on output axis and

the value of input third-order intercept point (IIP3) is the projection on input

axis. It is an important benchmark to evaluated the linearity of the devices at

frequency modulation [92]-[98]. The value of OIP3 depends on the device ma-

terial and the design of the device structure. In general, the higher OIP3 value

represents the better linearity of the two-tone intermodulation characteristics.

Figure 3.12 shows the theoretical curves of the output amplitudes at funda-

mental frequencies and the IM3 products versus the input power. Derive from

Eq. (3.42), we have the slope of the plotted lines of output amplitudes at fun-

damental frequencies and IM3 products versus Vm equal 1 and 3, respectively.

And the theoretical values of slopes for lines of output power are the same in

log scale.
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3.4 Measurement for Intermodulation Distortion
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Figure 3.13: A setup of on-wafer device testing with
harmonic load-pull system.

The intermodulation distortion measurement in this work is accomplished

by the harmonic load-pull system. The equipment setup for on-wafer testing

is shown in Fig. 3.13. The load-pull measurement is useful for power char-

acterization of the large-signal operated, nonlinear devices [52],[99]-[102].

The load-pull system has two sets of tuners, which are input tuners for the

”source pulling” and output tuners for the ”load pulling”. In order to mea-

sure a device-under-test (DUT) in actual operating conditions. The calibration
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for measuring the available input power at the power source reference plane

and the coupling value of the directional coupler should be done before out-

put power and gain measurement. With considering the dissipative loss of

all tuners (and probes in on-wafer measurement) and reflected power at the

source, one can get the power and gain values at the DUT reference planes.

Once we can get the real power and gain, the DUT will be measured under

different source and load impedance. Based on above measurement data, the

contours for source pull and load pull can be plotted. The source pull contours

are measured and calculated in the same way of the load pull contours. In our

measurement, we choice the max gain matching for source impedance and the

max power matching for load impedance form the contours. After calibrat-

ing and optimum impedance matching, we can perform measurement for the

output power with variant input power. The power of the third order inter-

modulation products (IM3) is detected by the spectrum analyzer as shown in

Fig. 3.13. Finally, ”one” OIP3 value can be calculated by the values of out-

put power at fundamental frequencies and IM3 products. Unfortunately, once

the bias condition is changed, the matching condition should be tuned again

because of the device nonlinearity. There is one more thing that should be

noticed in the measurement, the DUT oscillation. Once the DUT begins to

oscillate, power gain becomes almost meaningless. These oscillation is usu-

ally caused by high level bias and RF input signal excitation with poor source
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matching. For a HBT device with high voltage base bias, the oscillation hap-

pens easily and can bring second breakdown in our experience. The measure-

ment for RF characteristics should be done with carefulness and passion, so

that the measured data could be useful to the research.

3.5 Summary of This Chapter

In this chapter, we stated all numerical algorithms and computation techniques

used in this study. Besides, the measurement procedure was also described

simply in the last section. Here, we summarize this chapter as:

• algorithms for solving the system algebraic equations (DC node equa-

tions).

• large-signal time-domain solution algorithm with WR, MI, and RK meth-

ods.

• algorithm with electrical-thermal feedback,

• GA for parameter extraction and optimization,

• discrete Fourier transform,

• calculation for intermodulation distortion analysis, and

• measurement for intermodulation distortion.
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With utilization of above numerical methods and measurement skill, we can

perform our simulation and compare our results with measured data in the

following chapters.

Additionally, we present the convergent characteristics of the algorithms

mentioned above in Appendix C. These convergence properties can further

illustrate the efficiency of the numerical methods used in this study.



Chapter 4

DC Simulation and Analysis

I
n this chapter, DC simulation results are presented and discussed. For our

proposed simulation algorithm to solve time-domain large signal circuits,

the accuracy of DC simulation is an important fundamental. By solving the

node equations without time dependency, we can get the DC solutions of the

circuit as the initial conditions for the time domain simulation. Therefore, DC

simulation results are discussed in this chapter before others of our work. An

InGaP hetero-junction bipolar transistor (HBT) device with no thermal effect

is simulated and measured in the first section of this chapter. Comparison

between the results of measurement and HSPICE simulation shows the pro-

posed method has a very good accuracy. Next, we demonstrate the simulation

answers for DC I-V curves of an HBT with self-heating effect. In the third

section, we calculate the junction temperatures, collector currents and collec-

tor current density of a multi-finger HBT device. The effects of self-heating

72



73

and thermal coupling among fingers have been considered for those simula-

tion results as shown in this section. Lastly, we summarize the contents of this

chapter.
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4.1 DC Simulation

Notation Value Unit
IS 2.85E-24 A
BF 86.59 -
NF 1.068 -
IKF 0.1815 A
IKR 1.032E-3 A
ISE 2.34E-18 A
NE 1.91 -
BR 1.47 -
NR 1.06 -
ISC 2.142E-14 A
NC 1.954 -
RB 48.13 Ω
RE 1.256 Ω
RC 6.75 Ω

Notation Value Unit
VJE 1.367 V
MJE 0.1188 -
CJEO 130.0E-15 F
XTF 275.6 -
VTF 66.0 V
CJCO 24.27E-15 F
VJC 0.7161 V
MJC 0.266 -
XCJC 0.3428 -
TR 350.0E-12 Sec
TF 2.680E-12 Sec
ITF 419.80E-3 A
FC 0.5 -
M 104 -

Table 4.1: A set of extracted parameters for Gummel-Poon
model used in this study.

An NPN InGaP HBT device is fabricated and measured in this work. The

schematic cross section of this HBT structure is shown in Fig. 4.1 [103].

The epitaxial wafer of this HBT is grown by metal-organic vapor deposition

(MOCVD). The main epitaxial structure consists of:

• an emitter cap for ohmic contact, including: an In0.6Ga0.4As layer (500-

Å, n+ > 1019 cm−3), a gradient layer from In0.6Ga0.4As to GaAs (500-

Å, n+ > 1019 cm−3), and a GaAs layer (1200-Å, n+ = 4× 1018 cm−3),

• an In0.49Ga0.51P (400-Å) emitter with silicon-dopant (3 × 1017 cm−3),
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• a GaAs (1200-Å) base with carbon-dopant (4 × 1019 cm−3),

• a GaAs (1-µm) collector with silicon-dopant (3 × 1016 cm−3), and

• a GaAs (5500-Å) sub-collector with silicon-dopant (5 × 1018 cm−3).

Emitter Cap (n
+
-GaAs)


Base (p
+
-GaAs)


Emitter (n
-InGaAs)


Sub-Collector (n
-GaAs)


Collector Contact
 Collector Contact


Base Contact
Base Contact


Emitter Contact


Collector (n
-
-GaAs)


Emitter (n-InGaAs)


Figure 4.1: A cross section view of an InGaP HBT.

We simulate this HBT as a one-finger device without the consideration for

any thermal effects. Figure 4.2 shows the simulation circuit of IC−VBE and

IB−VBE curves. Where, IC, IB, and VBE represent the collector current, base

current, and base-emitter voltage, respectively. The value of parameters used

for the simulated device are listed in Table 4.1.
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Figure 4.2: The used circuit in the simulation of IC−VBE and
IB−VBE curves.
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Figure 4.3: Comparison of Gummel plot between the
simulated results of HSPICE and our proposed
method with the same device parameters.
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Here, we should note that the multiplier factor M is set to be 104. Which

means we treat 104 fingers as 104 identical isolated one-finger devices; and

their homologous terminals are shunted together in this simulation case.

V
CE


EX


CX


HBT

BX


I
B


I
C


Figure 4.4: The used circuit in the simulation and
measurement of IC−VCE DC curves.

As shown in Fig. 4.3, which is named Gummel Plot, the comparison has

been done between simulated results by feeding the benchmark parameters

and biases into our and HSPICE simulator. Both of them have consistency in

the DC conditions.

In the following, Fig. 4.4 shows the circuit for the family curves of this

HBT. VCE denotes the collector-emitter voltage. The calculated results by our

simulator as shown in Fig. 4.5 are quite in agreement with the measurement

data under different input base current, IB.
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In the simulation for a one-finger NPN HBT device, the results of our sim-

ulator can stand comparison with those of HSPICE simulator. With a proper

set of parameters, our results can also meet the DC measurement data well.

From above reasons, our DC simulation will provide accurate initial condi-

tions for solving time-domain circuits.
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0.000
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Line: Simulation
Symbol: Measurement IB = 0.03 mA
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Figure 4.5: Comparison between our simulated results and
measured results for IC−VCE curves of the InGaP
HBT.
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4.2 Self-Heating Effect

V
CC


HBT


CX


I
C


EX


BX


I
B


T
J

P
D


I
IN


Figure 4.6: An equivalent circuit including thermal network
of an HBT for DC simulation.

By introducing equations (2.20)-(2.27), the self-heating effect for an NPN

HBT can be simulated by the developed solver. These equations are also

formed in the HSPICE .ps file in order to compare with our solver. It is

unlike our solver that we need manually force the HSPICE to do the global

iteration loop among thermal and electrical equations for 20 times in this case

(see also Fig. C.6). The circuit for DC simulation with thermal network are

shown in Fig. 4.6. For the one-finger device, Eq. (2.26) is expressed as

TJ = TN{1 − (BB − 1)

TN
[PD · RTH ]} −1

BB−1 . (4.1)

The parameters used for the simulation in this section are written in Table 4.2.
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Those parameters for time-domain and thermal simulation are also included

in this table.

Notation Value Unit
IS 2.85E-24 A
BF 86.59 -
NF 1.068 -
IKF 0.1815 A
IKR 1.032E-3 A
ISE 2.34E-18 A
NE 1.91 -
BR 1.47 -
NR 1.06 -
ISC 2.142E-14 A
NC 1.954 -
RB 56.88 Ω
RE 10.256 Ω
RC 6.75 Ω
CJEO 130.0E-15 Ω
MJE 0.1188 -

Notation Value Unit
VJE 1.367 V
ITF 419.80E-3 A
TF 2.680E-12 Sec
XTF 275.6 -
VTF 66.0 V
CJCO 24.27E-15 F
VJC 0.7161 V
MJC 0.266 -
XCJC 0.3428 -
TR 350.0E-12 Sec
FC 0.5 -
Ea 5.405E-4 eV/K
Eb 204 K
BB 1.22 -
XTI 3.0 -
XTB -2.0 -

Table 4.2: A set of extracted parameters for the GP electrical
and thermal models.

In Eq. (4.1), RTH is equal to 1834.20 ◦C/W for an HBT with 2.8×12 µm2

emitter area size. We also set the multiplier factor M to 3, which means there

are three identical thermal isolated HBTs parallel connected in the simulation.

Additionally, the thermal coupling among HBTs is not taken into considera-

tion in this section.

The result of DC simulation is shown in Fig. 4.7. The data of our solver
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Figure 4.7: Comparison between our and HSPICE’s
simulated results for common-emitter IC−VCC

characteristics of the HBT with self-heating
effect.

has great agreement with the data calculated by HSPICE solver. The collector

current IC decreases gradually as collector-emitter voltage VCC increases. This

situation results a negative differential resistance (NDR) region in common-

emitter I-V characteristic and becomes negative feedback as IIN increases.

This degradation of IC is caused by the increase of back injection current,

because of the energy barrier lowing at high junction temperature. The NDR

region happens only if the input bias is current source. It causes degradation,

which is reversible as input current decreases again. On the other hand, when
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Figure 4.8: The IC−VCC characteristics with voltage source
VIN.

the voltage source VIN is being substituted for IIN in Fig. 4.6, the I-V charac-

teristic becomes different as shown in Fig. 4.8. Contrary to curves with input

current source, there is no NDR region in Fig. 4.8. The extreme high collec-

tor current happens at high base-emitter input voltage. With high voltage and

current operation, the device will encounter second breakdown and be irre-

versibly damaged. In the operation of common-emitter, even for the HBTs,

one should carefully control the voltage input source to prevent the device

from the second breakdown.
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4.3 Thermal Effects of Multi-Finger Device

A multi-finger HBT can be viewed several sub-HBTs connected in parallel,

with their respective collector, emitter and base leads connected together. The

DC equivalent circuit with thermal network of an n-finger HBT can be drawn

as Fig. 4.9. It is possible for all identical n fingers to have different bias
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Figure 4.9: An equivalent circuit including thermal networks
of an n-finger HBT with constant current bias.

condition, due to the significance of the coupled electrical-thermal feedback.

Therefore, this will influence the DC and RF characteristics of each finger

and the whole multi-finger transistor, in particular for devices under high cur-

rent or high power operation. With electrical-thermal iteration been discussed



4.3 : Thermal Effects of Multi-Finger Device 84

in section 3.1.4, our approach can explore the collapse phenomenon of the

multi-finger HBT under high voltage and current bias. To clearly examine the

nonlinearity, we perform the simulation for a three-finger HBT, i.e. n = 3.

Without loss of generality, each finger is theoretically assumed identical. The

model parameters of each finger for both the electrical and thermal models are

shown in Table 4.2. Besides, the multiplier factor M of each distinct finger is

set to be 1.0.

Finger 1, Finger 2 and Finger 3 of this three-finger HBT are represented by

M1, M2 and M3, respectively. ICC and IIN denote the total collector current

of the device and DC base input current in Fig. 4.9. The behavior of those

two side fingers, Finger 1 and Finger 3, are the same for the identical fin-

ger assumption. According to the case of three-finger transistor, the junction

temperature of outside finger, TJ1 and central finger, TJ2 can be derive from

equations (2.26) and (2.27) and is shown as follows:

TJ1 = TJ3 = TN{1−
(BB − 1)

TN
[PD1·(RTH0+RTC2)+PD2·RTC1]}

−1
BB−1 , (4.2)

and

TJ2 = TN{1 − (BB − 1)

TN

[PD1 · (2 · RTC1) + PD2 · RTH0]}
−1

BB−1 . (4.3)

In above equations, RTH0 = RT11 = RT22 = RT33, RTC1 = RT12 = RT21,

and , see also Eq. (2.27). The emitter area of each finger is equal to 2.8 × 12

µm2 and the substrate thickness is 100 µm. There is the same spacing between

Finger 1 and Finger 2, and between Finger 2 and Finger 3, which is 14.4 µm.
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Therefore, the theoretical values of RTH0, RTC1 and RTC2 are 1834.20, 487.04

and 101.43 ◦C/W, respectively [52, 65, 66, 67, 72]. Furthermore, TN is set

to be ambient temperature, 300 K and the energy band gap of GaAs at this

temperature, Eg(TN), equals 1.424 eV.
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Figure 4.10: The common-emitter I-V characteristics: (a) ICC

versus VCC (b) and IC1 and IC2 versus VCC of the
three-finger HBT with thermal effects being
considered.



4.3 : Thermal Effects of Multi-Finger Device 87

The simulated common-emitter I-V curves for this three-finger HBT is

demonstrated in Fig. 4.10. Each line in Fig. 4.10 (a) represents the total collec-

tor current under the bias of a constant input current, IIN. As collector-emitter

voltage VCC is less than 4.0 V, the NDR region could also be observed in the

low and moderate bias region. When VCC increases even more (> 4.0 V), an

abrupt lowering of ICC occurs. The dots in Fig. 4.10 mark the break points be-

tween the collapse (abrupt lowing) and NDR region. These marks collectively

form the collapse loci. The collector currents of Finger 1 (IC1) and Finger 2

(IC2) are plotted as black and red lines in Fig. 4.10 (b) to explain the collapse in

detail. IC1 and IC2 with the same IIN are denoted by lines with the same styles,

and they begin to split when collector-emitter voltage VCC increases. As VCC

raises, the central finger (Finger 2) becomes slightly warmer than the others,

then its base-emitter junction turn-on voltage becomes slightly lower (see also

Fig. 4.11 and Fig. 4.12). Consequently, Finger 2 conducts more current for

a given fixed base input current. This increased collector current,in turn, in-

crease the power dissipation in the junction. From Eq. (4.3), the increased

dissipated power raises the junction temperature even further. Collapse oc-

curs when the junction temperature at Finger 2, TJ2, becomes much higher

than those at the side fingers. So that the feedback action of increased col-

lector current with junction temperature quickly leads to a situation that just

the central finger conducts the almost entire current of this device. Though

IC2 raises, the whole device drains less current for the current degradation of

side fingers. Since the transition from near even current conduction to one
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finger domination occurs suddenly, an dramatic current gain lowering due to

the lowered emitter injection efficiency at high temperatures can be observed.

Conclusively, the fundamental reason of both NDR and collapse is the current

gain drop with increasing temperature.
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Figure 4.11: TJ1 with respect to VCC and IIN.

Furthermore, the changes of junction temperature is shown in Fig. 4.11

and Fig. 4.12. In the comparison between TJ1 and TJ2, we can observe the

concentrated heat at the central finger, which induces the current gain collapse.
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Figure 4.12: TJ2 with respect to VCC and IIN.

In NDR region, all fingers shares relatively even amount of current and the

junction temperatures increase gradually with VCC. In contrast, as the device

power is almost dissipated in Finger 2 and TJ2 surges rapidly in the collapse

region, the current gain suddenly plummets.
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4.4 Summary of This Chapter

We presented the DC simulation and the comparison between our simulated

outcome and HSPICE’s results in this chapter. The contents of this chapters

are written as:

• our DC simulation results for an HBT, which is compared with mea-

sured data and results of HSPICE solver,

• the simulated results with the consideration of self-heating effect, and

• the DC simulation for an multi-finger HBT with self-heating and ther-

mal coupling effects.

The DC results are the initial condition of the time-domain simulation dis-

cussed in next chapter. With accurate initial value, our solver can deliver stable

and reliable solution for large-signal time-domain circuit problem.



Chapter 5

Time Domain Simulation and

Frequency Domain Analysis

W
e focus on the time-domain circuit simulation in this work. With

the algorithms discussed in Chapter 3, the coupled nonlinear ODEs

of the simulated circuits are solved in time-domain without any approxima-

tion. Thus, the accuracy of the time-domain analysis with this this method

is guaranteed. Based on the efficiency of this method, we significantly re-

duce the consumed simulation time for intermodulation distortion analysis,

which is a major weakness in the most of time-domain methods. The other

improvement is the prevention of error propagation. As the simulated time

steps increase, the max norm error become larger for the traditional Newton’s

iterative (NI) related methods. With the robustness of MI method, our method
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can keep its accuracy after tremendous time steps. We demonstrate the simu-

lated results in time-domain of both our method and HSPICE simulator in this

chapter. The HSPICE is a well-known NI-based numerical solver. Compared

with HSPICE, our method shows its capability to simulate the intermodula-

tion distortion. In additional, the spectrums after FFT are also be shown in this

chapter. These frequency-domain results illustrates the difference between our

method and HSPICE simulator more clearly.
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5.1 Non-Thermal-Effect Simulation

The results of time-domain simulation for the circuit plotted in Fig. 2.2 is

demonstrated in this section. The function of input excitation is written as

Eq. (2.41). Fig. 5.1 is the result simulated by our proposed method.
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Figure 5.1: The time-variant VOUT, which is simulated by our
numerical solver.

Where Vm, VIN and VCC are equal to 0.05, 1.402, and 3.6 V, respectively.

The fundamental frequencies f1 and f2 are set to be 1.71 and 1.89 GHz. In the

meanwhile, the result of HSPICE simulator with the same simulation condi-

tions is shown in Fig. 5.2. We note that the setting of .OPTIONS ACCURATE



5.1 : Non-Thermal-Effect Simulation 94

Time (sec)

0.0 2.0e-9 4.0e-9 6.0e-9 8.0e-9 1.0e-8 1.2e-8 1.4e-8

V
O

U
T

 (V
)

3.534

3.536

3.538

3.540

3.542

3.544

Figure 5.2: The time-variant VOUT, which is simulated by
HSPICE solver.

for HSPICE is selected in the performed simulations. The even time step size

for output time-domain data is set to be 5 × 10−13 sec. The evenly separated

time step is used for the need to do FFT. The real step sizes during the pro-

cess of time-domain simulation are adaptive for the required TOL (see also

Sec. 3.1.2) in both our method and HSPICE.

In Fig. 5.1 and Fig. 5.2, over 25 periods, which is counted by the central

frequency fc = 1.8 GHz, are directly calculated in time-domain with the two-

tone excitation. Contrary to the HSPICE’s result, which initially has some
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Figure 5.3: The plot for the output power spectrum ,which
bases on the FFT results of Fig. 5.1.

unstable outputs, our simulator presents its robustness in large-signal time-

domain transient analysis. The initial unstable cycles, as shown in Fig. 5.2,

is called the start-up sequence. For the resolution in the frequency domain as

discussed in Sec. 3.3, we need time-domain data for 20 cycles, in other words,

time window equals 11.11 ns. To prevent including the behavior of the start-

up sequence, the first 5 cycles in Fig. 5.2 has been removed in the calculation

of FFT. In particular, we counted the 6-25 cycles of the data both in Fig. 5.1

and Fig. 5.2. The corresponding spectra of Fig. 5.1 and Fig. 5.2 is shown in

Fig. 5.3 and Fig. 5.4, respectively.
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Figure 5.4: The plot for the output power spectrum ,which
bases on the FFT results of Fig. 5.2.

In the spectrum of our simulated data, the peaks at the fundamental fre-

quencies, IM3 product at 2f1 − f2 and 2f2 − f1, and the higher order products

can be identified clearly in the same time. In contrast, only the peak at fun-

damental frequencies can be found in Fig. 5.4. Through FFT, the error of

numerical method in time domain causes the noise-like signal in frequency

domain. In this work, the noise level for our result is about 10−7 W and for

HSPICE’s result is between 10−4 and 10−5 W. Our methodology demonstrate

its superiority in this simulation case.
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As shown in Fig. 5.5(a)-(c) and Fig. 5.6(a)-(c), to clarify the time-domain

results calculated with our approach and HSPICE in detail, we have perform

more computational investigation. Here, we reset the input amplitude Vm to

be 0.005 V. The time windows of sub-figures (a), (b) and (c) are 0 ns−122 ns,

90 ns − 110 ns, and 107 ns − 110 ns. It is found that, in Fig. 5.5(a), the re-

sult also has start-up sequence, which is not obviously observed in Fig. 5.5(a).

Comparing the two sub-figures (c), for HSPICE’s outputs, the stair-like curve

is calculated till 100 ns outputted. This result is because the NI-related method

converges quadratically in a sufficiently small neighborhood of the exact solu-

tion. In contrast, the result of our solver can still maintain smooth sinusoidal

waveform as shown in Fig. 5.5(c). In our experience, the erroneous results oc-

cur in HSPICE simulation especially for nonlinear devices with time-variant

voltage sources.
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Figure 5.5: Zoom-in plots investigation for VOUT simulated
by the developed solver.
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Figure 5.6: Zoom-in plots investigation for VOUT simulated
by HSPICE.
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5.2 Results with Self-Heating Effect

We introduce the self-heating effect into the time-domain simulation. Since

the thermal effect will change the bias condition, it can influence the time-

domain behavior, too. By the algorithm proposed in section 3.1.4, the circuit

as plotted in Fig. 2.3 is simulated. The parameters are listed in Table 4.2 and

the thermal resistance RTH equals 1834.20 ◦C/W. Besides, the multiplier fac-

tor M is set to be 3. The DC biases exercised in this section are IIN = 1.0 mA

and VCC = 6.5 V. Here, the input excitation is a two-tone power source as

written in Eq. (2.42). At base of the HBT, the node equation (2.35) becomes

different for the voltage of this node becomes an new unknown. The utiliza-

tion of power source in this simulation is because of the clearly identification

for input power level without additional calculation. The given input power is

−22 dBm per tone and the time-domain simulation is continued till 68.33 ns

(123 cycles at 1.8 GHz). In contrast with our simulated result in Fig. 5.7(a)-

(c), the output of HSPICE simulator is demonstrated in Fig. 5.8(a)-(c).
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Figure 5.7: Zoom-in plots investigation for IC simulated by
the developed solver.
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Figure 5.8: Zoom-in plots investigation of IC simulated by
HSPICE.
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On the one hand, the result of our method is still stable and smooth. The

usage of power source dose not affect the calculation of our developed solver.

On the other hand, the result of HSPICE, especially in Fig. 5.8(c), becomes

much smooth than the result shown in Fig. 5.6(c). It is because that we utilize
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Figure 5.9: Spectrum of POUT simulated by our solver
including the self-heating effect.

time-variant current source in the HSPICE simulation and the current source is

equalized in power magnitude to the power source used in our simulator. The

transient analysis of HSPICE solver can handle the nonlinear circuits with

current source better than those with voltage source. But, the unstable start-up
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sequence caused by numerical method is still be found in Fig. 5.6(a). Further-

more, although the result seems become better in Fig. 5.6, there is still some

degradation in sub-figure (c). If we transfer the outputs to frequency domain,

the unapparent inaccuracy leads an erroneous FFT outcome. In the compari-
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Figure 5.10: Spectrum of POUT simulated by HSPICE solver
including the self-heating effect.

son between Fig. 5.9 and Fig. 5.10, the noise level of our result and HSPICE’s

are about 10−12 W and 10−9 W. So that the IM3 products can only be recog-

nized from Fig. 5.9, which is the data for the OIP3 value calculation. In order

to investigate the heating effect, we perform the simulation for the circuit in

Fig. 2.3 again, but ignore the corresponding thermal network. In other words,
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Figure 5.11: Spectrum of POUT simulated by our solver
without the self-heating effect.

all the settings are the same except the RTH , which is set to be zero in this cal-

culation. Figure 5.11 shows the FFT outcome of the time-domain data. The

result is quite similar to Fig. 5.9. But, without thermal effect, the performance

of this device is over estimated. The output power at 1.71 and 1.89 Ghz are

both 1.1663 dBm. In contrast, the result with consideration of self-heating

are −1.0232 and −1.0233 dBm at 1.71 and 1.89 Ghz, respectively. The self-

heating effect degrades not only the output power but also the linearity. The

OIP3 value is reduced from 28.5148 dBm to 26.2577 dBm.
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5.3 Summary of This Chapter

Comparison between our solver and HSPICE in solving time-domain circuit

problem shows the advantages of the proposed numerical algorithms. With the

MI method, our solver can prevent error propagation even after tremendous

time-step estimations. In this chapter we demonstrated:

• the time-domain simulated results of both our and HSPICE simulator,

• the frequency-domain data after FFT with respect to previous time-

domain results, and

• the time- and frequency-domain outcomes including the consideration

of self-heating effect.

From the simulation and comparison described above, we execute further anal-

yses, for example, the distortion analysis in the following chapter.



Chapter 6

Intermodulation Distortion and

Power Characteristics

B
y the discrete Fourier transform, the information in frequency domain

is extracted from our time-domain calculated data. These discrete in-

tensity or power at sampled frequencies can be converted to useful engineer

data by proper calculation. In the section 3.3, the intermodulation distortion

analysis is briefly described. For narrow band communication, in order to pre-

vent channels from cross talk, the two-tone intermodulation nonlinearity is an

important benchmark to verify the quality of the devices. In fact, all practical

devices and systems are either strongly or weakly nonlinear. With a limited

range of bias and operating frequencies, some lumped elements can be treated

as linear components and the circuit can be divided into linear and nonlinear

parts. The developed simulation kernel has its superiority on solving strongly
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nonlinear circuit. This advantage had been demonstrated in previous chapters.

By utilization of this kernel, we can perform correct intermodulation distor-

tion and power analysis. In this chapter, the estimation of OIP3 values for an

HBT without thermal effects is described first. Then, the characterization of

an HBT with the self-heating effect and the multi-finger devices with thermal

coupling effect are discussed sequentially in the next sections. After all, a

brief summary of this chapter is given.
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6.1 Characteristics without Thermal Effects
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Figure 6.1: Output power, simulated by our solver, at the
fundamental frequencies (black-filled symbol)
and the IM3 products (white-filled symbol)
versus input power.

As the illustration in Fig. 3.11, the third order intermodulation (IM3) prod-

ucts at 2f1−f2 and 2f2−f1 are denoted as LO-IM3 and HI-IM3, respectively.

In our simulation, f1 and f2 are set to be 1.71 and 1.89 GHz. Therefore, the

frequencies of LO-IM3 and HI-IM3 become 1.53 and 2.04 GHz. The plots

of extracted output powers at the fundamental frequencies and IM3 products

versus input powers are demonstrated in Fig. 6.1 and Fig. 6.2. The slopes of



6.1 : Characteristics without Thermal Effects 110

our calculated data in dBm scale are 0.99726 and 3.00606. These values are

almost identical to the theoretical values (1 and 3) discussed in section 3.3.

From the cross-point of the extrapolated lines, we can get the value of output

third-order intercept point (OIP3), which equals 36.9 dBm. We noted that the

HI-IM3 and LO-IM3 are close enough and, hence, they have almost the same

OIP3 values. Unfortunately, as shown in Fig. 6.2, the slopes of the funda-

mental frequencies and IM3 products from the simulated time-domain data by

HSPICE solver are equal to 0.99964 and −0.28781, respectively. It leads to a
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Figure 6.2: Output power, simulated by HSPICE solver, at
the fundamental frequencies (black-filled
symbol) and the IM3 products (white-filled
symbol) versus input power.
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nonpredictable OIP3 value and is caused by the errors of numerical method in

time-domain.

For an input power, we can also estimate the OIP3 value with output spec-

trum. If the slopes of the fundamental frequencies and IM3 products are 1.0

and 3.0, the OIP3 values is directly given by

OIP3 Value = PFF
O +

1

2
(PFF

O − PIM3
O ), (6.1)

where PFF
O and PIM3

O represent the output powers of the fundamental frequen-

cies and IM3 products, respectively. Fig. 6.3 shows the OIP3 values with

respect to different frequency spacing (∆f = f1 − f2) between fundamental

frequencies. The OIP3 values of HI-IM3 and LO-IM3 are denoted by HI-

OIP3 and LO-OIP3. Besides, the central frequency fc of each OIP3 calcula-

tion is identical and equals to 1.8 GHz. As shown in Fig. 6.3, there are only

slight deviations of OIP3 values as ∆f increases. Variation of ∆f from 360 to

20 MHz produces |36.5294−36.5014| = 0.0180 dBm difference in LO-OIP3.

In addition, the difference between LO-OIP3 and HI-OIP3 are 0.0719 and

0.0034782 dBm when ∆f varies from 360 to 20 MHz. With this observation,

our approach enables us to efficiently calculate the two-tone intermodulation

distortion with a larger ∆f . On the one hand, for ∆f = 20 MHz, we have

to preform the computation with over 180 cycles for good FFT resolution in

frequency domain (see also Sec. 3.3). On the other hand, for ∆f = 360 MHz,

there are only ten cycles required. From our numerical experience, we would

like to point out that our method can compute the simulation condition with a
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Figure 6.3: A deviation plot of OIP3 value versus frequency
spacing ∆f .

narrow tone spacing of 10 MHz. In our practical implementation, this method

provides a more efficient computing alternative and may overcome one of the

weakness of the conventional time-domain approaches, such as the enormous

requirement of computational resources.



6.1 : Characteristics without Thermal Effects 113

JC (kA/cm^2)

0 2 4 6 8 10 12 14

O
IP

3 
va

lu
e 

(d
B

m
)

25

30

35

40

LO-OIP3 (our result)
HI-OIP3 (our result)
Measured OIP3

Figure 6.4: Plots of OIP3 value versus JC, where symbols are
measured data and lines are simulated results of
our proposed method.

By utilization of on-wafer device testing with harmonic load-pull system

mentioned in Sec. 3.4, we compare the results of simulation with the data

from measurement. Fig. 6.4 shows the OIP3 values versus collector current

density JC. Here, we note that unit of JC is kA
cm2 . Our results of HI-OIP3

(dotted line) and LO-OIP3 (solid line) are almost coincident in the scale of this

figure. Comparing with the the measured data (square symbols), our results

indicate their accuracy for different bias conditions. Fig. 6.5 plots the results
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Figure 6.5: Plots of OIP3 value versus JC, where symbols are
measured data and lines are simulated results of
harmonic balance method.

of Agilent Advanced Design System (ADS), which is a well-known harmonic

balance based RF circuit solver [40]-[63], and measured data. We can also

observe a quite fitting results between simulation and measurement. But, there

is over a 1 dBm difference between the values of HI-OIP3 and LO-OIP3.

Our measurement is performed on an HBT device with 2.8 × 12 µm2 emitter

area size × 104 fingers. In this case, we simply set the multiplier factor M

(see also Sec. 2.1) to be 104 in both the our simulator and ADS. The 104

fingers are assumed to be 104 parallel connected one-finger devices. In our
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simulation with ADS, we find that the differences between HI-OIP3s and LO-

OIP3s always exits and it is difficult to let the measured data, simulated HI-

OIP3 and LO-OIP3 fit well at the same time. We should note that, for the

curve fitting in Fig. 6.4 and Fig. 6.5, the parameters of device are adjusted to

different values when utilize different simulators.
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6.2 Characteristics with Self-Heating Effect
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Figure 6.6: A plot of OIP3 values versus IIN, which
demonstrates the difference between results with
and without the self-heating effect.

Inheriting the frequency-domain results from simulations mentioned in

Sec. 5.2, we further calculate the data to analyze intermodulation distortion.

The OIP3 values simulated with self-heating and without self-heating effect

is plotted in Fig. 6.6. Here, we use LO-OIP3 to stand for OIP3 value in the

diagram. The collector bias voltage VCC is set to be 3.8 V and input power

is −22 dBm per tone. The OIP3 value raises with the increasing of IIN in the

low and medium current bias region. But, with high level current injection, the
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heat, which generated by power dissipation, degrades the two-tone linearity of

this device. Only the simulation with thermal effect consideration can model

the nonlinear phenomenon under high current bias. Without thermal-electrical

feedback algorithm described in Sec. 3.1.4, the linearity performance will be

over rated as shown in Fig. 6.6.

In addition, we simulated the device two-tone nonlinearity under various
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Figure 6.7: Simulated LO-OIP3 values for an HBT under
different IIN and VCC biases.
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Figure 6.8: Simulated HI-OIP3 values for an HBT under
different IIN and VCC biases.

base input current IIN and collector bias voltage VCC. The three dimensional

diagram of LO-OIP3 and HI-OIP3 are as shown in Fig. 6.7 and Fig. 6.8,

respectively. Both IIN and VCC influence the two-tone characteristic. When

VCC is at relatively low level, the OIP3 value varies rapidly under different IIN

injection.
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Figure 6.9: A plot of OIP3 values versus IIN, where VCC is set
to be 0.8 V.

The detail is presented in Fig. 6.9, where VCC equals 0.8 V. At this col-

lector bias, the device is just in between the active and saturation region so

that the device shows strongly nonlinear characteristic. In contrast, we ex-

tract OIP3 value variation at high collector voltage operation from Fig. 6.7

and Fig. 6.8. As the phenomenon seen in Fig. 6.6, the two-tone linearity is

degraded by heat. The LO-OIP3 and HI-OIP3 begins to separate at higher

voltage bias and current injection. In Fig. 6.10, here VCC = 6.4 V, the differ-

ence between LO-OIP3 and HI-OIP3 is over 0.3 dBm at IIN = 1.0 mA. This
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Figure 6.10: A plot of OIP3 values versus IIN, where VCC is
set to be 6.4 V.

is also one kind of heat-caused nonlinear characteristic.
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Figure 6.11: Plots of output power, PAE, and power gain
versus Pin, respectively.

In this section, we demonstrate some single-tone and two-tone character-

istics, which extracted from the time-domain simulation of a three-finger HBT

device. For the finger of this device, not only self-heating effect of itself has

been considered, but also the heat coupling from other fingers is counted. The

related algorithm is discussed in Sec. 3.1.4. We note that the parameters of this

device is listed in Table 4.2, and the theoretical values of thermal resistances

RTH0, RTC1 and RTC2 are 1834.20, 487.04 and 101.43 ◦C/W, respectively.
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As the input excitation is a single-tone signal at 1.8 GHz, Fig. 6.11 shows

the output power (POUT), power-added efficiency (PAE), and power gain for

different values of input power (Pin). The definition of PAE is written as:

PAE ≡ Output Power − Input Power
DC Dissipated Power

≈ POUT − Pin

IC,DC · VCC
. (6.2)

The bias condition of this single-tone simulation is with VCC = 3.6 V and

Pin (dBm)
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Figure 6.12: Plots of PAE for Finger 1 and 2 versus Pin.

IIN = 0.6 mA. In this simulation, we have taken the heating effect of input

RF power into consideration by adjusting average power for junction temper-

ature iteratively. It is found that, shown in Fig. 6.11, the power gain and PAE
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degrade as Pin increases. With the curve of power gain, we can find the input

power where the power gain decrease for 1-dB in magnitude. This input power

is called 1-dB compression point (P1dB) and it equals −2.45 dBm in this case.

The thermal coupling effect among fingers also influenced the performance of

the three-finger device. As shown in Fig. 6.12, the PAE of the central finger

(Finger 2) is lower and degrades when Pin > −3 dBm. In the meanwhile, the

PAE of side finger (Finger 1) still raises as Pin increases. This phenomenon

illustrates that the performance degradation of the whole transistor is mainly

caused by the hotter central finger.
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Figure 6.13: Plots of the collector current density (JCC)
versus the input bias current (IIN) for the cases
A, B, C, and D.

For two-tone intermodulation simulation, we perform four testing cases

in this section. Each case uses the same model parameters (as shown in Ta-

ble 4.2), VCC bias (3.6 V) and a two-tone excitation input. The input power

of each tone is −10 dBm and the frequencies of this two-tone signal are 1.71

and 1.89 GHz, respectively. In the case A, we ignore all thermal effects, in

other words, RTH0 = RTC1 = RTC2 = 0 ◦C/W. Only the self-heating

effect is included in the case B, which means RTC1 = RTC2 = 0 ◦C/W and

RTH0 = 1834.20 ◦C/W. For the case C, we consider both the self-heating and
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Figure 6.14: Plots of the junction temperature (TJ) versus IIN

for the cases B, C, and D.

thermal coupling effects, and the values of thermal resistances RTH0, RTC1

and RTC2 are 1834.20, 487.04 and 101.43 ◦C/W, respectively. Finally, the

case D has the same conditions as the case C, besides the consideration for

heating effect of input RF signal. To incorporate the heating from the input

signal for the case D, the averaged additional power is iteratively calculated

with Eq. (4.2) and Eq. (4.3) until the junction temperature TJ converged.

The collector current density (JCC) and junction temperature (TJ) of each

finger in all cases are shown in Fig. 6.13 and Fig. 6.14, respectively. In the

case A, TJ keeps a constant value (300 K) and JCC rises almost linearly as IIN
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increases since the thermal effects are ignored. It is found that, in the case

B, there are suddenly jump for JCC and TJ when IIN > 0.9 mA. Furthermore,

both JCC and TJ of Finger 2 are higher than those of Finger 1 in the cases C

and D. Because of the consideration for additional heating from the RF input

signal, TJ in the case D is higher than that in the case C, and JCC in the case D

is contrastively lower.
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Figure 6.15: A comparison of OIP3 values under different
biases IIN between the cases A and B.

Figure 6.15 shows the plots of OIP3 values versus IIN for the testing cases

A and B. OIP3 values of the case A are higher than those of the case B for

the neglect of thermal effects in the case A. As IIN > 0.9 mA, the OIP3 value
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Figure 6.16: A comparison of OIP3 values of the whole
device under different biases IIN between the
cases C and D.

begins to drop, and JCC and TJ rise abruptly in the meantime, as shown in

Fig. 6.13 and Fig. 6.14. The self-heating effect downgrades the two-tone lin-

earity of HBT in the case B. We take the thermal coupling effect among fingers

into account in the cases C and D. It is found that, as shown in Fig. 6.16, OIP3

value of the whole device varies smoothly with IIN. Because there are two

cold fingers (Fingers 1 and 3) in the cases C and D, the abrupt degradation

for linearity in the case B can be prevented. In comparison between the cases

C and D, OIP3 values in the case D are slightly lower than those in the case

C for additional heating induced by the input RF signal. Furthermore, we
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Figure 6.17: Plots of the input third-order intercept point
(IIP3) values versus IIN of the case C and D.

demonstrate the input third-order intercept point (IIP3) values for each finger

in Fig. 6.17. It is reasonable that the colder finger (Finger 1) has better lin-

earity. In comparison with the case C, the difference in linearity performance

between fingers for the case D is enlarged by the additional heating. This ex-

pansion of difference among fingers lowers the OIP3 values of whole device

as shown in Fig. 6.16.
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6.4 Summary of This Chapter

We demonstrated several two-tone intermodulation and power characteristics

of HBTs in this chapter. From the comparison of OIP3 values between our

time-domain and ADS harmonic balance solver, our developed kernel shows

its capability to solve the steady-state circuit problem, which is not suitable

for traditional time-domain circuit solver. Besides, as we introduce the ther-

mal effects into the circuit simulation, the influence of device heating both on

power and linearity performance has been simulated by our simulator. The

itemized list of the contents in this chapter is shown as:

• the comparison between our and HSPICE time-domain solver in solving

OIP3 values,

• the two-tone intermodulation distortion analysis computed by both our

and ADS solver,

• the intermodulation distortion characteristic of an HBT as the self-heating

been counted, and

• power and two-tone linearity characteristics of an multi-finger HBT

with the consideration of thermal coupling effect.



Chapter 7

Summary and Suggestions

T
o solve the nonlinear circuits, which include active semiconductor de-

vices, a time-domain solution technique based on the WR, MI, and

RK methods has been successfully developed in this dissertation. With the MI

technique, we have numerically demonstrated each decoupled circuit ODE

converges monotonically in Chapter 3 and Appendix C. Compared with com-

mercial simulators, such as HSPICE and ADS, our solution method has been

presented to show its accuracy and efficiency when evaluated against the mea-

surement data. The proposed method here is not only an alternative computa-

tional technique for the time-domain solution of circuit ODEs, but also can be

generalized for high frequency circuit simulation including more and variant

kinds of semiconductor transistors.

In this chapter, we briefly summarize the essentials of our work first. Then,

in the last section, some suggestions are proposed to further improve our study

130
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and give the goals of future work.

7.1 Summary

We have stated the following key points in this dissertation:

• Chapter 1: the overview of this dissertation,

• Chapter 2: the mathematical models, which include the GP model

equations for an HBT and the nodal equations of the

tested circuits,

• Chapter 3: computational techniques, characterization methodology

and measurement procedure,

• Chapter 4: DC simulation and analysis of the HBTs,

• Chapter 5: the results of time-domain simulation and frequency do-

main analysis, and

• Chapter 6: the discussion of the intermodulation distortion and power

characteristics.

In addition, we also present the appendices to complete the related issues

of this dissertation.

• Appendix A: the equations of the MOSFET EKV model,

• Appendix B: the related EKV model simulation results,and

• Appendix C: the convergence properties of our developed numerical

methods.
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The major contribution of this work is the development of the transient

analysis solver for high-frequency nonlinear circuit problems. The CAD pro-

totype based on MI and Runge-Kutta methods has been applied to solving dif-

ferent kinds of semiconductor compact models. The simulation results shows

the advantages of the developed solver in comparison between HSPICE, es-

pecially for the nonlinear circuits. We should emphasize that the proposed

method only works when the KCL is valid. In other words, the limitation of

the developed method is the operation frequency. Once the wave length of sig-

nal competes with the device size, the electromagnetic effects should be took

into consideration. Otherwise, the results of simulation becomes physically

meaningless.

7.2 Suggestions for Further Work

On the basis of the developed numerical solution techniques,the following

suggestions are given for the future work:

1. automatically generate the circuit nodal equations with modified

nodal analysis in the net list formation, such as .ps file of SPICE,

2. in the MI algorithm, utilize vector and matrix forms for unknown

variables and linear/weak-nonlinear circuit elements,

3. accelerate the numerical solution methods by parallel computation

techniques,
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4. extend our method to more and newer semiconductor compact mod-

els,

5. replace the NI related part of the numerical solution methods for

RF steady-state circuit problems, such as frequency-domain HB

method, with the MI algorithm, and

6. combine the nonlinear circuit solver and parameter extraction al-

gorithm, such as GA, to develop new compact models for modern

semiconductor devices.
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Appendix A

The MOSFET EKV Model

W
e describe the EPFL-EKV model in this appendix. EPFL-EKV

MOSFET model is developed by the Electronics Laboratories, Swiss

Federal Institute of Technology (EPFL), Lausanne, Switzerland [80]. It is a

scalable and compact simulation model built on fundamental physical proper-

ties of the MOS structure. This model is dedicated to the design and simulation

of low-voltage, low-current, analog, and mixed single circuit using submicron

CMOS technology. The EKV MOSFET model is in principle formulated as a

single expression, which preserves continuity of first and higher-order deriva-

tives with respect to any terminal voltage, in the entire range of validity of the

model. The EPFL-EKV MOSFET model version 2.6 includes modelling of

the following effects:

1. basic geometrical and process related aspects such as oxide thickness,

junction depth, and effective channel length/width,
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2. effects of doping profile and substrate effect,

3. modelling of weak, moderate and strong inversion behaviors,

4. modelling of mobility effects due to vertical/lateral fields and velocity

saturation,

5. short-channel effects such as channel-length modulation (CLM), source/drain

charge-sharing (including for narrow channel widths), and reverse short

channel effect (RSCE),

6. modelling of substrate current due to impact ionization,

7. quasi-static charge-based dynamic model,

8. thermal and flicker noise modelling,

9. a first-order non-quasistatic model for the transadmittances, and

10. short-distance geometry- and bias-dependent device matching.

The description concentrates on the intrinsic part of the MOSFET, and is

intended to give model users the information on parameter handling and the

actual equations used in the computer simulation. The extrinsic part of the

MOSFET is handled as it is often made for other MOSFET models. The ex-

trinsic model includes the series resistances of the source and drain diffusions,

which are handled as external elements, as well as junction currents and ca-

pacitances. The complete model can be found in [104].
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A.1 Equivalent Circuit

Figure A.1 represents a conventional intrinsic and extrinsic elements of the

MOSFET device. The Cgs, Cgd, Cgb, Csb, Cdb, IDS, and IDB are the intrinsic

EKV model elements. Others, like Cgs0, Cgd0, Cgb0, RS, RD, and RG are the

extrinsic part of a MOSFET device. The EKV model used in our case involves

29 parameters. A detail description of parameters and their unit are shown in

Tab. A.1.
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Figure A.1: A EKV MOSFET equivalent circuit for DC and
transit analysis.
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Name Description Unit
L channel length m
W channel width m
NP parallel multiple device number -
NS series multiple device number -
COX gate oxide capacitance per unit area F/m2

XJ junction depth m
DW channel width correction m
DL channel length correction m
VTO long-channel threshold voltage V
GAMMA body effect parameter V1/2

PHI bulk Fermi potential V

KP transconductance parameter A/V2

E0 mobility reduction coefficient V/m
UCRIT longitudinal critical field V/m
LAMBDA depletion length coefficient −
WETA narrow channel effect coefficient −
LETA short channel effect coefficient −
Q0 reverse short channel effect peak charge density As/m2

LK reverse short channel effect characteristic length m
IBA first impact ionization coefficient 1/m
IBB second impact ionization coefficient V/m
IBN saturation voltage factor for impact ionization −
TCV threshold voltage temperature coefficient V/K
BEX mobility temperature exponent −
UCEX longitudinal critical field temperature exponent −
IBBT temperature coefficient for IBB 1/K
AVTO area related threshold voltage mismatch parameter V · m
AKP area related gain mismatch parameter m
AGAMMA area related body effect mismatch parameter V1/2m

Table A.1: The MOSFET EKV compact model parameters.
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A.2 Model Equations

In order to implement the EKV model to perform the sub-micron MOSFET

DC and time-domain circuit simulation, we first write the main of model

equations. The drain to source current (IDS) is the most important part in a

MOSFET model. It is a single equation, valid in all operation region: weak

inversion, moderate inversion, strong inversion, no-saturation, and saturation.

Therefore, it is not only continuous but also continuously differentiable among

all operational regions.

IDS = IS · (if − i′r). (A.1)

Subject to Eq. (A.1), the transconductances are obtained through derivation of

Eq. (A.1) by VG, VS , and VD.

gmg ≡ ∂IDS

∂VG

. (A.2)

gms ≡
∂IDS

∂VS

. (A.3)

gmd ≡ ∂IDS

∂VD

. (A.4)

The specific current is:

IS = 2nβV 2
t , (A.5)

where Vt is thermal voltage. The if and i′r are the forward normalized current

and reverse normalized current.

if = F
[VP − VS

Vt

]
. (A.6)
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i′r = F

[
VP − Vds − VS −

√
V ′

DSS
2 + ∆V 2 +

√
(Vds − V ′

DSS)2 + ∆V 2

Vt

]
.

(A.7)

The function F (v) is a large-signal interpolation function relating the nor-

malized currents to the normalized voltages. The large-signal interpolation

function can be stated as follows:

y =
√

0.25 + i − 0.5 , and (A.8)

v = 2y + ln(y). (A.9)

The pinch-off voltage VP is formulated as follows:

VP =





V ′

G − PHI − γ ′ ·
(√

V ′

G + (γ′

2
)2 − γ′

2

)
for V ′

G > 0

−PHI for V ′

G ≤ 0 .

(A.10)

The parameter PHI is the bulk Fermi potential.

∆V is subject to the channel-length modulation and the related formulas

are shown below:

∆V = 4 · Vt ·
√

LAMBDA ·
(√

if −
VDSS

Vt

)
+

1

64
, (A.11)

Vip =
√

V 2
DSS + ∆V 2 −

√
(Vds − VDSS)2 + ∆V 2 , (A.12)

Vds =
VD − VS

2
, (A.13)

∆L = LAMBDA · LC · ln
(
1 +

Vds − Vip

LC · UCRIT

)
, and (A.14)

LC =

√
εsi

COX
· XJ . (A.15)



A.2 : Model Equations 158

Velocity saturation voltage VDSS and drain-to-source saturation voltage V ′

DSS

is represented in the following form:

VC = UCRIT · NS · Leff , (A.16)

VDSS = VC ·
[√

1

4
+

Vt

VC

·
√

if −
1

2

]
, and (A.17)

V ′

DSS = VC ·
[√

1

4
+

Vt

VC

·
(√

if −
3

4
ln(if )

)
− 1

2

]
+ Vt ·

[
ln(

VC

2Vt

) − 0.6

]
.

(A.18)

The reverse short-channel effect(RSCE) is formulated as follows:

∆VRSCE =
2 · Q0
COX

1
[
1 + 1

2
·
(
ξ +

√
ξ2 + Cε

)]2 , (A.19)

ξ = CA ·
(
10 · Leff

LK
− 1

)
, (A.20)

Cε = 4 · (22 × 10−3)2 , and (A.21)

CA = 0.028 . (A.22)

LK, COX, and Q0 are model parameters.

Effective gate voltage including RSCE is shown as:

V ′

G = VG − VTOa − ∆VRSCE + PHI + GAMMAa

√
PHI . (A.23)

The effective channel length and width are modelled as:

Weff = W + DW , and (A.24)

Leff = L + DL . (A.25)
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Pinch-off voltage for narrow-channel effect is shown in the following for-

mula:

VP0 =





V ′

G − PHI − GAMMAa·
(√

V ′

G + (GAMMAa

2
)2 − GAMMAa

2

)
for V ′

G > 0

−PHI for V ′

G ≤ 0 .

(A.26)

The effective substrate factors accounting for charge-sharing are:

V ′

S =
1

2
·
[
VS + PHI +

√
(VS + PHI)2 + 4(Vt)2

]
, and (A.27)

V ′

D =
1

2
·
[
VD + PHI +

√
(VD + PHI)2 + 4(Vt)2

]
. (A.28)

Pinch-off voltage including short and narrow channel effects is written as:

VP =





V ′

G − PHI − γ ′ ·
(√

V ′

G + (γ′

2
)2 − γ′

2

)
for V ′

G > 0

−PHI for V ′

G ≤ 0 ,

(A.29)

where

γ′ =
1

2
·
(
γ◦ +

√
γ◦2 + 0.1 · Vt

)
, and (A.30)

γ◦ = GAMMAa−
εsi

COX
·
[LETA

Leff

·
(√

V ′

S+
√

V ′

D

)
−3 · WETA

Weff

·
√

VP0 + PHI
]

.

(A.31)

The pinch-off voltage accounts for channel doping effects such as threshold

voltage and substrate effect. For long channel devices, VP is a function of gate

voltage. However, for short channel devices, VP becomes a function of gate,

source and drain voltage due to the charge-sharing effect.
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The slope factor, which is primarily a function of gate voltage, is linked to

the weak inversion slope.

n = 1 +
GAMMAa

2 ·
√

VP + PHI + 4Vt

. (A.32)

Transconductance factor due to the vertical field is shown as:

β =
β0

1 + COX
E0·εsi

· Vt· | qB + η · qI |
, (A.33)

where

β0 = KPa ·
NP · Weff

Leq

, (A.34)

β′

0 = β0 ·
(
1 +

COX
E0 · εsi

· qB0

)
, (A.35)

qB0 = GAMMAa ·
√

PHI , and (A.36)

η =





1
2

for NMOS

1
3

for PMOS .

(A.37)

Equivalent channel length including channel-length modulation and velocity

saturation is:

Leq =
1

2
·
(
L′ +

√
L′2 + L2

min

)
, (A.38)

where

L′ = NS · Leff − ∆L +
Vds + Vip

UCRIT
, and (A.39)

Lmin = NS · Leff

10
. (A.40)

Both the charged-based model for transcapacitances, allowing charge-conservation

during transit analysis, and the simpler capacitances based model are shown
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as follows:

nq = 1 +
GAMMAa

2 ·
√

VP + PHI + 10−6
, (A.41)

qD = −nq ·
( 4

15
·
3x3

r + 6x2
rxf + 4xrx

2
f + 2x3

f

(xf + xr)2
− 1

2

)
, (A.42)

qS = −nq ·
( 4

15
·
3x3

f + 6x2
fxr + 4xfx

2
r + 2x3

r

(xf + xr)2
− 1

2

)
, (A.43)

qI = qS + qD , (A.44)

qB =





(
− GAMMAa ·

√
VP + PHI + 10−6

)

· 1
Vt

−
(

nq−1

nq

)
· qI for V ′

G > 0

−V ′

G · 1
Vt

for V ′

G ≤ 0 , and

(A.45)

qG = −qI − qOX − qB . (A.46)

We note that:

xr =
√

0.25 + ir and (A.47)

xf =
√

0.25 + if . (A.48)

The charge conservation among the four nodes of the MOSFET is expressed

by the above equations. Besides, the total charges are :

Q(I,B,D,S,G) = Cox · Vt · q(I,B,D,S,G) , (A.49)

where

Cox = COX · NP · Weff · NS · Leff . (A.50)

We note that the above equations is the main of the EKV model. The

complete EKV model equations can be found in [104].



Appendix B

EKV Model Simulation Results

I
n order to show the developed method can be applied to MOS-like com-

pact model. The simulations for EKV2.6 model will be presented in this

appendix. First, we calculate intermodulation distortion characteristic with

two-tone input excitation in time-domain. The fundamental frequencies, f1

and f2 are 1.71 GHz and 1.89 GHz, respectively. Then, with the time do-

main results, we calculate the spectrums of the output power by the FFT di-

rectly. Using the FFT results, we can denote the IM3 products at 2f2 − f1 and

2f1 − f2, named HI-IM3 and LO-IM3. Finally, a low noise amplifier (LNA)

circuit with two MOSFETs has been simulated with the proposed method. We

also compare the results of our solver with the outcome of HSPICE in these

simulations. Note that the EKV2.6 model is the Level 55 in HSPICE sim-

ulator.
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Figure B.1: A MOSFET circuit for large signal time domain
analysis and the EKV2.6 large signal model for
MOSFET simulation.

B.1 Time Domain Simulation Results

In this section, we demonstrate the computed time domain results. As shown

in Fig. B.1, the input signal VIN is the DC bias and the expression of the two-

tone input signal Vin is written as:

Vin = Vm sin(2πf1t) + Vm sin(2πf2t), (B.1)
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where the Vm = 0.005 V is the amplitude per tone, and the frequency f1 and

f2 are 1.71 GHz and 1.89 GHz, respectively. With the computed periodic re-

sults, we remark the good repetition of the output signal as shown in Fig. B.2.

Figigue B.3 shows the HSPICE results of the time-domain simulation. Con-

trasting with the unstable output waveform of HSPICE, the proposed simu-

lator shows the stability in the large scale time-domain calculation. In these

figures, we can find the difference between two simulators especially at the

time intervals 2.5 ns − 3.5 ns and 8.0 ns − 9.0 ns. The HSPICE simulation

shows non-smooth and non-sinusoidal results in these intervals. Meanwhile,

our results are still stable and neat in these calculation.
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Figure B.2: A plot of VOUT versus time, which is simulated
by our method.

Time (Sec.)

0.0 2.0x10-9 4.0x10-9 6.0x10-9 8.0x10-9 10.0x10-9 12.0x10-9 14.0x10-9

V
O

U
T 

(V
)

1.38

1.40

1.42

1.44

1.46

1.48

1.50

1.52

Figure B.3: A plot of VOUT versus time, which is simulated
by HSPICE simulator.
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B.2 Spectrum Results After FFT

With the time domain results, we calculate the spectrum of the output power

by the FFT directly. First, we demonstrate the corresponding spectrums of

the figures B.2 and B.3 in the figures B.4 and B.5, respectively. In computing

Fig. B.4, our simulated data is between 0 ns and 11.12 ns (20 periods at the

center frequency, the center frequency is 1.8 GHz). Figure B.5 shows the

FFT results with the computed HSPICE time-domain data with the same time

periods. The IM3 products at 2f2 − f1 (2.07 GHz) and 2f1 − f2 (1.53 GHz)

are denoted as HI-IM3 and LO-IM3, respectively. In Fig. B.5, the noise level

is comparative high so that the IM3 and higher order products are difficult to

recognize.
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Figure B.4: The spectrum of output power calculated with
time-domain data of our method.
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Figure B.5: The spectrum of output power calculated with
HSPICE time-domain data.
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Figure B.6 shows our simulated output power at the fundamental frequen-

cies and the IM3 products versus the corresponding input power. Figure B.7

shows the output power simulated by HSPICE. As shown in Fig. B.6, our cal-

culation slopes are 0.99 and 2.8, which are near to the theoretical value 1.0

and 3.0, respectively. We note that, with the developed solver, the HI-IM3 and

LO-IM3 are close enough and the HI-IM3 and LO-IM3 have the same OIP3

value about 1.59 dBm. Unfortunately, as shown in Fig. B.7, the slopes of

the fundamental frequencies and the IM3 products from the HSPICE results

equal 1.398 and 1.333, respectively. It leads to a non-predictable OIP3 value

because of the non-smooth HSPICE results in time-domain simulation.
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Figure B.6: A plot of the output power at fundamental
frequencies and IM3 products, simulated by our
method.
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Figure B.7: A plot of the output power at fundamental
frequencies and IM3 products, simulated by
HSPICE.
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B.3 Simulation of a Low Noise Amplifier

To verify the computational accuracy and efficiency of the developed numer-

ical scheme with more MOSFET transistors, a 2-MOSFETs low noise am-

plifier (LNA) with 2.4 GHz input signal is simulated. Figure B.8 shows the

simulated RF low noise amplifier (LNA) circuit. The channel length of these

two MOSFETs are 0.24 µm, and the width of them are 250 µm and 110 µm,

respectively. The input signal VIN is the DC bias and the expression of the

single-tone input signal Vin is written as:

Vin = Vm sin(2πf1t), (B.2)

where Vm = 0.005 V is the amplitude of the input excitation, and f1 equals

2.4 GHz. Figures B.9-B.10 show the simulated results of this LNA. As shown

in Fig. B.9, we find the output signal has good repetition. Figure B.10 shows

the time-domain simulated result of HSPICE. We can observe that, in the

HSPICE calculation, there are some unstable outcomes at the peaks of the

signal. With the time-domain results, after the FFT, Figs. B.11 and B.12 show

the spectrum of VOUT. In the spectrum of our results, the fundamental frequen-

cies and corresponding harmonics can easily be found. However, the results of

HSPICE as shown in Fig. B.12, the fundamental frequency is underestimated

and the even order harmonics have vanished. The unstable time-domain cal-

culation of HSPICE induces erroneous spectrum.
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Figure B.8: The circuit of a low noise amplifier (LNA).
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Figure B.9: A plot of VOUT for an LNA simulated by the
developed method.

Time (Sec.)

0 1x10-9 2x10-9 3x10-9 4x10-9 5x10-9 6x10-9

V
O

U
T 

(V
)

1.88

1.89

1.90

1.91

1.92

1.93

1.94

1.95

Figure B.10: A plot of VOUT for an LNA simulated by
HSPICE.
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Figure B.11: The spectrum of VOUT simulated by the
developed method.
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Figure B.12: The spectrum of VOUT simulated by HSPICE
simulator.



Appendix C

Convergence Properties

T
he additional remark about the convergence properties of our devel-

oped algorithms is given in this appendix. We demonstrate the maxi-

mum norm error versus the number of iterative loops to characterize the con-

vergence properties of numerical methods of this study; which include the DC,

time-domain and electrical-thermal feedback solution algorithms.

C.1 Convergence of Time-Domain Solution Algo-
rithm

According to algorithm in Sec. 3.1.2 and the circuit in Fig. 2.2, we record the

maximum norm errors of all unknown variables in each outer iteration. Fig-

ure C.1 shows the achieved convergence properties on the proposed method,

where the VIN = 1.42 V and VCC = 5 V. In our calculation experience, a con-

vergence criterion for all quantities (maximum norm error < 10−10 and 10−7

for the inner and the overall outer loops) can be reached by 8 − 10 MI inner

loops and 25− 30 outer loops, respectively. All computed unknowns have the

174
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Figure C.1: The maximum norm error of all computed
unknowns versus number of the outer iterations.

same strictly convergent behavior.

C.2 Convergence Properties with Thermal Effect

Figure C.2 shows the convergence properties of DC simulation with respect

to the algorithms discussed in Sec. 3.1.1 and Sec. 3.1.4. We simulate the

circuit shown in Fig. 4.9 with bias condition, VCC = 5.0 V and IIN = 0.5 mA.

Though the maximum norm error of the algorithm with thermal effect is larger

then that without thermal effect at the beginning, the norm errors decrease to

the same level after 36 iterations. Our method could maintain its accuracy

even with the consideration of thermal effect.
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Figure C.2: The maximum norm error of the DC simulation
versus number of the outer iterations.

For the time-domain solution and electrical-thermal feedback algorithms

(see also Sec. 3.1.2 and Sec. 3.1.4), we give the convergent comparison be-

tween the simulations with and without thermal effect at different types of

time steps. We show the illustration of the simulated time steps, which are

chosen for the comparison in input excitation waveform (Fig. C.3). In these

time steps, the values of the differential terms are quite distinct. The tested

circuit is shown in Fig. 2.3 and the biases are set to be VCC = 5.0 V and

IIN = 0.5 mA.

As shown in figures C.4 and C.5, the convergence properties of maximum
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Figure C.3: The illustration of the chosen time steps for the
convergence comparison.

norm error for algorithms including electrical-thermal feedback equations are

similar to those without thermal effect. The additional electrical-thermal in-

teractive algorithm influences the convergent characteristics slightly. Besides,

at time steps t2 and t4, the norm errors converge slower then those at time steps

t1 and t3; which is because the values of differential terms vary rapidly at t2

and t4.
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outer iterations at time steps t1 and t2.
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Figure C.5: The maximum norm error versus number of the
outer iterations at time steps t3 and t4.
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Figure C.6: The maximum norm error of TJ versus number
of the outer iterations.

The convergent behavior of junction temperature for both ours and HSPICE’s

are demonstrated in Fig. C.6. The simulated circuit is plotted in Fig. 2.3. We

preset the bias condition as VCC = 5.0 V and IIN = 0.5 mA. Besides, the

power level of this single tone input excitation equals −10 dBm and the fre-

quency is 1.8 GHz. Comparing with HSPICE’s results, the maximum norm

error of TJ drops more quickly in our simulated results. That shows the com-

putation efficiency of our method.
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