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A Mandarin Keyword Spotting System
Assisted with Tone Recognition

Student : Chin-Chu Chung Advisor : Dr. Yih-Ru Wang

Degree Program of Electrical and Computer Engineering
National Chiao Tung University

Abstract

Most of today's Mandarin speech recognition systems use 411 syllables (regardless of
tone information) as recognition unit, and most of them could be recognized correctly with the
help of language model. However, in the case of keyword spotting, keywords are always
Named Entities, such as person names, location names, company names,..., etc. Those
keywords are usually only two characters in length and easily confused with each other. So it
IS important to recognize words with tone information.

In this thesis, two-stage keyword spotting system is used. RAPT (A Robust Algorithm
for Pitch Tracking) is applied to get the pitch contour in the feature extraction phase of the
original system. The likelihood scores derived from Top-10 keyword recognition are added
with the scores from the second stage MLP tone recognizer, and then the scores with Top-10
results are reordered to get better recognized answers.

In this thesis, keyword spotting system is made for a specific keyword phrases: 341
company names (1074 including the aliases) in Hsinchu Science Park. The keyword
recognition rate is 94.54% without tone recognition, which increases to 95.32% with the
second stage tone recognizer, and the error reducing rate is 14.3%.
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15.869 149 - 168 |168 - 191 |191 - 221 |221 - 273 [jvo F = &
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SRR K- AR U R

B SR REBE PR A pE g




3 15.505 149 - 165 |165- 191 [191 - 221 [221 - 273 |% 4= = &
4 15.388 149 - 168 |168 - 191 (191 - 221 [221-273 |G 4% = &
3) 14.971 154 - 168 (168 - 191 |191 - 221 [221 - 273 |i#F4% = &
6 14.838 148 - 164 (164 - 190 (190 - 221 [221 - 273 |&kig = &
Z
8
9

14.83 148 - 165 [165 - 190 (190 - 221 [221 - 273 =0 i 2 &
14.764 154 - 165 165 - 191 [191 - 221 (221 - 273 |3 £

14.757 149 - 171 |171-191 (191 - 221 [221-273 |&* B~ &
10 |14.654 149 - 177 |177 - 190 (190 - 221 [221 - 273 |F B = &

2.5 i £ A& #-7 (state duration model)
d N FELA R R G AF S R RiBE A iBEISI % 0 2 F] 5 Viterbi search¥t
HMM #2303+ 5 % BREES RS B3 B2OE R G EB g > 3 2 ¥ A

F RGBT OERBUH 0 1] g A FEERS LA AR -

APEIREERTH O FRE L Gt TREY D RBERT 7 0 F
enit (E o A0 Bodf 4 o (Gamma distribution) i i[8] 0 * rrUF|E B E T iR

FER PR host AP BE Bk GRS PPE R ) POB T F R IRERA RE

o8

BE R BRI knBoTl B § RS FI § el § A B R FI R 8 R 0

%7

%’93

o RE DR Rk SR
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R E R HCA > A P 1007 B A0 BIRA o A

Y3t B statesnt 12
BEERBH d 1 3FQRAHE2QRHAPFPFTEEFRI)IIH B F % R S BATE 5 E o
& el A S % R S fi(pdf):

VidYi _1e_’7id
p,(d) =7
r'(v,)

(2.3)
ERIEA R TIOE R R LA
= (2.4)
var[d]= v ? 25
log(T") 4 P 4@ e e

16



Yo AR REE~

AP h kY B r BAAFRL A AR IR ¥ & a8 S E A U
I R d & B E =R AT 3] A0 (fundamental frequency 0 FO) < @
FEF R R AR T 2 - B F L - BT RB2 AR € )
B H|erasiis AR B ¢ AR BAF R O SR S FERREERN
FEL AT RS o ARF P o A AP R s BArELL P o MAePFEL LR T
O hpE RBCE o 3R B 0T R E RO LB e R .

Pitch tracking et 3 % % & > # =4 * Direct waveform processors > ACF
(Autocorrelation Function) - AMDF (Average Magnitude Difference Function) » SIFT (Simple
Inverse Filter Tracking) - Cepstrum % iF‘ @ Ade k Bigk* RAPT (A robust algorithm for
pitch tracking) [14] i# & i - # 7 # & NCCF (normalized cross-correlation) [13 ]= i hz
S

- B o F & 455 H(clear) fr * & T (problematic) 3% § & F £ (voice speech
segments) 1 % & %% Fx(unvoiced segment) - 4o@] 3.1 #FT o A K Y AT B

TR tE T RO A R T LR EGR-FOET 5 00

17



B 3.1 + % #u*(pitch contour)

oA S R AR Bma g (FO) 0 fodio] B BAFRRR 0 1R g Pt B pF

=N

oo oo AP E R Y RAPT B2 Tl ® 3 b B AT 5 o I cnibf (frame) <

| B & NCCF = 2 chk # b o

NCCF #_& 4 F

m+n-1
Z Sij+k
R, =22 —— k=0~K-1Lm=iz;i=0,M -1 (3.1)
’ \/emem+k
j+n-1
_ 2
e = 2 S, (32)
=]

B {8 T=1FS, Fs 5 B~ 5+ 1 A4 (frame) 454 M frames, k £at B 47 4%, &

® frame IEt, A 47§ % | w, & B frame = z=tT B4 g > - BARF n=w/T

B~ BE o

—1SR<1. 28 8 el 45 (FO) e » R chid § 43730 15 % £ 3221 (white noise) -

E Ri,O:l ’ Ri'k g ﬁﬁl")"i’ 7ili7 k#0 » NCCF ﬁﬂﬁﬁ?%%ﬁ:}‘)ﬁ’zd’é"" g _‘{E' B e

£ A1 57E 5 G 5o NCCF ehbf % > § 0™ Bakgri

18



A\

vV V V¥V V

A RE R XHORBREIImAFO P F R EABITI 1o

% 5 BABIN 1R EG A ¥ ERHRIEEH DR E > T FRF 5
FO -

ol R frame 7 FO eh % @4 % o

- B FOK EARw 2 MU 0 4 R E RS F A FO§RF > Sk g R
FERU AR LR LR ApE < o

B Rt o e B B e TR AR ko

RAPT /5 & 2 e 5 S/ 428 » 4o 3.2 #1751 » Vi L - BRER P

> RAPTﬁvﬁ@’ﬁﬁ%gmﬁiﬁﬂﬁ—ﬂ’ﬁ;ﬁ“ﬁ—ﬁ th R IaiE o
> % NCCFZE;x - »{®F1p4phi RiE o
> EBHETASBREDRE féifr;t:gﬁ(candidate) o
> EFaiE LEY QI RPRFBEZE OPINEFP R EE KR H R
TR o
> RAPT enfs Au® » & i piE & &eh FO» & % Viterbi j#% 5 /% b2 4 ¢ FO
BT o
Si Sii =X — NCCF FO Candidate Viterbi RO
— > > »| search [ >
B 3.2 RAPT;:#2[8)
B0 o APRIFREAY T oW B BT R AT
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# 3.1 RAPTH #icz & %

constant meaning value
FO_min minimum FO to search for (Hz) 50
FO_max maximum FO to search for (Hz) 400
t analysis frame step size (sec) 0.01
w correlation window size (sec) 0.0075
CAND_TR minimum acceptable peak value in NCCF  |0.3
LAG_ WT linear lag taper factor for NCCF 0.3
FREQ WT cost factor for FO change 0.02
VTRAN_C fixed voicing-state transition cost 0.005
VTR_A C delta amplitude modulated transition cost 0.5
VTR_S C delta spectrum modulated transition cost 0.5
VO _BIAS bias to encourage voiced hyppotheses 0
DOUBL_C cost of exact FO doubling or halving 0.35
A FACT term to decrease R of weak signals 10000
N_CANDS max. number of hypotheses at each frame |20
# 3.2 RAPTH3 T & 4

symbol meaning

Xm m-th sample of the input speech signal

Fs sample rate of speech signal = 1/T

Fas reduced sample rate of speech for first-pss NCCF

round(v) the integer that is closest to v

the number of samples correlated at each

lag=round(wFs)

the frame step size in samples = round(t Fs)

20




the analysis frame index incrementing at a rate of 1/Tz

the longest lag at each frame = round(Fs/FOmin)

normalized cross-correlation for frame | at lag k

3.1 3+ 5 NCCF & 8 g g2

BOAE AT AP LGE D AL HR PR B ] gL R F iR ol

’

P LA UELT G AR et T (33) 0 F iR T o

BE R s AT

El
%m%i’ﬁ“%%@)’]ﬁ?% *EF0OT o ERKTLASE
S =Xy~ M, M=iz; j=0~n+k-1, (3.3)
m+n-1
H; =5 X (3.4)
j=m
A3 sc NCCFEE 54 > i 4e » — B § i@ A_FACT > 4r38 + (3.5)%777 » * &
A MEFERRGlen)mRE BRBEEFELNEL c Fli 2R E TN E € R 9T

MAer T AFACT F B of ik % DI AR H R F - 9 g RS R > FE S T
BHG R R & AFACT g 0% -
n-1
Zj:osi,jsmk

< JA_FACT+ege, (35)

(3.6)
=]
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3.2 RB-H#F il AR

ATRCEER AP L FOFS R 0 M-FO B B2 A 50HZ ) FO B % Rt
A00Hz > B & -9 2 44 F0 €3 LieB®AE o

FO iz iE "“'g s AR B ERT 20 & R EHRE 'g s RIS EHEEE B 0 i F Viterbi
B2 RFE o AT Viterbi search pF > A i 2 A Bk LM = A S #Hic(cost
function) -

AL S RSN ¥

¥+ t=(voiced frame) i i e & e

d;=1-C;@1-8L ;) 1< <, (3.7)
& ¥-t=(unvoiced frame) i i & e & e

d;, =VO_BIAS+max(C, ;) (3.8)
! et

li &5 - WchizE F g > 1 W hehdpdk > 1S 1li<N_CANDS - Cijj £5% i # ¢
$jBE<mRE -1 Cij < 1> Lij 28 pr Cijudken

B=LACWTIF/FOmn) | | AG WT 28 rehty i » $45 RE s BE R » g B
g o i St (voiced frame)iE # fmenas & o fog Bbf (unvoiced frame)Ci,j A&7

% > VO_BIAS £_% %3 i 2% & (likelihood) s723 5 i & i@ o

L ek S

5, .« = FREQ_WTxmin{&, ,,(DOUBLE_C+/£,,-In(2.0))} (3.9)

‘§j,k =

J1<j<l; 1<k <1, (3.10)

22



DOUBLE_C .1 e #ic » ix#-ié ;R 4 & » LB H 4 chandc > d 3 (310)7 4

T

i BB AR {5 MR S v B e o A R R BRI S 0 &g, € ARIT

wh

FREQ WT - B:eni¥fic * RBEE - Mz Mg A d o
A 18 b R E_® B4 t=(unvoiced frame) :
5i,|i,|i,1 = (3.11)
w S A AR R
-3 i (voiced frame)#x: & #-tf (unvoiced frame) :

5., « = VTRAN_C+(VTR_S_C)S; + (VTR_A_C)rr,, 1<k <1,

(3.12)
# #-tf (unvoiced frame) %5 +¢ (voiced frame) :
S, « = VTRAN_C+(VTR_S_C)S; + (VTR_A_C)/rr, 1< j <1,
(3.13)
VTRAN_C,VTR_S_CfrVTR_A_CJF’TS 0y e SiEAE AR Sodc o
rms(i)
i = m (3.14)

rms 5w s b it £ N o ho k75 M IREE_F A angorr>1 587 % ang 0<

r<1-

- 0.2
' mfcc_delta(i,i-1)

Si %k BLIRIUSLAT 1 P SR T P R F v TR P ST P ] o
§ N5 (312#(BA3)Y  KEFH RRAEH A EERREI Y AT LA

SRR S SCAE R P o AR R ) N A

TEBR T BREE WAL R
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BT RAPATE - das  BEBhIEL N3 (316) A PEHE |
P IS T e O

D, =d, +Dgli2{Di—1,k +6, 5, b 1< <],

(3.16)
A7 B L
D,; =0, 1<j< Iy 1,=2 (3.17)
Bl - BB R SY B AL A
F
FO, = L_S_ (3.18)

¥ 12y 4k
3.3 FBAAFeL %
7 %% RAPT i & iz » #rRI|eh FO chiEme B > AP % RAPT & & 2 7 K 5

1 F0 » 2 WaveSurfer gz #8[9]2_i¢ * ESPS & & ;2 #7 £ 0 FO vt > B 3.3 A &%

M- PR A S B o d B Y T R AP SRR S FO 22 WaveSurfer 54 4n i

AN S w2 I NN = Qe o S B

Pl

PER R R AR AP T A RAPT & g
FO R anige s T it 248 T
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\Q q H \uu.nao

1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 z.0 2.1 2.2 2.3 2.4

1
Py we
et st st et tan, FAR AR LR LT T POV

L) LEY * - TR * T XYY

o N P T I e, peeettd PR R ta ey ay e

+
I
.

i WaveSurfer #7f
i B¢ FO

PPET TR TR

aetert Teoay
8@ g AR T
°H°HH°°+°° B ooo‘,,”o 00000 .
oyt 8 oty L Lsstatt °°o‘,¢ T s
2
LEl

______ , RAPT #r 3| FO0
RAPT ff Z[ief s

B 3.3 &t RAPT kB~ erFQxe * WaveSurfer FoB~crFQ b #
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¥rd MLP ¢ 2@ 5355 #aan

R 2 METFRIOMRELY A PRZAAMYEFIRL LN B - B SR
ek dwm L L8R Flm Lt LR HEIOEREED S S HA o T b BEAER
kot B 1‘~ PENE AT e R 2 BN e A MLP
(multi-layer perceptron) #g4¢ 5 % § (neuron network) e ;2 &k § #4308 > $HH - § & 1F
BAFEL - ARV BA BN OB U o B EER Rl T4 RAoR ]
PRS- BOR PR MLP S84 (e B 2 15 AP MLP 93 FRLRGRIEE » 1 7 et i

Lz &
7J7=F:$"T °

4.1 ¥ ¥ B ek

BB ’ﬁggé%g&y%ﬁ{;@ y m o Q‘»}; HAtE Y o § - ,ﬁm?g%vgmwp y B2

mly
ol

g fpifd 411 BAFF & ET AR e 0 B B A e F codpr(pitch
contour) - § ® (pitch)dp A B J=ds T 5 > @ = ds O 5 ’f L E % 5 A4 (fundamental
frequency > FO) o A i & F P > B €L FFFR > @ B MA R > FP Z

ER Rk o SRR B R g ﬁ‘r’bﬁz"ﬁf‘u{%“ PHEEADE L Ry - BEDRLST AHE
3 & w5 - #(high-level)~ = #(mid-rising) ~ = #(mid-falling-rising) ~ = #-(high-falling) -
pebiB G T (k%o neutral tone) 0 T Behd F U ¥ RFORP] 0 T B3 3 AL

PEEF FEEREFERE AN ENERY oS L H T EARETR B AS

R A b o @ & A wrgE A g

)
=
v
=
b
|
=
>~
o4
<l
2]
[
\)J\
T
4
<)
—&53-
b
=k
*m\k-

26



I
ol

STLFRAN GV AL ETOFRKER P 3 & i £4 £ 4oFl 41

T,
4
=

o

Hb®||l0x|

ﬁ?‘. g _ﬁ’,g,;? X %‘ I‘lﬂ‘l I l'
MR B o W |

Adped Ho g @ st N g A5 B PR iR RN e R 42 r 0 L P &

4IRS o B 2T R NI R AR IS E SRR SRS 3
B PR LB o
a8
Tone 1
Sh
) — _—
- | — ~— ] __________ |
- — {____,-"f - e TOne 4
T Tone = --__’___,- Lon
1k —— |
u I , ! . L
[+] oS 1 1.5 F 2.5 ]
Time

B 4.2 F & %3 0 i
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Ji
-
R
s

o Bar BR LRy oAz B gy w2
CRUPEIME B - et s A b S o

-

Aierd Bl 42 4w g

y.

‘_ﬁ
y-

e

= G
IR

=N

Iy

WG ERE X @ = Be 4 % (tone-sandhi) sk s do= B = BT
3o Gz Bhmo d ¥R - BB e gz B

&k
T
Iy
‘,”?‘;

58
Gg A Bl B 3 mﬁ;‘fﬁ/’— L7 ¢ 3 A% {5 B (falling-rising) e 4 3 -

42 BB RS K

o i A FRLE R iﬁ*ﬂ\ TELEAPM DR ET G AL R

ﬁ?’f{wm%ﬁﬁm B Ry B TR &R 5

JRteid g (coarticulation)} » Fif g% > BEBRAR S F PR T L)L B ET
IR I LM FEPEREF RN GE A e il > ¢ HE L
2o

Fo P i S B B2 0 A i - HAE (FO) B~ log > R 18 i 7 & 41 (normalize) » £

kE ¥ E8 log RiseiFmr i > 29 342 ) 30msec > =4 < -] 10msec -

ei - N — T@;-‘—a f@g’f‘lg"’fi Tﬁ;ﬁ'{ ' —fﬂ\ﬂ’ﬁ L—/ﬁ#f}l %#'

AP B d 20 B Ec A% - 2D deT o 4oB 4.3 HroT -
L - BEEr kdpnf &g a2 Lo
. - BAER* RipF g & e bt 3 & o

NI % - % &% 18— £ elog(FO) = 57  log(FO) 4L % 4rlog it B L5 » £ 3

IV. *~& 3 &= g & pelog(FO) L5 ~log(FO) & Ffrlog i £ L=E >+ 9 B
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feature o

V. -3 &5+ 5 - £log(FO) T35 ~ log(FO) # F4-log it £ T35/ » £ 3
i feature o

VI. F & /& enig & £ & (pause duration) » 4 %825 — § & hig L K 0 2 B - F

gz Fenigqp L R > & 2 @ feature o

VII. ~ ¥ 3 & £ & (syllable duration) » 1 7 feature -

Ak | 00,000

I I I I I
| | | | |
| | | | | |
1 1 1 1 1 1
T - T T T - - - |
0.9 1.0 1.1 1.z | 1.@ 1.4 1,8 1.8 1.7 1.2 ;1
1 Pausel SR ausd 1
I 1 | I
I I
FO 1 ¢¢++¢¢-ﬂ-++°+ +¢¢ P pag et e -\:- = 1
iﬂ--ﬂ--ﬂ--ﬂ- L eo et + .
| | ol SRR +-a-q-+ ¢+++q‘¢+¢¢|
L | . | . . |
FERPr_BR o R KR rg,whﬁ?”f':ﬁ” g% FaPppPrBR %+ K
, | . 1
£13 pitch mean -~ slope % .g mpltch mean ~ slopg % £13 pitch mean ~ slopg %
ENErgy Madhnmsmunnsssm. . ca&lgynLlean S L ENGhOMuREAR. .
Foer-Bflagr * kT EE L gk - £ 20 1 feature

Bl 4.3 3 (53 & 4p B H AR B 7 R

BRSPS g AR AR B 0 @ 85 & & hik ¥ (short pause) 7 % 5 AL
koo B REchiB o EAR ko 4o 4.4 40T 0 SIS 3 & T T SR
SRR KRG FEFEG iRy PUIRTRES FRPVERR S R447 T 5
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mly
3
i
N
B

F ARG R A RS

5 ¥
PR AR GRS R LRI LA -

v

—>

o ‘,mo_f-J—T\ U sp Serega,e [ Short pause

Fou sup| zhgl yi| sp [=3=0 4150 amn

il.l . lZI.Z ) lZI.S . lZI.4 . lZI.S . 12‘.6 . lZI.'I-‘ ) lZI.B . 12‘.9 . lSI.D . 13‘.1 . lSI.Z ) lSI.S . lSl.4 . lSI.S ) 13l.6 . 1

Bl 4.4 3 &2 mg

B el

—L»L

ARG g F U TiEo S 2 B R RS - BT §

ol
-an

\

frT o £ 0 d 303 &R ¢ 45 & B(unvoiced)F § 0 ATIL € F oW B G BE SR
R f s By o § ¢ T)H & hik I (short pause) » L S B L T
Bapr B o dofl 45 907 5 T - SRR 0 3 e b =R § 4 B R
AP AeBl A5 4T 0 § & RPT - F EPET A s

SRR § BB R ST R A R hd B R R R AP SRR

N

3

o1
|

AT g s ra L KRB HE PN g BRI E R -
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RTAFIG0101_0,vak

13536

-22631

Hz || )

300 -

D e L s 5
200 s ewae
100 - | fZds xﬂ‘i F( FFJ?;IHI FE[
.lab | xiangl jiang| zaj| i

time |60 l.65 1.70 1.%5 1.80 1.85 1.30 1.95 @Z2.00 2.05 Z2.10 2,15 Z.20 2,25 2.30 2.35 2.

B 4.5 T &F 3R ESgiry

BB g B THEEA TR €33 AN B4 (double pitch) ¢ L 4 (half
pitch) o7 » 4o 4.6 “F7 + 5 3 3 iE R PRI S L AL § T oy

BB AN SRR FL A0S A ERIB LA L B R R

oo e
@ @
+ s P P
L A e S T -

] g

hangl dgl lin

.5 2,70 E.75 Z.80 =2.85 Z.90 zZ_.55 2.00 .05 210 3.15 2_z0

B 4.6 2 ZApaniw
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4.3 MLP #3# 30
RN AR B 0 AR Ay E > 2417 MLP (multi-layer

perception)sf4? (it X § L E P B EHAR 47 25285 - K ﬁig?] ~ R (input

layer) > 31,?1 RO AP R B 20 B AR ¥ - K 5 "2 &K (hidden layer) o #t i k-

EAE R LS 1004 55 0 F = K S84 K (output layer) » #5151 tone s 5

Input Hidden Layer output Layer

LW5><100 y

= - N
/‘ Lb5><1

Ib100><1

A SRR S AT @Y TRV A A Sl PR tansig i A5 S diek

[EX
FAG A o tansig - BESY E4 Sdk N3 4o )dror 0 HEFRE R ‘3%1}:]51@1
» N> too s B '?\'%Iﬁﬁﬁi&]ﬂ: a=> +1> 4@ 4.8 %57 o

. -1 (4.2)
1+exp(-2n)

tansig(n) =

32



a = tansigin)

B 4.8 Tan-Sigmoid i # 3 #c

o gR

2d F m Kk étﬁﬂ']&&,g@% Mt fidfo . F BRI G40 - B g gL B ke

MLP % % - & w4k (feed forward) p > & - B % m+l K ol ‘g~ b

P

> 4o3t 3 (4.2) % & hidden layer mﬁ%l d1 > 383 (4.3)* % output layer mﬁ%l Ao

a(j) :tansig(iiw(j,i)p(i)+ib(j)), forj=12,...,100 (4.2)
y(k) = tansig(%lw(k, pa())+1Ib(k)), fork=12,...,5 (4.3)

2" UF B % H_back propagation algorithm» 2% i 3% * MATLAB 42 3% & ¢ trainrp &0 #ic
ko iz B S e ¢ * Rporp(Resilient back propagation)i# & i - i& i & B {8 B v
BrgEzpy o 7 L Bendpeac o d Y Rporp iR B A2 FRBEGE BREE B0
BREDTLFTE > BT REF x> DI aTiE R L it =t dc 800 & mse

(mean square error)=0.01 » 2" 2 % 4o B 4.9 #11 o
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) Performance {plotperform) g@g|

Best Walidation Performance is 0.036441 at epoch 165

100 ~ T T T T T T I | I
Train 1
Walidation ]
Test
------- Best
------- Goal
—_ :
g’ E
& ot
= S
i ]
T ;
= '
o
o3}
g 2
L -
10-3 C 1 1 1 1 1 1 1 1 : 1
0 20 40 B0 80 100 120 140 160

171 Epochs

B 4.9 %

4.4 MLP B ¥R0%

AR ATEALG A B o A B kA TCC300 2 7 Mo 2 35 ¢ - TCC300 st i1 *
BZ Ber 2t - fenma o d] > 4 B2 o 82§ NTU 9419 5 mor g it
dod 41 LA chiit A o0 & 42 L7 5 MESTE o iR St A 0 1T RS JB5E
FRR o KPR MLP B3 R E o

% 4.1 NTU #F# T2

TR FHE 7 ERLE Sl Ee -y
7 25

R Sl Es-A PR * 25 23326 2948
KL S 50

3 I R B 5 2593 322

keyword [keyword |Bl]3#2 |+ 2 998 220
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&

3042 FREFLEHRTRA

FROFE|12FHE BRSNS BEE (R R
g 8
keyword |keyword |3t & 8 9032 2000
KL 16
g
ke + 2 998 220
% e 4

BT AAPRER 4 A FEER AR MLP B2 funaysnd > 2R MLP &

4 43 E@# % NTU #4 > #raiuh ko d » Tioygnd £.80.08% @ 4 4.4 &
#* £ 4347 ke MLP B3 750 B 0 RFRELR R ENTU Fanplidsensg, T
PyRL kB T467%; 4 A5 PIE @ % 5§ M2 o kg RIEER TR kit

wF 0 E WL TG 65.88%dHRY -

% 4.3 NTUD'HGEAL ToneyFg it £
Ans\Rec | tonel tone 2 tone 3 tone 4 tone 5 total
tone 1 0.828 0.072 0.021 0.077 0.003 5471
tone 2 0.070 0.813 0.073 0.034 0.010 5243
tone 3 0.041 0.198 0.655 0.083 0.022 4535
tone 4 0.055 0.032 0.039 0.867 0.008 7006
tone 5 0.039 0.171 0.336 0.214 0.239 1070
total syllable count 23325
average Rec. rate 80.08%
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% 4.4 NTU PlEF 4L Tonefsniiit £
Ans\Rec | tonel tone 2 tone 3 tone 4 tone 5 total
tone 1 0.745 0.122 0.036 0.090 0.007 589
tone 2 0.075 0.796 0.080 0.040 0.009 574
tone 3 0.035 0.244 0.611 0.089 0.020 537
tone 4 0.097 0.035 0.039 0.815 0.015 751
tone 5 0.056 0.204 0.246 0.183 0.310 142
total syllable count 2593
average Rec. rate 74.67%

# 4.5 NTU Rl3#7F 82 Toneysusiit &
Ans\Rec | tonel tone 2 tone 3 tone 4 tone 5 total
tone 1 0.366 0.555 0.021 0.046 0.012 481
tone 2 0.028 0.900 0.056 0.017 0.000 180

tone 3 0.000 0.261 0.638 0.101 0.000 69
tone 4 0.027 0.059 0.160 0.730 0.023 256
tone 5 0.000 0.250 0.750 0.000 0.000 12
total syllable count 998

average Rec. rate 65.88%

2046 &g g MaEw R AT U RehyRLE o T arRLy £ 91.91% 0 4
4.7 Eig * £ 46 4T A R MLP Bd 5 B 0 RPRLE 7 MR 2 3R RIEEIRLE,

T 3oy ¥91.34%% -

4.6 7 etz F o2 PGE R Toneddininit £
Ans\Rec | tonel tone 2 tone 3 tone 4 tone 5 total
tone 1 0.960 0.013 0.002 0.024 0.001 4242
tone 2 0.087 0.858 0.027 0.024 0.003 1432
tone 3 0.042 0.126 0.677 0.146 0.009 740
tone 4 0.040 0.011 0.008 0.939 0.001 2494
tone 5 0.177 0.024 0.040 0.056 0.702 124
total syllable count 9032
average Rec. rate 91.91%
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2047 7 Mg E O RRRE ML

Ans\Rec | tonel tone 2 tone 3 tone 4 tone 5 total
tone 1 0.946 0.033 0.002 0.017 0.002 481
tone 2 0.094 0.872 0.011 0.022 0.000 180

tone 3 0.058 0.116 0.696 0.130 0.000 69
tone 4 0.027 0.023 0.023 0.926 0.000 256
tone 5 0.000 0.000 0.000 0.167 0.833 12
total syllable count 998

average Rec. rate 91.34%

d 2 betone PELE S 0 2 458 L 47 v )k —é Ao @ TR F e R
Jeft MLP B33 75 ® o @RI P5a % 7 d - 54 AA MR > ¢ £un

FEABN 0 Aviio- - 2 45 FHNTU 23" 500 ke MLP B3 55308 > £ Jop

~

FEMERLF AR HeRn g E P RS T R o d b7 g 0 X g keyword P
SEF AR W 2 R AR o A€ F PRE RIS 7 fe(not match) iR > @
BAFERLF SR T o TR £ 4 46 hiz- BURE R D MLP B FELE

g A RS S R TR e ERPRLEIRLE -
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¥IF FEHREFELH

B ¢ oo AP R MARIRL A RE S - EATHPFFOET S A ke A
Peri r PR AR R L ATH AR R RARNSP Lo XML BT Lo AP F R D

Pl o A SRR E R AL Fr A A5G 1074 B

B o
ARG M AR TR e B BRI F RA R A &4 e
PO ELF R AGRVGT AERFOEL o G T AT

bl ARG B M BAAHE Ve REATE > B RELTE o
DI 20 B AR EAA . MR BA AR T EEATE R FREATE o

B3 A A R PRl o MR B P RS R R AT o

bl 4 R P e ME Ba P RN RE LT -

BIFFOETOOFM FFH 105 10+ %20 &> 451 5 A4 5RaTyRnsy -

% 5.1 APk ArRLy

Rec. rate
topl 93.5
top 2 95.84
top 3 96.23
top 4 96.62
top 5 96.75
top 6 96.75
top 7 96.88
top 8 96.88
top 9 96.88
top 10 96.88
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%

S FR A AR e AT A Ay

s

&>

Y = bl QT 4 [ETARES
R AFEISY O AAHm

PR LR T REL S e

7

Biw  3E 34~ sk R £ & #5071 (State duration model)
el o k032 Gamma 4 &+ o § Viterbi beam search gk s o 4 bk Ak 3
(state transition)pF » 4c » Gk s £ B A A B0 et F B)5rw 0 B R R T AR R
g EHERN L R A PR 3 Gamma s gk § RIS SF Ik € A dr R S ena B
Viterbi beam search € -4 e i erpe T4 > i}uﬂa RO Bl A By BT
Top-10 et & o

path_score = log(likelihood)+dur_wt x log(I'(X; &, £)) (5.1)

B odur_wt 2 Bk R R BRI A B E o @5 20

% 52 TR N4 r Rl E BB FELF > BHY 5 - Ld R A 935%F 2 3

94.54% > 45 % -~ & (error reduction rate) 16% -

#05.2 ke r T REEE R B PERS

Rec. rate
top 1 94.54
top 2 96.23
top 3 96.75
top 4 96.88
top 5 96.88
top 6 96.88
top 7 96.88
top 8 96.88
top 9 96.88
top 10 96.88

\

Vi d ke xR E R MRS E IR RT & A PRERE §
R LV T SRR RS S TN PN AR = Er SR NS

B & L) B oo e r ch R B K BBt pein ) Top-10 s % (5 0 24 9 444 Top-10 i

W

7 EAFEL ) BB FRL e B 18 an likelihood B AP 4e 0 AP 4e 20 18 el B E AT

39



Lo HEENT A AN (52) -

n-1
score = log(FL_likelihood) + Tone_wt x Z (log(t; ;) —109(t; e ) (5.2)

i=0
Tone_wt A PAFEAAHEL » B3 01 n EFRLIMEFT LR 5 |
B EFREIOEA S L FIBFE? B PER s B FRLA B AP
Ay &R AR e o B SRS KRR F 0 FATRLIIL AT e i
R B EFELI s Ef*llgfffﬁ;"ti - B fhE artﬁfc? FPRIFREXBERY
kR
4 53 I A de » B FEILS 3R o B9 K - 2d R A 9454% F 2 3|

95.32% > 45 % -~ & (error reduction rate) 14.3% -

4 5.3 o BRFRLS h suenypnk

Rec. rate
top 1 95.32
top 2 96.1
top 3 96.62
top 4 96.75
top 5 96.88
top 6 96.88
top 7 96.88
top 8 96.88
top 9 96.88
top 10 96.88
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Am T OMLP B SRLE B IRLY M ¢ g 0 o dd St o
wr ERARE B 0% 0L E B4R A FEL 0 PR R A h94.54% 35 2 3] 95.32% > 42
34 I & (error reduction rate) 14.3% > & %% 7 5 4> LR AMEEF RIS o F T
AREEED  EP EAFELLG Y s T AP r DB FELE S B ALY F 4
)R Z 3% MLP B3 s Ben g e £ 0 7% I ehis i k8 8820bytes ¥+ pc base
> Rl4F & Gigabytes e g ki B o] T 0 @ 2 A g 10 2 R SRR AT

")

&

B s fol o AR FOTRS 0 PERF A L F IS 0 MR 1+

£ e BAFRL 0 LR AR e e A SRR S 93.5% 0 e R
BHA 0 3RS 2 5] 94.54% 0 45 3% { & Z (error reduction rate) 16% o ¥ ¢k i f kst
BRI T b o b T AR T A B S g S B B B T EEE e ik

gjb;’gr; B1F o ¥t p {;ﬁa%"Q%c)\_}i’f?’}’ *g*ﬂéﬁlpﬁﬁ'&%

6.2 A KEZ
A2 O MLP B 5RnE > LHE - 3 SR ssy A kT @i * tone pair
MEAFRL D Z B EOTN T UEIER L PRE W EARLY >
¢ 42w

P BAET PR A M AP BT L RE ot T B RFE D E e T

=

=
I

$400 A %R 4 x H U EPREA] 0 B 50 o ek~ §) 2 473) (prosodic model)[10] « £
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BRI denbd (3§ & & £33 (intra-syllable )2 § & 2 ¥ (inter-syllable )
BPEFZ 0 &~ DA K 5 F & & & #3](syllable duration model) ~ § &4 % #

~

%
A (syllable pitch model) 2 ¢ & it £ #i-7](syllable energy model) ; § & 2 B chg B FF k

o3 i £ M Eh(energy dip) ~ §F & B eik & £ & (pause duration) ~ 5 & & ch A4 B (pitch

jump)% 4 &2 B & B A i (syllable duration difference ) -
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