Bk AR R AR M2
M FSBRAERMIERTE

Low Power and 'High Linearity RF Receiver

Circuit for Ultra Wideband System Application

GEERE 4L}

TEZ SRR L I 22

:l*g“.s\m,i‘.l.,\ﬁ,\lj



Be® ATRHE A2 WA F - B ABR SRS

Low Power and High Linearity RF Receiver Circuit for

Ultra Wideband System Application
P2k Student: Chuan-Hao Lai

dh Rk ey Advisor: Chien-Nan Kuo

A Thesis

Submitted to Department of Electronics of Engineering & Institute of

Electronics College of Electrical Engineering and Computer Engineering

National Chiao Tung University
In Partial Fulfillment of the Requirements
For the Degree of
Master
In
Electronic Engineering
August 2009

Hsinchu, Taiwan, Republic of China

PERR 4L AAE A



@{%%«iaﬁqg'%yui
M F  FRERSFERIE

T T L Y K

2%
&ﬁu\v

Agwmc AUt AT EREES T T MR NEE S0 LT B
%d&ﬁﬁ%%@wﬁém&?&%#ﬁiﬁﬁﬁﬁﬁwwmﬁiﬁ% drefs
P2 E 0 Gt AT B S T B e RO s MR B R e i
Heh BR L2 MPR AU AT RO AR B AR KT RS NS
g5 2T RERE

FoOES P AT N2 -5dBm Lt B2 I g AR TR

t R

F1* FlAF i cip ) i e BRI SRR T M - R BAAE

2

X
SABm 11 hfh A o e BEA W I AL S e B oo BIFAL T CA B 4 8.26mW
FAAT £ 8.1dB 2 gEHH £ > 8dB 2 4 » FmAF {0 2 -5dBm b 2 g
SRR g

WH RS R - B VAT EE E A2 M K B AR T T
TRV EICBTRS - BEREARA B - BAFPEAREEE - B
BEEADAATE o FORS RS S DR THT 203dB it £ 0 10dB 2

)\):33;}5%',45_4,7(1&11 131,?]»‘;; J‘Eb’ig,%‘%’ Lotk Lu.as&x/ﬁ %Ll;é o4

It

10.4mW -



Low Power and High Linearity RF Receiver

Circuit for Ultra Wideband System Application

Student : Chuao-Hao Lai Advisor : Chien-Nan Kuo

Department of Electronics Engineering & Institute of
Electronics
National Chiao-Tung University

ABSTRACT

A compact equivalent circuit using a complex transconductance analysis is
proposed for linearity design in the multiple gated transistors configuration. This
complex transconductance analysis gives broadband linearity improvement in the
common source amplifier as.compared to previous published analysis. Following the
complex transconductance analysis, an UWB LNA and an UWB RF front-end circuit
were verified through two individual chips.

In the first chip, -5dBm IIP3 UWB low noise amplifier using complex derivative
cancellation technique is analyzed and designed for ultra-wideband system.
Measurement results show that the improvement of the linearity is more than 5dB
without extra power consumption, and the designed LNA has conversion gain of
8.1dB, input return loss of 8dB, and input third-order intercept point (IIP3) of -5dBm
with 8.26mW power dissipation.

In the second chip, a low power and high linearity UWB receiver intends to use
in the receiver path of the ultra-wideband system. This front-end circuit is composed
of a low noise amplifier, an active balun, and a direct down-conversion mixer.
Simulation results show that the circuit has conversion gain of 20.3dB, input return

loss of 10dB, 1IP3 of -4.7dBm, while consuming only 10.4mW.
II
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Chapter 1

Introduction

1.1 Ultra-Wideband Communication System

Ultra-wideband (UWB) is a wireless personal area network technology that
transmits a low signal power over a very wide bandwidth and has the promising
ability to provide high data rate at low cost with low power consumption. The Federal
Communication Commission (FCC) has allocated 7.5GHz of spectrum for unlicensed
use of UWB applications in the 3.1 to 10.6GHz frequency band. The multi-band
UWRB has greater flexibility in coexisting with other international wireless systems
and future government regulators, and could avoid transmitting in already occupied
bands. The multi-band OFDM based UWB, with fourteen S00MHz sub-bands and a
frequency hopping scheme, is‘the possible approach to meet the requirements of IEEE
802.15.3a standard. Each of thes¢ bands.must-have a bandwidth greater than 500 MHz

to obey the FCC definition of UWB. Fig. 1.1 shows the division of UWB frequency

spectrum.

Band Group #1 Band Group #2 Band Group #3 Band Group #4 Band Group #5
peecccccccccna pecccccccccas peccccccccccs pecccccccccaca peccccca -
' . . . ' ’
| 0 0 0 ' '
'Band Band Band : Band Band Band : Band Band Band : Band Band Band : Band Band }
o # #2 #3 ¢ #4 #5 #6 #7 #8 #9 4 #10 #11 #12 ¢ #13 #14
’ ’
' ’

| 3432 3960 4488 5016 5544 6072 6600 7128 7656 8184 8712 9240 9762 10296
MHz MHz MHz MHz MHz MHz MHz MHz MHz MHz MHz MHz MHz MHz

Fig. 1.1 Multiband spectrum allocation



1.2 Motivation

As introduced in Section 1.1, UWB is becoming more attractive for low cost
consumer communication applications and that allows overlying existing narrowband
systems to result in a much efficient use of the available spectrum. Thus, UWB is
developed to provide a specification for a low complexity, low cost, low power
consumption, and high data rate wireless connectivity among device within or
entering the personal operating space and also addressed the quality of service
capabilities required to support multimedia data types.

The direct down-conversion receiver becomes more attractive since it has the
advantages of low complexity, low power, and less extra components. And it lets
system-on-chip become possible.. Typical, the first stage of the receiver is a low noise
amplifier (LNA), which provides high gain and low noise to suppress the overall
system’s noise performance:Because LNA is dominating the linearity of the direct
down-conversion receiver, weneed high linearity to avoid the distortion of the signal.
How to improve the linearity of the UWB._LNA without extra power consumption is
the main object of this thesis.

In the first one for UWB system application, the UWB LNA provides high gain,
broadband input matching using dual reactive feedback topology, and broadband
linearity improvement using multiple gated transistors (MGTR) technology. For
MGTR analysis, we use a complex transconductance analysis for broadband linearity
improvement design in this configuration. To design the UWB LNA with low power
consumption using multiple gated transistors technology for broadband linearity
improvement is the critical challenge for design.

In the second one for UWB system application, a low-power front-end circuit

which includes a LNA, an active balun, and the Gilbert cell mixer is designed. The



LNA provides high gain and low noise to suppress the overall system’s noise
performance. The active balun provides broadband differential output signal for mixer.
The double balance Gilbert cell mixer has an acceptable linearity for the receiver. To
design an active balun for broadband differential output balance is critical challenge for

design.

1.3 Thesis Organization

In the chapter 2 of the thesis, some basic concepts of RF design are introduced.
These basic concepts which include the introduction of receiver architecture, noise
and linearity provide the guidance for RF circuit design.

In the chapter 3 of the thesis, the design consideration of some circuit blocks
which include LNA and mixer is introduced. Based on these circuits, a mixer and a
front-end circuit are designed-and verified in later chapter.

In the chapter 4 of the thesis, -5dBm IIP3 UWB LNA using complex derivative
cancellation technique are designed. The multiple gated transistors configuration is
introduced and a compact equivalent-circuit-using a complex transconductance is
proposed for broadband linearity improvement design in this configuration. Following
the above analysis, a low-power and high-linearity UWB LNA is designed. Finally,
measurement result of the LNA chip fabricated by TSMC 0.18um CMOS technology
is discussed.

In the chapter 5 of the thesis, a low-power, high linearity UWB front-end circuit
is designed. The first stage is the LNA which is the same as that in chapter 4. The
second stage is the active balun which provides the signal into differential form. The
last stage is the double balance Gilbert cell mixer which has an acceptable linearity for
the receiver. Overall front-end circuit is implemented.

In the chapter 6, the work is summarized and concluded.



Chapter 2

Basic Concepts in RF Circuit

2.1 Receiver Architecture

2.1.1 Heterodyne Receiver

A simple heterodyne architecture is shown in Fig. 2.1. This architecture is the
most reliable reception technique today. But if the cost, complexity, integration and
power dissipation are the primary criteria, the heterodyne receiver will become
unsuitable due to its complexity and the need for a large number of external
components.

In heterodyne architectures, the signal band is translated into much lower
frequencies by a down-conversion mixer, and the filters are used to select the band
and channel of interest. In general, a low noise amplifier is placed in front of the
down-conversion mixer to suppress-the noise of the down-conversion mixer.

Frequency planning is important in the heterodyne receiver. For high-side
injection, an undesired signal (image) at the frequency of wp=wro+(wro-wrr) is
translated into the same intermediate frequency (IF) as the desired signal. Similarly,
for low-side injection, the image frequency is at wpy=wro-(wro-wrr). Therefore the
image would cause extra noise at the intermediate frequency. As shown in Fig. 2.2,
some techniques are necessary to suppress the image, such as image reject filter. But
here comes the question: how to choose the intermediate frequency? If 2w is
sufficiently large, the rejection of a image filter will have a relatively small loss in the
signal band and a large attenuation in the image band. But a lower 2w;r will relax the
quality factor of the channel select filter to get great suppression of nearby interferers.

Therefore a trade-off between image rejection and channel selection must be taken.
4



ANT

LNA Mixer
Trans.

Line Image Channel Baseband
reject select —> Signal
filter filter Process

Cos(wyot)

Fig. 2.1 Simple heterodyne architecture

Desired
image reject filter  channel

image
\ o’ V4 g channel select filter

N\
/4 \
/ \ o~
/ \ \
Interferer—’l-) ” I-I\‘
y) \ | PR N
RF LO IM 0 IF
(a)
Desired
image reject filter channel
,/1 image channel select filter
,I \ l"l/
Interferer amd=p [1R[
4 \
L L\ -~
LO (b) 0 IF

Fig. 2.2 Rejection of image versus suppression of interferers

(a) large w,. (b)small @,

2.1.2 Homodyne Receiver

The homodyne receiver is also called “direct-conversion” or ‘“zero-IF”
architecture, since the RF signal is directly down-converted to the baseband in the
first down conversion. In the homodyne receiver, the LO frequency is equal to the
input carrier frequency, and channel selection requires only a low-pass filter with
relatively sharp cutoff characteristics. The simple homodyne architecture is shown in
Fig. 2.3. However, quadrature outputs are needed for frequency and phase-modulated
signals, since the two sides of FM or QPSK spectra carry different information.

In recent years, this architecture becomes the topic of active research gradually

and it may be due to the following reasons:

5



(1) The problem of image is removed due to w;= 0. Therefore no image filter is
required, and the LNA need not drive a 50-Q load.
(2) It is attractive for monolithic integration because this architecture needs less
external components.

For the above reasons, this architecture is suitable for low-power and single-chip
design. But some other issues that do not exist or are not as serious in a heterodyne
receiver must be entailed, such as channel selection, DC offset, I/Q mismatch,

even-order distortion, and flicker noise.

ANT
LowPass
Filter
~< Baseband
> Signal
N Process

Fig. 2.3 Simple homodyne receiver architecture

2.2 Noise Basic

Noise can be generally defined as any random interference unrelating to the
signal of interest, and it is characterized by a PDF and a PSD. In analog circuits, the
signal-to-noise ratio (SNR), defined as the ratio of the signal power to the total noise
power, is an important parameter. But in RF design, most of the front-end receiver
blocks are characterized in terms of their noise figure, which is a measure of SNR
degradation resulting from the added noise from the circuit/system but rather than the

input-referred noise. Noise factor can be expressed as following:

Total output noise power
Output noise power due to input source

Noise Factor =

2-1)



The noise figure (NF) is simply the noise factor expressed in decibels. If there is
no noise in the system, then noise figure is 0 dB regardless of the gain. In reality, the
finite noise of a system degrades the SNR, yielding noise figure > 0 dB. For those
whose noise factor is close to unity, noise temperature (Ty) is an alternative way to
express the effect of noise contribution. Noise temperature is the description of the
noise performance in higher-resolution, and is defined as the required temperature
increment for the source resistance. Noise temperature is calculated by all of the
output noise at the reference temperature Tr(Which is 290 K). It relates to the noise

factor as following:

, T, .
Noise Factor = 1+ = T, = T -(Noise Factor-1) (2-2)

ref

2.2.1  Noise Source
Thermal noise:

Thermally agitated charge carriers in a conductor constitute a randomly varying
current that gives rise to a random wvoltage resulting: from the Brownian motion.
Thermal noise is often called Johnson-noise or Nyquist noise. The noise voltage has
averaged value of zero, but a nonzero mean-square value.

In a resistor R, thermal noise can be represented by a series of noise voltage

- . 2 4kT A .
source v = 4kTRAf or by a shunt noise current source i, = N A , where k is

Boltzmann’s constant (about 1.38x107 J/K), T is the absolute temperature in Kelvins,
and Af is the noise bandwidth. However, purely reactive elements generate no thermal
noise.
Shot Noise:

Shot noise occurs in PN junctions, and there occurred two conditions for shot
noise:

(1) There must be direct current flow.



(2) There must be energy barrier over which a charge carrier hops.
Charge comes in discrete bundles. The randomness of the arrival time gives rise

to the whiteness of shot noise. Therefore the shot noise can be modeled by a shunt
noise current source Ez 2q1,-Af , where q is the electronic charge, Ipc is the DC

current in amperes, and Af is the noise bandwidth in hertz.
Flicker Noise:

Flicker noise appears as 1/f character and is found in all active devices, as well as
in some discrete passive element such as carbon resistors. In diodes, flicker noise is
caused by traps associated with contamination and crystal defects in the depletion
regions. The traps capture and release carriers in a random fashion and the time
constants associated with the process giving rise to.the 1/f nature of the noise power

density. The flicker noise in diode can be represented as g = EA% Af, where K is

J

the process-dependent constant, A;is the junction area, and I is the bias current. In
MOSFET, charge trapping phenomena are invoked. in surface, and its type of noise is

much greater than that of the bipolartransistor. The flicker noise in MOSFET can be

given by:

— 2

2=K On A K2 A 2-3)
f WLC,, f

where K is the process-dependent constant, and A is the area of the gate.
2.2.2  Noise Model of MOSFET
The dominant noise source in CMOS devices is channel noise, which basically is
thermal noise originating from the voltage-controlled resistor mechanism of a
MOSFET. This source of noise can be modeled as a shunt current source in the output

circuit of the device. The channel noise of MOSFET is given by

i2, = 4KTyg .o Af (2-4)



where y is bias-dependent factor, and g,, 1is the zero-bias drain conductance of the
device. Another source of drain noise is flicker noise and is given by Eqn. 2-3. Hence,

the total drain noise source is given by

T K g,
Iy =4kTyg A +7' WLC;X A (2-5)

At RF frequencies, the thermal agitation of channel charge leads to a noisy gate
current because the fluctuations in the channel charge induce a physical current in the
gate terminal due to capacitive coupling. This source of noise can be modeled as a
shunt current source between gate and source terminal with a shunt conductance g,

and may be expressed as
P2, = 4kTog A (2-6)
where the parameter g, is shown as

2,2
_a)Cgs

5840

g, (2-7)

and O is the gate noise coefficient. This gate noise is partially correlated with the
channel thermal noise, because both noise currents stem from thermal fluctuations in

the channel and the magnitude of the correlation can be expressed as

. oK
Iy iy

~0.395; (2-8)

c=

1

2 2
g la

where the value of 0.395j is exact for long channel devices. Hence, the gate noise can

be re-expressed as

i, = (g T1,0,)° =4kTOg A | | +4kTg A (1= c ') (2-9)

ng
where the first term is correlated and the second term is uncorrelated to channel noise.

From previous introduction of MOSFET noise source, a standard MOSFET noise

model can be presented in Fig. 2.4, where i, is the drain noise source, i, is the
9



Drain

Source

Fig. 2.4 A standard noise model of MOSFET

. 2 . . oL .
gate noise source, and v, is thermal noise source of gate parasitic resistor 7, .

2.2.3  Noise Figure of Cascaded Stages
For a cascade of m stages, the overall noise figure can be characterized by Friis
formula

NF, -1 NF, -1
+...+
A

NF,

total

=1+(NF, -1+

(2-10)

pl p(m=1)

where NF, s the noise figure.of stage nyand 4, denotes the power gain of stage n.

This equation indicates that.the noise results from the decrease in each stage as the
gain preceding the increase in stage. Hence, the first few stages in a cascade are the
most critical for noise figure. But if.a stage exhibits attenuation, then the noise figure
of the following circuit is amplified when referred to the input of that stage.
2.2.4  Noise Factor of a Two Port Network

Noise factor F is a useful measure of the noise performance of a system. It is
defined as the ratio of the available noise power Py, at output divided by the product
of the available noise power at input P,; which times the networks’s numeric gain G,
or equivalently defined as the ratio of the signal to noise power at the input to the
signal to noise power at the output .

P, _S,/N,

no

- PniG - SU/NU

(2-11)

The noise factor is a measure of the degradation in signal to noise ratio due to the

noise from the system itself. Since the noise factor relates to the input noise power, a
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standardized definition of noise source has been setup: a resistor at 290K. A more

general expression of noise factor NF is called noise figure which is just noise factor

expressed in decibels:

NF =10log F (2-12)
When several networks are cascaded, each has its own gain G; and noise factor F;.

The total output of the noise is composed of all the noise from each stage but with

different amount of contribution to the noise performance. The noise factor of a

cascade networks is given as

F,-1 F,-1

+——.. (2-13)

F=F+
G, G,

From (2-13), the noise factor of the first stage is most critical and must be keep as
low as possible and its gain should be as large as possible to suppress the noise in the
following stage. The result is-intuitive since-there. is less interference of noise effect
when the signal level is high:

2.2.5 Optimum Source Impedance for Noise Design

The noise factor of a two port network can be given as [5]

4R Fv _Fot
min + - | A2 - | (2-14)
Z, (=T [)[1+T,

2
opt |

where R, is the correlation resistance which showed the relative sensitivity of the
noise figure to departures from the optimum conditions, and Z, is the characteristic

impedance of the system. This equation expresses that there exists an optimum source

reflection coefficient (T, ) or equivalently an optimum source impedance (Z,,) at

opt

the input of the network in order to deliver lowest noise factor (£ ). The value of

I', provides a constant noise factor value forming non-overlapping circles on the
Smith chart. It is usually the case that the optimum noise performance trades with the

maximum power gain.
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2.3 Linearity and Nonlinearity

All electronic circuits are nonlinear: a fundamental truth of electronic
engineering. The linear assumption underlying most modern circuit theory is in
practice only an approximation. Some circuits, such as small-signal amplifiers, are
only very weak nonlinear; however, they are used in systems as if they were linear. In
these circuits, nonlinearities are responsible for phenomena that degrade system
performance and must be minimized. Other circuits, such as frequency multipliers,
exploit the nonlinearities in their circuit elements; these circuits would not be possible
if nonlinearities did not exist. Among these, it is often desirable to maximize the effect
of the nonlinearities and even to maximize the effects of annoying linear phenomena.
The problem of analyzing and designing such circuits is usually more complicated
than for linear circuits, and it is the subject of much special concern.

Linear circuits are defined as those for which the superposition principle holds.
Specifically, if excitations xi and x; are -applied separately to a circuit having
responses y; and y, respectively, the response to the excitation ax;+bx, is ay;+bys,
where a and b are arbitrary constants. This criterion can be applied to either circuits or
systems.

This definition implies that the response of a linear and time-invariant circuit of
system includes only those frequencies present in the excitation waveforms. Thus,
linear and time-invariant circuits do not generate new frequencies. As nonlinear
circuits usually generate a remarkably large number of new frequency components,
this criterion provides an important dividing line between linear and nonlinear
circuits.

Nonlinear circuits are often characterized as either strongly nonlinear or weakly

nonlinear. Although these terms have no precise definitions, a good working
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distinction is that a weakly nonlinear circuit can be described with adequate accuracy
by a Taylor series expansion of its nonlinear current/voltage (I/V), charge/voltage
(C/V), or flux/current (®/I) characteristic around some bias current or voltage. This
definition implies that the characteristic is continuous and has continuous derivatives.
And for most practical purposes, they do not require more than a few terms in its
Taylor series. Virtually all transistors and passive components satisfy this definition if
the excitation voltages are well within the component’s normal operating ranges; that

1s, below saturation.

2.4 Nonlinear Phenomena

2.4.1 Harmonic Generation

Assumption of the current nonlinear element is'given by the expression:

I=aV +bV? +cV’ (2-15)
where a, b, and c are constants, real coefficients. Assuming that V; is a two-tone
excitation of the term:

V.=v.(t) =V, cos(wt)+V, cos(w,t) (2-16)
Substituting (2.1) into (2.2) gives, for the first term,

i (t)=av (t)=aV, cos(wt)+aV,cos(w,t) (2-17)
After doing the same with the second term, the quadratic, and applying the

well-known trigonometric identities for squares and products of cosines, we obtained:

i, (1) =bv’ (1) = S{VIZ + V2 +V? cosRat) +V cos(2m,t) + (2-18)
+ 2V V,[cos((@, + ,)t) + cos((w, — @,)t)]

and the third term, the cubic, gives

13



()= ()= %{Vﬁ cos(3ayt) + V7 cos(3my1)

+3V2V,[cos((2m, + @,)t) +cos((2w, — @,)t)]

+ 3V1Vz2 [cos((o, + 2w, )t) +cos((w, — 2w, )t)] (2-19)
+ 3(Vl3 + 2V1V22 )cos(a,t)

+ 3(V23 + 2V12V2)cos(a)2t)}

The total current in the nonlinear element is the sum of the current components in
(2-17) through (2-19).

One obvious property of a nonlinear system is its generation of harmonics of the
excitation frequency or frequencies. These are evident as the terms in (2-17) through
(2-19) at mw; and mw,;. The mth harmonic of an excitation frequency is an mth-order
mixing frequency. In narrow-band systems, harmonics are not a serious problem
because they are far removed in frequency from the signals of interest and inevitably
rejected by filters. In other Systems, such ‘as transmitters, harmonics may interfere

with other communication systems and must be reduced by filters or other means.

2.4.2 Intermodulation Distortion

All the mixing frequencies 1n-(2-17)-through (2-19) that arise as linear
combination of two or more tones, often called Intermodulation (IM) products. IM
products were generated in an amplifier or communications receiver, often come with
a serious problem. While the interfered spurious signals can be mistaken for desired
signals. IM products are generally much weaker than the generating signals; however,
a situation often arises wherein two or more very strong signals, which may be
outside the receiver’s passband, generate an IM product that is within the receiver’s
passband and obscures a weak and desired signal. Even-order IM products usually
occur at frequencies well above or below the generating signals, and consequently are
often of little concern because...... The IM products of greatest concern are usually

the third-order ones that occur at 2m;-m; and 2m,-®;, and because they are the
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strongest of all odd-order products and close to the generating signals, they often
cannot be rejected by filters. Thus, intermodulation is a major concern in microwave

system.

2.5 Fundamental of the Volterra Series

The nonlinearity of the system often leads to interesting and important phenomena,
such as harmonics, gain compression, desensitization, blocking, cross modulation,
intermodulation, etc. These distortions will degrade the performance of the system,
while Volterra series will be used for distortion computations. It can provide designers
some information to derive which circuit parameters or circuit elements they have to
modify to obtain the required specifications. Therefore, Volterra series will be
introduced in the following section.

In fact, the Volterra series describe-a nonlinear system in a way which is equivalent
to the Taylor series approximating an analytic function. A nonlinear system excited by
a signal with small amplitude can be described by the-Volterra series, which can be
broken down after the first few terms. The higher the input amplitude, the more terms
of that series need to be taken into account to describe the system behavior properly.
For very high amplitudes, the series diverges just as Taylor series. Hence, Volterra
series are only suitable for the analysis of weak nonlinear circuits.

The Volterra series approach has been proven to be useful for hand calculations of
small transistor networks. Since Volterra kernels retain phase information, they are

especially useful for high-frequency analysis.

15



I

x(t) >

2 + y(t)
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S —— n

Fig. 2.5 Schematic representation of a system characterized by a Volterra series

The theory of Volterra series can be viewed as an extension of the theory of linear,
first-order systems to weakly nonlinear systems. And a system is considered as the
combination of different operators of different order in the Volterra series description,
as shown in Fig. 2.5. Every block H;, H», and H, represents an operator of order 1,
2, ..., respectively. The amount of operators must be used depend on the input
amplitude. In general, the weakly nonlinear’ effects can be described accurately by
taking into account third-order effects only.

In the time domain, the transformation on an input signal (x(t)) was performed by a

nth-order Volterra operator that is given by:

—+00 —+00
H,[x(0)]= LO . -LO B (T),Ty, - E)x(t — 7)) x(t =73) - x(t — 7, )d7,d7, ---dT, (2-20)
The n-dimension integral can be seen as an nth-order convolution integral. The
function 4,(7,,7,,---,7,) 1is an nth-order Volterra kernel. The output of a nonlinear
system can represent the sum of the output of a first-order Volterra operator with the

output of a second-order one, a third-order one and so on, as shown in Fig. 2.5. The

Volterra series of the nonlinear system can be expressed as

Y(0) = Hy[x(O]+ H,[x(0)]+ H3[x(O)]+ -+ H, [x(0)] (2-21)
In the frequency domain, the nth-order Volterra kernel can be given by
H,(s;,,5,) = f: . -J‘j:hn (z,--,7,)e ST dr, - dr, (2-22)

and is called the nth-order nonlinear transfer function or the nth-order kernel

transform.
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2.6 Nonlinear Performance Parameters in Terms of Volterra

Kernels

When a system that is described by a Volterra series up to order three, it is
excited by the sum of two sinusoidal excitations 4, cosw,;t and A, cosw,t. Then
the output is given by the sum of the responses listed in Table 2.1. From Table 2.1, the
expression for the second and third harmonic distortion in terms of general Volterra

are given by

AlH. (i .
21 H(joy)
2 . . .
H
HD, :A_1| 3(Jw1,{w1,Jw1)| (2-24)
4 ‘ H\(jo,) ‘

Furthermore, among " the —intermodulation = “products, the third-order
intermodulation products at 20, —@, ‘and 2w, — @, “is important. Since if the
difference between @, and @, s small, the distortions at 20, —®, and 2w, — o,
would appear in the vicinity of “@; and @, . Table 2.1 shows the third-order

intermodulation distortion in terms of Volterra kernel transforms

§A2|H3(_ja)1’ja)2=ja)2)| (2-25)

M, =
P4 2‘ H\(jay) ‘
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Table. 2.1 Different responses at the output of a nonlinear system described by

Volterra kernels.

Type of
Order Frequency of response Amplitude of response
response
1 o, AlH, (o)
Linear
1 e 4, |H1 (jo, )|
. 2" order
2 o, + o, A1A2|H2(]a)1,]a)2)|
intermodulati
2 ) — 0, A A |H,y(jo,,~jo,)|
on products
Lroo . .
2 2w, EAl |H2(lea]a)1)|
2" harmonics
SO e ANAE J @y
1 2 . .
2 0 S il (o jo)
DC shift
1 > .
2 0 5 A22|H2(]a)2,—]a)2)|
3 - . . .
2 A 4, |H3(]a)19]a)19]a)2)|
3 20, + o,
3, ) ) ) Third-order
3 |20, — 0, | ZAI A2|H3(]a)1,]a)1,—]a)2)|
intermodulati
3 . . .
3 @+ 20, ZA1A22|H3(]C‘)1,]0)2,JQ’2)|
on products
3 | o, -2, | 3 5
2 4, 4; |H3 (Jo,—jw,,—jo, )|
3 ) , ) ] Third-order
3 0, + 0, -0, =0, ZA1A2|H3(J5015]0)2,—]602)|
desensitizatio
— = 3 . . .
3 @ =@+ W0y =0 2 A12A2|H3(]a)1,—]a)1,]a)2)| n
3 20, -0, = o, % A} |H3 (Jjo,, jo,,—jo, )| Third-order
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— = 3 . . . i
3 20, -0, = 0, o A23 |H3 (j@,, j@,— jo, )| compression
or expansion
1 3 . . .
3 3w, 2 4 |H3 (Joy, joy, jo, )| Third
1 . . . i
3 3w, " A |H3 (jo,, jo,, jo, )| harmonics

This effect causes some distortion at our desired frequency and damages the
desired signals. Therefore third intercept point (IP3) is used to characterize this
behavior. This parameter is measured by supplying a two-tone signal to the system.
This input signal must be chosen to be sufficiently small in order to remove
higher-order nonlinear terms. In a typical test, Aj=A,=A, hence the magnitude of
third-order intermodulation products.grows:at three times the rate at which the
fundamental signal on a logarithmic scale when input signal increases. The third-order
intercept point is defined to be the point at which third-order intermodulation product

equals to the fundamental signal, and the corresponding input signal is called input
IP3 (IIP3) and the corresponding output signal is called output IP3 (OIP3). The A4,p;,

therefore, can be obtained by setting /M5 =1' and expressing as

» _4 H(o) |
" 3‘H3(—ja)1,ja)2,ja)2)‘

(2-26)

Besides, a quick method of measuring I1P3 is as follows. As shown in Fig. 2.6, If
the power of the two-tone signal, Pi,, is small enough to ignore higher order nonlinear

terms, then IIP3 can be expressed as

AP
[]P3 |dBm = |dB

+ Pin |dBm (2'27)
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Output power

IMD3
(dABm) Fundamental
Signal
OP3p—————————
3AP/2 A 1
AP AP
‘ Input power 1 1
» (dBm) >
Pin 1IP3 2W1-W2 W1 W2 2W-W1

(a) (b)

Fig. 2.6 (a) Growth of output components in an intermodulation test

(b) Intermodulation distortion
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Chapter 3

General Consideration in RF Circuit Design

3.1 Low Noise Amplifier Basic

Low noise amplifier is the first gain stage in the receive path so its noise figure
directly adds to that of the system. There, therefore, are several common goals in the
design of LNA. These include minimizing noise figure of the amplifier, providing
enough gain with sufficient linearity and providing a stable 50 Q input impedance to
terminate an unknown length of transmission line which delivers signal from antenna
to the amplifier. Among LNA architectures, inductive source degeneration is the most
popular method since it can+achieve noise and power matching simultaneously, as

shown in Fig. 3.1. The following analysis 1s based on this-architecture.

Zin

Lq
I_o>—fo'ou\——| M1

Ls

Fig. 3.1 Common source input stage with inductive source degeneration

3.1.1 Low Noise Amplifier Architecture Analysis

In Fig. 3.1, the input impedance can be expressed as

Z, =s(L, +LS)+L+ Em \p,
sCy | C

8gs

(3.1)

1
:[g—’”JLsza)TLS at w=w, =

C © L +L)Cy,

gs
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as shown in (3.1), the input impedance is equal to the multiplication of cutoff
frequency of the device and source inductance at resonant frequency. Therefore it can
be set to 50 Q for input matching while resonant frequency is designed to be equal to
the operating frequency.

According to prior introduction, the equivalent noise model of common-source

LNA with inductive source degeneration can be expressed as Fig. 3.2, where R; is

the parasitic resistance of the inductor, R, is the gate resistance of the device. Note

that the overlap capacitance Cyq has also been neglected in the interest of simplicity.
Then the noise figure can be obtained by computing the total output noise power and
output noise power due to input source. To find the output noise, we first evaluate the
trans-conductance of the input«stage. With the output current proportional to the
voltage no Cg and noting that the input circuit takes the form of series-resonant

network, the transconductance at the resonant frequency can be expressed as

gm a)T
G, = L= N 3.2
m = &nLi a)OCgS (R, +w,L,)  20,R; (3-2)

where Qj, is the effective Q of the amplifier input circuit. So the output noise power

density due to the source can be expressed as

4kTw;

Sa,Rs (600) = SRS Gr%l.ejj’ = (33)

a)TLS 2
7;%

N

olR (1+

In the similar way, the output noise power density due to R, and R; is
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Rs iﬁgC$ ir?gu Cgs +_Vgs v nggs %ro élﬁd
L

)

Fig. 3.2 Equivalent noise model of Figure 3.1

4kT(R, + R))w7 G

S w, )=
a,Rg,R,( 0 wTLs

o RS (1= )
N

Furthermore, channel current noise of the device is the dominant noise contributor,

and its noise power density associated with the correlated portion of the gate noise can

be expressed as

_ 4kT7Kgd0

St (o) = 1+ OrEe

(3.5)

N

where y is the coefficient of channel thermal noise, &« =g, /g,, and

2
sa’ sa2
K = 5“7 |c|2+{1+|c|QL /;‘—J (3.6)

(3.7)

1
QL_a)RC

0'\s - gs

The last noise term is the contribution of the uncorrelated portion of the gate noise,

and its output noise power density can be expressed as

_ 4kT7§gdo (38)

S g (@o) =
e 0 ol

N

where

2
5=—i"‘ (1-|d)a+02) (3.9)
V4
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According to (3.3), (3.4), (3.5) and (3.8), the noise figure at the resonant frequency

can be expressed as

R
F:1+ﬁ+—g+ﬂ[&J (3.10)
Rs Rs aQL a)T
where
sa®  Sa
;(=1+2|c|QL,/—+—(1+Q§) (3.11)
S5y 5y

From (3.11), we observe that » includes the terms which are constant,

proportional to (), , and proportional to Qz. It follows that (3.11) will contain terms

which are proportional to O, as well as inversely proportional to Q,. A minimum
noise figure, therefore, exits for a particular Q..

3.1.2 Optimizations of Low Noise Amplifier Design Flow

The analysis of the previous section can now be drawn upon in designing the
LNA. In order to pick the appropriate device size and bias point to optimize noise
performance given specific objectives. for. gain and power dissipation, a simple
second-order model of the MOSFET transconductance can be employed which
accounts for high-field effects in short channel devices. Assume that the drain current,

I4, has the form

V.=V 2
IDS = WCoxvmt M = WCoxV?atLEvat p— (3 12)
A LEsat ' 1+ P
1+
Vgs - VT
Vgs -'r
where p=-———_And the (3-7) can be replace as
LESth
3 3
O=——7——>=>C,=——— (3.13)
20,WLC, R, 2R,Q; 0, WL

The power consumption of the LNA, therefore, can be expressed as
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3 1 p?
PD = VDD[DS :_VDD

Ve By —— 3.14
7 QLRsa)o sat sat1+p ( )

The noise figure can be expressed in terms of Pp and V. Two parameters linked to

power dissipation need to be accounted for.

op ~ 20 = (V) (3.15)
Cgs
3VDDvsalEsat pZ Po pZ
QL = :_—:fZ(VgsapD) (316)
2Ppho,R;, 1+p Ppl+p
where Po — 3VDDVsatEsat '
20,R

The noise figure of the LNA, therefore, can be expressed as

R, R o, sa* " oa’
F=l+ly—t4 2 | % l19ac —+ 1+07) |= f(V,, Py)(3.17
R R "0, (G)TJ[ || Oyl TN (A+01) |=f (Vg Pp)(3.17)

In general, there are two -approaches to optimize noise figure. The first approach

assumes a fixed transconductance, Gn,. The second approach assumes fixed power
consumption.
(1) Fixed Gy, optimization: To fix the value of the transconductance, G, we need

only assign a constant value to p. Once p is determined, the optimization of

the noise figure can be obtained by (3.17):

af(VgsﬂpD)

oP =0= PD.opt = QL.opt = F= f(VgsapD.opt) (3.18)
D

fixed Vgs

From (3.18), we can obtain the optimal width to get the minimal noise figure for a
given Gy, under the assumption of matched input impedance. In this approach, the
designer can achieve high gain and low noise performance by selecting the desired
transconductance, but its disadvantage is that we must sacrifice the power

consumption to achieve minimum noise figure.
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(2) Fixed Pp optimization: An alternative method of optimization fixes the power
dissipation and adjusts device size and bias point to minimize the noise figure.
Once Pp is determined, the optimization of the noise figure can be obtained by
(3.19):

af(Vgs’PD)

ov =0= Vgs,opt = QL,opt = F= f(Vgs.opt’PD) (319)
gs

fixed Py
Then the optimum device size can be obtained to get the best noise performance for
fixed power dissipation. In this approach, the designer can specify the power
dissipation and find the optimal noise performance, but its disadvantage is that the
transconductance is held up by the optimal noise condition.

3.1.3  Amplifier stability

The stability of an amplifier, or its resistance. to. oscillate, is a very important
consideration in a design and can be determined from the S parameters, the matching
networks, and the terminations. The non-zero Si; parameter of a two port networks as
shown in Fig. 3.3 provides a feedback path by which the power transferred to the

output can be feedback to the input and combined together. Oscillation may occur

when the magnitude of reflection coefficient I',, or I',,;, defined as the ratio of the

reflected to the incident wave, exceeds unity. It is expected that a properly designed
amplifier will not oscillate no matter what passive source and load impedances are
connected to it, which is said to be unconditionally stable and the reflection

coefficient is given as

I
Ty =8, + 2202 g
TPt (3.20)
S.S. T '
| Topr |21 S5y + 21252 (|
our 22 I_Slll—\s

A network that has I',,>1 or I',,;>1 for certain load impedance is said to be
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conditionally stable. In such a case, input and load stability circles, the contour of
I'y=1and I, =1 for certain frequencies on the Smith chart, are useful to fine the
boundary line for load and source impedances that cause stable and unstable condition.

The stability circles can be calculated directly from the S parameters of the two port

network, so another convenient parameter, stability factor K, is defined and given as

ISP oISn P +]AF

2055, ] (3.21)
where
A= S,,S,, —S,S,, I°
The amplifier is unconditionally stable provided that
K>1 and |A[<] (3.22)
or equivalently
K>1 and B, <1 (3.23)

where Bl=1+|S, " —|S,, " <] AL.

FS 1—‘in 1—‘out 1—‘L
- (—II—)
Two-Port 7
Network L

Fig. 3.3 Stability of two-port networks embedded between source and load.
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3.2 Down Conversion Mixer Basic

The purpose of the mixer is to convert a signal from one frequency to another. In
a receiver, this conversion is from radio frequency to intermediate frequency or
zero-IF. Mixing requires a circuit with a nonlinear transfer function, since nonlinearity
is fundamentally necessary to generate new frequencies. Fig. 3.4 shows a simplified
CMOS Gilbert Cell mixer, which is composed of transcondcutance stage and

switching stage.

Fig. 3.4 The simplified CMOS Gilbert Cell mixer

The RF input must be linear, or adjacent channels could intermodulate and interfere
with the desired channel. And the third-order intermodulation term from the two other
signals will be directly on top of the desired signal. The LO input need not be linear,
since the LO is clean and of known amplitude. In fact, the LO input is usually
designed to switch the upper quad so that for half the cycle M3 and M6 are on and
taking all current to output loading. For the other half of the LO cycle, M3 and M6 are
off and M4 and M5 are on. This stage will be, therefore, like switch to mixing RF

signal to IF signal.
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3.2.1  Conversion Gain

The gain of mixers must be carefully defined to avoid confusion. The voltage
conversion gain of a mixer is defined as the ratio of the rms voltage of the IF signal
and rms voltage of the RF signal. Note that the frequencies of these two signals are
different. The power conversion gain of a mixer is defined as the IF power delivered
to the load divided by the available RF power from the source. If the impedances are
both matched to 50 Q, then the voltage conversion gain and power conversion gain of
the mixer are equal when they are expressed in decibels.

Now, we assume that M3-M6 work like an ideal switch, and the conversion

transconductance of the mixer can be expressed as

G.=2g, (3.24)
T

where gm is the transcondcutanc of M1 and M2, and-2/n is produced by switching
stage.
3.2.2  Switching Stage

For small LO amplitude, the amplitude of the output depends on the amplitude of
the LO signal. Thus, gain is larger for larger LO amplitude. For Large LO signals, the
upper quad switches and no further increase occur. Thus, at this point, there is no
longer any sensitivity to LO amplitude. Besides, if upper quad transistors are
alternately switched between completely off and fully on, the noise will be minimized.
Since upper transistor contributes on noise when it is fully off, and when fully on, the
upper transistor behaves like a cascode transistor which does not contribute
significantly to noise.

The large LO signal is required to let upper quad transistors achieve complete
switching. But if the LO voltage is made too large, a lot of current has to be moved

into and out of the transistors during transitions. This can lead to spikes in the signals
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and can actually reduce the switching speed and cause an increase in LO feed-through.
Thus, too large a signal can be just as bad as too small a signal.

3.2.3  Mixer Noise

Noise figure for a mixer is defined as

Total output noise power at the IF
Output noise power at IF due to input source

Noise Factor =

(3.25)

In general, the noise figure of the mixer is divided to two categories, single-sideband

(SSB) noise figure and double-sideband (DSB) noise figure. The difference between

the two definitions is the value of the denominator in (3.25). In the case of SSB noise

figure, only the noise at the output frequency due to the source that originated at the

RF frequency is considered, and it is usually used in heterodyne systems. In the case

of DSD noise figure, all the noise at the output. frequency due to the source is

considered (noise of the source at the-input and image frequencies), and it is usually
used in homodyne systems.

Because of the added complexity ‘and the presence of noise that is frequency
translated, mixers tend to be much noisier than'LNAs. In generally, mixers have three
frequency bands where noise is important:

(1) Noise already present at the IF: The transistors and resistors in the circuit will
generate noise at the IF. Some of this noise will make it to the output and corrupt
the signal.

(2) Noise at the RF and image frequency: The noise presents at the RF and image
frequency will be mixed down to the IF.

(3) Noise at multiples of the LO frequencies: Any noise that is near a multiple of the
LO frequency can also be mixed down to the IF, just like the noise at the RF.

Beside, the flicker noise will become more important in the homodyne receiver. In the

design of the direct down-conversion mixer, how to reduce the flicker noise of upper
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quad transistors is the important thing. This noise can be reduced by increasing the
device size for a given gp,.
3.2.4  Port-to-Port Isolation
The isolation between each two ports of a mixer is critical. The LO-RF
feed-through results in LO leakage to the LNA and eventually the antenna, whereas
the RF-LO feed-through allows strong interferers in the RF path to interact with the
local oscillator driving the mixer. The LO-IF feed-through is important because if
substantial LO signal exists at the IF output even after low-pass filtering, then the
following stage may be desensitized. Fortunately, this feed-through can be reduced
largely by used the double-balanced architecture. Finally, the RF-IF isolation
determines what fraction of the signal in the RF path directly appears in the IF, a
critical issue with respect to the even-order distortion problem in homodyne receivers.
The required isolation levels greatly depend on the environment in which the mixer
is employed. If the isolation provided by the mixer is.inadequate, the preceding or
following circuits may be modified to remedy the problem.
3.25 Linearity
As far as cascaded stages are concerned, linearity is a very important performance in
mixer stage. In general, it will dominate the distortion of the entire receiver. The detail

analysis will be introduced in Chapter 4.
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Chapter 4

-5dBm 11P3 UWB Low Noise Amplifier Using

Complex Derivative Cancellation Technique

4.1 Introduction

Linearity plays an important role in broadband RF systems because nonlinearity
degrades system performance with the consequence effects such as harmonic
generation, cross-modulation and intermodulation. Of these distortions, the
third-order intermodulation (IMD?3).is ‘one of the critical terms to be solved. The issue
is especially serious to the low.noise amplifier (LNA) in broadband system as an LNA
needs high gain to suppress noise, while facing a broadband spectrum involving
external interferers without much filtering. As such, it has been great attention on
linearity improvement to RF circuit-designers.

In recent years, several techniques have been proposed to improve the linearity of
RF amplifier. Most of them are based on negative feedback circuit. One of the most
famous ones is using source degeneration by resistor or inductor. Another scheme is
the superposition of auxiliary transistors operated in different bias conditions to
cancel the derivative of device transconductance. Such method, referred as derivative
superposition or multiple gated transistors (MGTR), offers a good opportunity to
extend linearity without increasing power consumption. However the conventional
derivative cancellation through DC transconductance analysis is inaccurate at RF
frequency. A complex transconductance analysis technique was proposed to search for
the optimal design parameters. It is also found adequate to improving IIP3 in a

broadband LNA design.
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In this work, a 3.1~10.6GHz CMOS LNA employing the complex
transconductance analysis is reported, with linearity improvement of 5 dB. In the next
section the IIP3 analysis of a cascode amplifier is provided, followed by the LNA

circuit design, fabrication and measurement results in 0.18 um CMOS technology.

4.2 UWB LNA Design Consideration

A low noise amplifier (LNA) is an important component at receiver path for
wireless communication. It provides a high gain with low noise figure for overall
wireless communication system. For various LNA circuit topologies, the common
source amplifier is generally popular as it provides a better noise performance with
low power consumption. It is especially popular for extreme applications in which
ultra low power. A widely used one for narrowband LNA design is a CS amplifier
with inductive source degeneration, which has been well analyzed. Because the
frequency dependency of the-derived Z;,.1s different from that of Z;,, broadband LNA
is not feasible using that technmique. This is observed in the broadband amplifier
realized by employing a multi-order LLC matching network. The noise performance is
still band-limited. We designed the UWB LNA by employing dual reactive feedback
topology, and the theory will be detailed in this paper.

In this chapter discussions are given for broadband noise and input matching
realization in a CMOS LNA. Starting from the next section, we first analyze the dual
reactive feedback circuit is proposed to achieve broadband noise and input matching,
we use transformer simplifying the LNA circuit to save chip area. For better linearity,
we try to use multiple gate transistors to improve the linearity of UWB LNA. The
following section shows a design example of an UWB LNA implemented in TSMC

0.18um CMOS process, along with simulation and measurement results.
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4.3 Dual Reactive Feedback Technique For Broadband
Input Impedance Matching

For this UWB LNA, the proposed solution is a dual reactive feedback topology
composing of a capacitive shunt feedback and an inductive series feedback, which
individually attain noise and input matching in two different frequency regions to
constitute the broadband noise and input matching. These two feedbacks are
seamlessly combined by employing an inductor at transistor drain, which conducts
different loading conditions for each feedback structure. Then for some reason, three

inductors in this circuitry are merged into a transformer to reduce the chip area.

4.3.1 The proposed dual reactive feedback circuit

The proposed dual reactive feedback structure with input matching network is
shown in Fig. 4.1. The Zop,* has an equivalent circuit representation shown in Fig. 4.2,

as Zo,,t* is not affected by lossless feedbacks. By employing the ladder filter structure

Fig. 4.1 Dual reactive feedback structure

Lgtls Cgs+Cya
] L
LA

——000"
Zo |_T %Lﬂ J_ C1 Ropt
Zopt l

Fig. 4.2 Equivalent circuit of Zop,*.
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with L; and C,, the Zopt* to Z, matching bandwidth is extended. Following the general

filter design guideline,

L-C=(L,+L)(Cy+C,)=1/Q2rf.), 4.1)

in which £ is the center frequency of pass band. To the optimal wideband matching
result the R, can be designed slightly less than Zy, not strictly following the standard
filter design algorithm. The design of L; and C; also takes into account the gain
response as described the in next subsection.

After the broadband noise matching is preliminarily achieved, the input
impedance is then matched by the proposed dual reactive feedback circuitry, as in the
dashed-line box of Fig. 4.1. This circuitry provides different reactive feedbacks in
different frequency regions. In the frequency region lower than the L;,-Cp series

resonance frequency, when looked from the-transistor drain, the L;~C; tank behaves

_

r = Cys 1.
's,CF

Zin Rs,IF - ng

L L, Rs,cr

(a)

Z Rs,”: = Cga

(b)

Fig. 4.3 Input impedance changed among the two feedbacks with frequency
(a) capacitive shunt feedback in lower frequency region;

(b) inductive series feedback in higher frequency region.
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like a capacitor C;' as shown in the left of Fig. 4.3(a). Hence the input impedance can

be represented as an equivalent circuit in the right of Fig. 4.3(a), in which

&L
R, p = C. - (4.2)
:CL.+ng ~CL+ng (4.3)
e gmcgd gmcgd ’ -
and
CS,CF =8unlus * ng . (44)

Two noiseless resistances can be found in this circuit: the R, by the series
inductive feedback of L, and the R, crby the shunt capacitive feedback of C,y with
C.'. Because the Cicr, as in (4.4), is much_larger than Cg, the branch of Ccr
dominates the input impedance.in the lower frequency region. As such the R, cr is the
noiseless resistance added on.R, to match to R, 1n this region.

In the higher frequency.region where the effect of C,, is significant, the L, is
designed to resonate with C;, to-provide a short circuit at the transistor drain, as shown
in Fig. 4.3(b). Hence the branch of Cs¢r in the right of Fig. 4.3(b) vanishes and the
R, ;r takes over the role of R;cr. Such handover of reactive feedbacks can well
minimize the R,-to-R,,; difference in wide frequency range.

The determination of these relative frequency parameters includes the L, C;, and
L, in Fig. 4.1. For the capacitive feedback, the L, in Fig. 4.1 and the Ccr and

RstR, cr in Fig. 4.3(a) constitute a low-Q resonance tank with resonance frequency

focr =127 [L,Cor =127\ [L, g1 -C,y . (4.5)

With its low-Q character, the slight frequency shift of fy cr by L; and C; is ignorable.

For the inductive feedback, the resonance frequency is located at

fow =V27 (L, +L)-(C, 11 C)). (4.6)
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As mentioned before, at this frequency the L, is expected to tune out C;. Therefore

L,-C, = 1/(277f0,1F)2 . 4.7)

The frequency relationship of f cr< f. < for 1s obtained from (4.1), (4.5)—(4.6).

4.3.2 Gain response

The dual reactive feedback amplifier is expected to have a broadband response to
suppress noise by the succeeding stages. The gain response is mainly shaped by the
drain network in Fig. 4.4. as the input network is a broadband structure. Based on the
low-pass response by C; (the gray curve in Fig. 4.4.), the L, conducts a series peaking

providing gain expansion at frequency

Jopew =1/27[L; - (C 11C) (4.8)

which is higher than fj ;. The voltage gain at this frequency can be derived with the

circuit approximation, in which

" Cp+Cy
gmcgd

d

(4.9)

As to the gain in the lower out-of-band frequency, it is suppressed by the input
shunt inductor L;. As a result it produces a gain peak at the lower band edge. The
magnitude of this peak is designed close to that of gain peak at the higher band edge
such that the expected gain response is as the solid curve in Fig. 4.4. Following this
design guideline the voltage gain is mainly determined by that at fj peax.

If a very wide bandwidth needs to be covered, an additional gain expansion by the
next stage is necessary to compensate the mid-band depression. Such a case applies to
a 3-11GHz UWB LNA. A flat gain response is obtainable by this stage itself as the

two gain peaks can be designed fairly close to each other.
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s
f 0,peak Freq.

Fig. 4.4 Gain response design of the dual reactive feedback stage.

4.3.3 Dual reactive feedback with Transformer feedback

The proposed dual reactive feedback amplifier as shown in Fig. 4.1 demands four
inductors to implement, which occupy huge die area. To reduce the inductor number,
the transformer feedback topology is proposed to replace the three inductors L,, Ly,
and L, as shown in Fig. 4.5(a). In transformer feedback the L, and L, are overlap
sharing the same die areaand-having a mutual inductance M to constitute a
transformer. The mutual inductance M senses the drain current and contributes a
series voltage feedback at input, which provides the same function as L, in the
inductive source degeneration amplifier. The input impedance can be expressed in

equivalent circuit as shown in Fig. 4.5(b), in which L,' = L,+ L, and

Mo,
| v C
Ly | 5 Ly
L Ly
(a)
Lg""—s Cgs Rs,IF Lg' Cgs Rs, TF
0 0
Zin I_,\/V\jr- Zin -
(b)

Fig. 4.5 (a) The inductive source degeneration feedback can be substituted by the

transformer feedback. (b) Their equivalent circuit for input impedance.
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Input

L.
1

Fig. 4.6 The dual reactive feedback amplifier with transformer feedback.

(4.10)

which provides the wanted noiseless resistance.

The transformer feedback. topology is also advantageous that the transistor
source is connected to ground directly. This allows this-amplifier be implemented in
CMOS inverter structure, which employs both NMOS and PMOS to reuse drain
current for a larger transconductance. The final shape-of the proposed dual reactive

feedback amplifier is therefore shown in Fig."4.6. Here the mutual inductance is

represented in coupling factor k with the relationa =k,/L,L, , and the L; in Fig. 4.6

represents the L, in Fig. 4.5.

Because the M in general is much smaller than L, and L, the coupling factor £ is
much smaller than 1. Design experience shows the k value between 0.1 and 0.2.
Possible layout schemes of such weak coupling transformer include common-centroid
coil and overlapping coil, Generally the common-centroid coil has a better quality
factor but consumes more die area. In the design example, the common-centroid coil

was adopted for a better result.
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4.4 A 3-11GHz Ultra-Wideband Low Noise Amplifier

A design example of a 3—-11GHz UWB LNA employing the dual reactive
feedback is demonstrated, as shown in Fig. 4.7. The inverter amplifier is self biased
with a 8kQ feedback resistor. The C,, of M7 plays the role of C;. The L; between Mr
and M, further increases the gain expansion at the higher band edge. The body of M,
is biased to its source with another 8k resistor. The L, and R; provide a voltage gain
with a low-Q peak at the center frequency to compensate the mid-band gain
depression by the first stage. The M, and M; constitute the output buffer and the
0.1nH output inductor improves the output matching to 50Q. For broadband input
matching, the L; and C; increase the order of matching network hence both the S;; and
Sope around the center of Smith Chart and achieve good matching.

The second stage of this LNA plays;the role of gain response trimming to have a
flat in-band response. The L3 further expands the gain response at the higher band
edge with series peaking, and the 'Ly and R; provide a low-Q shunt peaking at

mid-band, as shown in Fig. 4.8:
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Fig. 4.7 A 3-11GHz UWB LNA as a design example of dual reactive feedback

Gain A
(dB)

Fig. 4.8 Gain response

This LNA was designed in TSMC"0.18um CMOS process with aluminum as
metal material. In simulation it was designed to target >10dB return loss, < 5dB
maximum in-band noise figure, >15dB power gain with less than 1dB in-band

variation, while draws <10mW DC power from a 1.5V supply.

4.5  Analysis of Linearity

In UWB RF transceiver design, linearity requirement becomes more and more
challenging. Circuit nonlinearity results in various system distortions associated with
the even and odd order nonlinearities. Of these distortions, the third-order
intermodulation is one of the most critical terms responsible for linearity degradation in

general RF systems. Due to the fact, how to improve the linearity of RF circuits without
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extra power consumption becomes an important topic to be studied.

As far as cascade amplifier stages are concerned, system design calls for high
linearity in the LNA to alleviate the distortion issues. Linearity is most limited by the
transconductance amplifier, hence we will discuss the nonlinear effect of the common
source amplifier in section 4.5.1.

In recent years, several techniques have been proposed to improve the linearity of RF
circuits by linearization of the nonlinear transconductance, such as degeneration
feedback. Another scheme is the superposition of auxiliary transistors operated in
different bias conditions to null the derivative of device transconductance. Combined
with the technique of out-of-band impedance termination, circuit linearity can be further
enhanced, as indicated by the Volterra series analysis. The scheme, named as derivative
superposition or multiple gated.transistors (MGTR), offers a good opportunity to extend
linearity without increasing power consumption. Further, we try to improve the linearity
of broadband LNA using MGTR.

It is proposed that a complex transconductance shall be employed to search for the
optimal design parameters for MGTR design consideration. Therefore we propose a
compact equivalent circuit for the design of the multiple gated transistors technique in
section 4.5.2. In section 4.5.3, we improve UWB LNA using multiple gated transistor

technique by complex transconductance analysis.

45.1 Nonlinear Effects of Common Source Amplifier

For the common-source amplifier, the nonlinear effect is dominated by the
transconductance and the output conductance of the device. The nonlinear effects of
the capacitances and substrate can be neglected, and they can be considered as linear

elements. Therefore we only consider the transconductance and the output
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Nonlinear element
Z, : : !

Vin Cgs = Vgs ImVgs o Z;

Fig. 4.9 The equivalent circuit of the common-source amplifier

conductance as the nonlinear source for the following analysis.

Fig. 4.9 shows a common-source amplifier, where Z; is the input impedance, and
Z, is the output impedance. From the above-mentioned introduction and assuming
that the common-source amplifier works in the weakly nonlinear region, the
equivalent circuit of the common-source amplifier can be shown as Fig. 4.9, where
the transconductance (gn) and the output conductance (r,) are the nonlinear elements.

Therefore the I-V curve of the device can be expressed as

— Em 2 v 8m 3
Ipg = [dc +gm'vgs +7'Vgs +?'Vgs 7
) { (4-11)
go 2 go 3
+ 8,V +5'Vds +?.Vds 57 >\,

where g™ and g'” represents the n™-order derivatives of the transconductance

and output conductance, and g, =1/7,.

The nonlinear distortion can be obtained by calculating the Volterra kernels of
order one, two and three of voltages.
First-order kernels

In order to obtain the first-order Volterra kernels, the nonlinear elements must be
replaced with its linearized equivalent, as shown in Fig. 4.10. Applying Kirchoff’s

current law in Fig. 4.10 yields:
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Vin Cgs p— Vgs nggS ro 22

Fig. 4.10 Linearized equivalent of the circuit

(

1

Hy,(s) _
{ {le(é’)}_ Z(l)(s) (4-12)

+sC +sC -sC
Z] (S) gs gd) gd

—sC Cojt—
(gm 5 gd) s gd Zz(S)//ro

where H,,(s) and H,,(s) are the Volterra kernels. The first subscript in these two
transfer functions indicates the order of the transfer function, whereas the second

subscript corresponds to the numbering of the node voltages. Then the first-order

kernels H,,(s) and H,,(s) can'be expressed as

_ 1+5Cyy.Z5(5)
) = e 2.6) (F15)

_ SCoyZ3(s) = &, Z5(5)
) e 2.0 (+14)

where

Zy(s)=2Z,(s)/Ir, (4-15)
Z (8) =5Cyy.Z,(5).Z5(5) (4-16)
2(s) = 1+5Coy (Z1(5)+ Z5(5) + 5Cy (Z1 () + Z (5)) “-17)

Z.(s)
Second-order kernels
For computing second-order kernels, the input signal v, is replaced by a short

circuit, and the second-order nonlinear current sources are applied to the linearized

circuit, as shown in Fig 4.11. Applying Kirchoft’s current law in Fig. 4.11 yields:
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Fig. 4.11 The equivalent circuit for the computation of the second-order kernels

(

+5'Cy +5'Cyy) —5'Cyy

Hy (s1,5,) 0
. - 4-18
1 [sz (51,5, )} [_ (inz2gm T inL2go )} (+15)

Z5(s")

Z\(s")

(gm—S'ng) S'ng+

where H,,(s,,s,) and H,,(s,,s,) are the second-order kernels, and

s'=s5,+58, (4-19)
. g
lNL2gm(S1’SZ) =7H11(51)-H11(52) (4-20)
. g,
lNLZgo(Sl’SZ) :Fle(Sl)-le(Sz) (4-21)

Then the second-order kernels H,,(s,555) and. H,,(s;,s,) can be expressed as

= Z,(8").Z5(5")8"Cog-lingogm + inizgo)
(g, +8(s).Z,(s")
1
Z(s")
(g +8(s"))-Z,(s")

Hy (sy,8,) = (4-22)

—=Z,(5").Z5(s").( +8'Cyg +5'Cog)-Uinpogm +int2go)

Hy(s),8,)= (4-23)

Third-order kernels
Just as second-order kernels, the third-order ones are computed as the response to
the third-order nonlinear current sources, as shown in Fig. 4.12. Applying Kirchoff’s

current law in Fig. 4.12 yields:

(

+s"C, +s5"C —-s"C
Z1 (S") 8s gd) gd

1
Z5(s")

{H31(S1,S2,S3):| :[ 0 } (4-24)

H 3, (851,5,,53) —(nz3gm TinL3go)

(gm—s"ng) S”ng+

where H;, (s, ,5,,5;) and Hy,(s,,s,,s;) are the third-order kernels, and
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=

Fig. 4.12 The equivalent circuit for the computation of the third-order kernels

/ 8w g () Ho(5)) H S (s H
Ing3gm (81582583) = 3 11(81)-Hyp (57).Hyy (s3) + 3 [H11(5,)-H 5 (55,53) (4-26)
+Hy (57)-Hy (51,83) + Hyy (s3).Hy (51,5,)]

: 8o go
INL3go (S1552,53) = ?~H12(51)~H12(Sz)-H12(S3) +?[H12(S1)-H22 (55,53) (4-27)
+Hy(57).H oy (51,83) + Hy5(83).H 5 (51,5,)]

Then the third-order kernels H3y(s,,s,,s;) and Hz, (s, ,s,,5;) can be expressed

as

—Z,(s").Z3(s")-5"Coq-Untagm T int3g0)
(g, +8(sM).Z,(s")

Hiy(sy,,,83) = (4-28)

=2, (s").Z5(s")(

+5"C. +5"C,).(i tivia.)
Zl (S" ) gs gd NL3gm NL3go

(g, +8(s")NZ,.(s")

Of the nonlinear distortions, the third-order intermodulation is one of the most

H, (s ,85,83) = (4-29)

critical terms responsible for linearity degradation in general RF systems. In order to

obtain the third-order intermodulation distortion, input signal is replaced by a

two-tone test signal (V, = Asin(et), V, = Asin(w,t)), and the fundamental signal at

@, and the distortion at 2w, —®, must be computed by (4-14) and (4-29). By

assuming s, =S, = jo, =5 , S3=—jw, *—s , and jw, —jw, =As , then the

third-order intermodulation distortion (/M) can be expressed as
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3A2|H32(j0)1,j0)1,—j0)2)|:§Az H3,(s,s,—s)

IM3 = . X .
4 ‘ Hy,(joy) ‘ 4 H,(s) (430)
3 o 1145C,.Zi(5)+5Cy Z,(5) | :
—_.Az. g g "lNL3ng(S’S’_S)+lNL3g0(S’S’_S)|
4 |Sng —&m |

In addition, the A;p; can be obtained by assuming /M, =1 and expressing as

i |chd_gm| 1
3

A12P3= : T .
|1+chd'Zl(S)+SCgs'Zl(s)| |lNL3gm(S’S5_S)+1NL3go(S>S>_S)|

(4-31)

From (4-31). The equation provides good agreement with harmonic-balance
simulation. The nonlinear distortions result from the nonlinear effects of the
transconductance and the output conductance and vary with different load impedance.
For our case, the linearity is dominated by the device transconductance in the low

load impedance.

4.5.2 Multiple Gated Transistors Method Using Complex
Transconductance Analysis

The MGTR method improves linearity by cancellation of these effects due to
auxiliary transistor (AT) as shown in Fig. 4.13. This negative peak of the main
transistor (MT) can be cancelled by the positive peak value of a properly bias and size
of AT. Because AT is biased in the sub-threshold region, this linearization method
does not consume much extra power.

For typical MGTR, using DC transconductance the conventional analysis lacks of
accuracy to predict the high-frequency operating condition. Essentially nonlinear
distortion is frequency-dependent. An effective method using complex AC
transconductance is therefore used to achieve optimized device size and bias for the

auxiliary transistor.
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Fig. 4.13 MGTR architecture
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Fig. 4.14  The compact box-type equivalent circuit model

Without loss of generality-in this nonlinear-analysis, the superposed configuration
in MGTR can be simply represented by the transconductance element Gy, (w). The
transconductance Gi(®) is defined in the same way as the ratio of the output current
to the input voltage, including all the intrinsic and extrinsic frequency-dependency of
MOSFET devices. It could be a complex value at high frequencies. Its nonlinearity
shall be related to the load impedance and the operation frequency. Consequently the
equivalent circuit model of a transconductance amplifier is shown in Fig. 4.14.

The third-order intermodulation product IMD3 in a two-tone test is derived by

Volterra series analysis and expressed as

_ 3 43 _1Zs(@)+Zin()+24(@)|1Z, (@) |inLzGml
IMD; =7 -4 1Z5(0) +Zin () Z5(0) G (@) +Zg (@) + Ziz ()]’ (4.32)
where
linusem| = [H(@)|® - |e(w, Aw, 2w))], (4.33)
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le(w, Aw, 20)| = Sm@) 2, tm(@) [ZZS(Aw)H(Aw)

3! 3 2!

(®) 4 7,(20)H(2w) B2,
(4.34)
Lower IMD3 can be obtained by reducing e(w, Aw, 20) in Equation (4.32). Similarly the
major effort is cancellation of G (), which is conducted in the complex domain. For
the value of G”m for MT is negative in the gate bias voltage vy M1=0.77V and the
device sizes of MT is NF=13. It can be cancelled by the positive value of AT with a
proper bias voltage. This complex transconductance analysis actually suggests that the
proper bias voltage ves ar=0.46V, and the device sizes of AT are chosen as NF=11, as
can be seen, G”m appears close to zero at the gate bias voltage vy, Mr=0.77V at 7GHz
in the polar plot as shown in Fig. 4.15. From Fig. 4.16, we can get the magnitude of
complex transconductance to matching the traditional DC transconductance analysis.
For the optimal device size and bias voltage of AT minimizes the value of G p.
Using the IIP3 contour as shown in Fig.4.17, we observe the value of IIP3 in the CS
amplifier by sweeping the device size and bias voltage of AT for the condition which
is the gate bias voltage vy Mr=0.77V for MT; and the device sizes of MT is finger

numbers of 13. Final, we choose the proper bias voltage vy a1=0.46V, and the device

sizes of AT is finger numbers of 11 for the MGTR optimal parameters.
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Fig. 4.15  Cancellation of complex AC Gy, in polar plot
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Fig.4.16  Cancellation of AC g, in MGTR configuration
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Fig.4.17  Search for the optimal device size and bias voltage using IIP3 contour

45.3 Broadband Linearity Improvement By Using MGTR
For a single transistor, the third-order intermodulation of the transconductance
element G (®) in a two-tone test is derived by small signal circuit analysis and

expressed as

ZL
(1+ G)ZCSSZSZ)(]-_l_ ja)CgsZL)(1+ ja)CgsZs)

G (@) =~ (L2

LV, ), (4.35)

Similarly the major effort is canceling the IMD3 of MT, which is conducted in the
complex domain. In order to improve the linearity of broadband LNA, lower output
IMD3 can be obtained by reducing the negative IMD3 of MT using the positive IMD3
of AT. From Equation (4.35), we get the IMD3 frequency response of a transistor. To

keep the perfect cancellation effect in broadband condition, we choose the similar
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Fig. 4.18  The current of third order intermodulation of MT and AT in broadband
condition

device sizes of MT and AT to. get the phases of IMD3 which are always differential in
operation frequency, and the magnitude of IMD3 in MT, we choose a properly bias to
get the same magnitude of IMD3 in ‘AT for broadband cancellation.

In Equation (4.35), we assume the transconductance element G m(®) has
magnitude and phase function depends on frequency, the IMD3 has the different
magnitude variation and phase variation in operation frequency as shown in Fig. 4.18
We can get the IMD3 variation between 3GHz and 11GHz, the magnitude of third
order intermodulation is similar, and the phase of third order intermodulation is
always differential. Therefore, MGTR linearization method can provide good linearity
improvement in broadband application. From the bias voltage vgs Mr=0.77V, and the
device sizes of MT and AT are chosen as NF=13 and 11, we can observe the value of
IIP3 in the CS amplifier by sweeping transistor size and bias voltage of AT in
difference frequency as shown in Fig. 4.19. Using the IIP3 contour, we can choose the

optimal bias voltage to get the perfect cancellation in broadband condition.
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Final, this complex transconductance analysis in broadband condition actually
suggests that are chosen vy ar i1s 0.46V to get perfect cancellation in broadband
condition. The device sizes of MT and AT are finger numbers of 13 and 11. We see the
linearity which be improved by MGTR technique as shown in Fig. 4.20. Finally, the
cancellation effect is as good as broadband application between 3GHz and 11GHz.
MGTR linearization method can provide good linearity improvement in broadband

application as shown in Fig. 4.21.

Fig. 4.19  Search for the optimal bias voltage using IIP3 contour in broadband condition
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46 CMOS Constant Current Reference

According to the broadband complex. transconductance analysis, the MGTR
technique can use linearity improvement in broadband condition. Simultaneously, we
observe the cancellation effect which is sensitive to the process corners. In various
process corners, it makes the  variation of voltage and current, so the distortion
cancellation effect is affected by the wvarious process corners. Therefore, we need a
constant current reference to biasing MT and AT for keeping the cancellation effect,
the following discuss will present a CMOS constant current reference designing flow.

In this work, a CMOS constant current reference over process variations is
presented as shown in Fig. 4.21. During processing, variations in the process
parameters like, 7,, (gate oxide thickness), N, (channel doping), and others affect the
reference current. Therefore, the core of the proposed technique is a CMOS circuit,
which generates the reference current as the drain current of a MOS device. This drain
current is kept relatively constant by exploiting the physical relationship between K
and V7 in process variations.

The drain current of MOS device in saturation region can be expressed as
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w
1=K (57) Wos = V)2, (4.36)
Due to process variations, K “and Vy, which affect the drain current. The normalized

variation in the drain current can be expressed as

Al AK' 20V

I K' (Vgs-Vp)’

(4.37)

K and V7 are primarily dependent on two process parameters, f,x and N, and they

can be expressed as

ey (4.38)
VT — VFB + (ps + tOX\/ZSSinCh((pS_VBS)’ (4.39)

€ox

Across the process corners, K “and V7 vary due to variations in 7,, and N,;. In Equation
(4.38) and (4.39), an increase in*K" is accompanied by a decrease in Vr when ¢,
decreases, or vice versa. Therefore, this correlationbetween K and V7 can be
interpreted as an inverse relationship between them. At this point, it is important to
have some understanding about the modeling: process corners in typical CMOS
processes.

In Equation (4.37), we assume (¥, —V7) to be equal to V7. Even though the
inverse relationship of K ‘with Vr causes a wide variation in the drain current, the
same inverse relationship can also be used to our benefit if we assume for the moment

that the expression of the drain current can be expressed as
1=K (5) Vr + Vas(sat))? (4.40)
- 2L T ds ’ .

In Equation (4.40), assuming V (sat) can be kept constant, the variation in the drain

can be CXpress as

S (4.41)

1 K'  (Vr+Vgs(sat))’
For the process corners, the inverse relationship between K and Vy will

minimize the variation in the drain current given by Equation (4.41). The variation in
56



the drain current can be minimized to the order of K variations by choosing a large
value of Vy(sat). The following discussion will assume that the inverse relationship of
' K and V7 exists across process variations.

In this circuit, there are 3 design parameters: Vy,, o and . The reference current can

be expressed as

ey = Ky (5

_ 2
7)1y (Vas = Vee)?. (4.42)

Assuming an ideal NMOS current mirror, the reference current can be modified as

2
, 21
Les = K (ZL)W11 <VTP +2 K{)(B)> : (4.43)

=K, (%)Mg’11 ((1 —2 \/%)VTP +2 \/% (VGS))Z, (4.44)

In Equation (4.44), Vg is a constant voltage, o..and 3 are the ratios (W/L) of the

PMOS devices. In order for the reference current to be constant across process corners

dlyef
dKy,

=0, (4.45)
Substituting Equation (4.44) in (4.45) gives
avrp _ dKp

[(1-2 \/%)VTP+2 \/%(VGS)] 20-2 J%)K,;

Both sides of Equation (4.46) can be integrated, and by eliminating the constant of

(4.46)

integration using the nominal values of K }7 and V7p , we will get

' (1 =2 | 2WVrPnom+2_|5(Vgs)]
G _ o2 i 2 (4.47)

Kpnom [(1-2 \f Wrp+2 \f (Ves)] ’

K ’p,nom , and Vrp,om are the nominal (typical) values of K ’p and Vzp in any process

variations. Equation (4.47) represents the desired inverse relationship between K ’p and
Vrp for a constant reference current. For the moment, we can get the optimal ratio of
and B in Equation (4.47). Final, the V,, of the CMOS constant current reference is
1.3V, the ratio of a and B is 5:12. In the simulations, the variation of the CMOS

constant current reference was +0.8% of its nominal value in process corners.
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4.7  Chip Implementation and Measured Result

The chip micrograph is shown in Fig. 4.22. The parasitic shunt capacitance of the
Cc is employed as the C; for matching network. Fig. 4.23 shows the measured input
impedance matching S;;. Fig. 4.24 shows the power gain S,;. The measurement and
simulation results have a 5-dB difference, which was found due to the inaccurate
SPICE model and metal conductivity in EM simulation. The measured noise figure
(NF) are shown in Fig. 4.25. The measured in-band noise figure is 7.3dB. The
measured NF higher than the simulated one is due to the degraded power gain. Fig.
4.26 shows the measured IIP3 of the MGTR UWB LNA at two conditions. One is the
MGTR operation condition, and the other is single transistor condition that the AT gate
bias voltage is ground. As can be seeny linearity improvement achieves more than 5dB
without extra power consumption. Thelinearity performance is improved with a
measured [IP3 of about -5dBm.in-band. The power consumption without output
buffer is 8.26mW from a 1.5V supply. The performance1s summarized and compared

with other in Table. 4.1.

Fig. 4.23 Chip micrograph of the UWB LNA.
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Table. 4.1 Measure performance summary

This Work [1] [2] [3] [4]
0.18um 0.18um 0.18um 0.13um
Technology 90nm CMOS
CMOS CMOS CMOS CMOS
Power Supply 1.5V 1.8V 1.5V 1.2V 1.0V
BW (GHz) 3.1~10.6 2.3~9.2 3.1~10.6 3.1~10.6 3.1~10.6
S/ 1max (dB) <-8 9.4 -11 9.9 <-10
S,,(dB) 8.1 9.3 11 13.7 7.8~12.3
Noise Figure 7.31dB 8 dB 5.1dB 3.0dB 2.7~3.3dB
Power
8.26 mW 9 mW 9 mW 9 mW 2.5mW
(w/o buffer)
11P3 >-5dBm -16dBm -12dBm -8.5dBm -6.4dBm
g
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Fig. 4.24 Measured input impedance matching S,




S22 (dB)

S22 (dB)
0

freq (1.000GHz to 15.00GHz)

0 2 4 6 8 10 12 14
Frequency (GHz)

Fig. 4.25 Measured output impedance matching S,
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4.8 Summary

The proposed broadband simultaneous noise-and impedance matching technique
is employing dual reactive feedbacks and a high-order input matching network to
cover a wide bandwidth.

A low-power high-linearity UWB LNA, intended for use in the receiver path of
ultra-wideband wireless system, is designed in standard 0.18um CMOS technology.
The MGTR technique is adopted to improve the linearity of the broadband LNA. A
common source equivalent circuit using AC complex transconductance analysis
provides broadband linearity improvement, IIP3 contour gives the optimal design
parameters. Measured data show that the improvement of the linearity is more than 5

dB in broadband condition.
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Chapter 5
A Low Power, High Linearity UWB Receiver for
Ultra-Wide Band Wireless System

5.1 Introduction

This chapter is aimed at the low power, high linearity UWB RF front-end circuit in
wireless receivers. For the concern of low power consumption, Direct Conversion
Receiver is chosen as the system architecture. It provides great possibility of better
form factor, lower cost, less power consumption, and high linearity. In this work, a
low power, high linearity UWB direct dowmn-conversion front-end -circuit is
implemented. The front-end eircuit includes-a low noise amplifier, an active balun,
and a direct down-conversiont mixer, as shown in Fig. 5.1 The UWB LNA is the same

in the chapter 4.

ANT This Work ______________ -

Broadband Broadband

Low Pass

g

;

i LNA Mixer Filter

0

0

g Broadband Bg?:rl‘):lnd
Balun Process

(&

ﬂﬁﬁﬁﬁﬁﬁ

Fig. 5.1 UWB receiver front-end architecture.

Mixer is an essential part of RF front-end circuits. Double balanced type mixer is
better than single-ended one for its better port-to-port isolation and even-order terms

rejection. The received signal from the antenna is usually single ended. An active
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balun is needed to transform the signal from the proceeding stage into a differential
form to benefit from the double-balanced structure. To avoid unwanted signal loss, an
active balun is usually adopted. However, the active balun contributes limited gain
and consumes some power. Therefore, in this work the active balun and
transconductance stage are combined to a single stage to largely save power
consumption as shown in Fig. 5.2. It consists of common gate and common source
transistors which is claimed to have averagely good performance over other inspected
types. The transconductance stage has been analyzed in the chapter. The NMOS

switching stage with large size has been selected for performance consideration.

Vor Vo- IFe
Vgsl_l E& LO» °_|
Vi —i I n
Vbias °—| % Ioctlrep
= Vg2 =
AN / AN /
Part A Part B

Fig. 5.2 The active balun mixer
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5.2 Principle of the Mixer Circuit Design

In this chapter, the design principle of the low power, high linearity UWB
front-end circuit is introduced. Fig. 5.3 shows the schematic of the low power, high
linearity broadband down conversion mixer circuit. The principle emphasizes on the
features of each block, which include low noise amplifier, active balun, and direct

down-conversion mixer.

VDD=1 S5V

Fig. 5.3 The schematic of the broadband down conversion mixer circuit

5.2.1 Transconductance stage
The transconductance stage consists of two transistors, a common gate transistor
M, and a common source transistor M, as shown in Fig. 5.4. The RF input signal is
transformed into differential current by M; and M,, respectively. The output
differential current is then connected to the switching stage for current commutation,
which loads the transconductor stage and makes the current into voltage V,; and V,;

at drain nodes. In the analysis, the parasitic capacitance Cgq; and Cgqo are not
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Fig. 5.4 Common-gate common-source transconductance stage

neglected and r,; and r,; are also taken into consideration.
Applying KCL to the small sighal models shown in Fig. 5.5, the equations of output

voltages to input voltage V; is.obtained as:

&: Z, /1, +8,.2, (5.1)

V. 1+Z,/r,+sC,Z,

1

—g +5C, ,+5Z (M-i-g C,,+sC, .C. )
V;z m2 gd2 52 }’02 m2 -~ gd2 gd2™" gs2 (52)

. -
+Cyn/Z))

11 Z, 1 CortCoin
i +7+chd2+75(7+gm2)+szsz(7+g,y,2Cg,12+Sng2ng2
7, L L T )

Where Z; models the loading impedance of the switching pairs and V;’ is assumed
close to V; at the operating frequency for the large capacitance C, which is added to
do the dc blocking. The large resistor Ry, is used to give dc bias voltage and neglected
in the analysis.

Suppose that Zg, is equal to zero in (5.2), then (5.2) would be:

V., _ (&2 _Sngz)ZL
Vi 1+Z,/r,+5C,Z,

l

(5.3)

(5.1) and (5.3) must be equal in magnitude and out of phase at the operation frequency.
Assume a pure resistance loading, Z;=R;, and equal size for the two transistors. The
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Fig. 5.5 Common-gate common-source transconductance stage
(a) small signal model of common gate

(b) small signal model of common source

magnitude and phase of the two equations is extracted:
Vo @r,+9,,)R, Ve JoZ, +wC,,,°R,
Vi J@RE P A WCR T Vi @R R/, + (W, R )

Om1 — \/(ng)2 +(a£gd2)2
\/1+ (a)nglR)Z \/1+ (a’ngzR)2

Magnitude _balance:

wC R wC_ R wC
Arg (\ﬁ) =—/tant'—2 % Arg (V02 Y=r—Ztan?t—X2 L _ stgnt—9%2
Vi l+ RL /rol Vl 1+ RL / r02 gm2
_ _ _ 1
Phase _balance : Ztan™(«C,,;R) = Ztan™(«C,R) + £tan™(«Cy, —)

m2

(5.4)

(5.5)

From (5.4) and (5.5), it is found that g,,; does not exist in (5.5) that is gy, could adjust

the magnitude balance condition without any impact on the phase difference.

Moreover, from (5.5), the phase difference of the two equations could be adjusted by

one coefficient Cyq; by adding a parallel capacitance Ce to the gate to drain

capacitance of M. Since Cgq; will affect both the phase and gain difference, the Ce is
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defined to make the phase balanced first, then to adjust g,,; to meet the magnitude
condition. The bias voltages of CG and CS stage are separated, so gn,; can be adjusted
by gate voltage independently. The value of g, and g, would not be far apart, and
the values of 1, and r,,; are expected to be almost equal.

The input admittance Y;, of the mixer can also be derived from the small signal model

shown in Fig. 5.4:

! 1 1/1"2+ /r
Y, 6= +8utsChy+—- ol T 8mi ! To1
r Sng1+1/’”01+1/ZL

sl ol

g tl/r,+1/Z
YinﬁCS :chs2 +Sng2 : : .
5C s +1/r,+1/Z,

Y, = Y‘nﬁCG + mecs

mn 1

(5.6)

Where Yi, c is the input admittance of the ‘common gate transistor M; only and
Yin cs 18 the input admittance seen into.the gate of the common source transistor M.
The real part of the input impedance is mainly the parallel combination of 1/g,; and
Zs1. By Z1, the gm value can be much more released, that is the power consumption
can be much lower when making the input impedance matches to the source
resistance.

Fig. 5.6 shows the gain error in broadband condition. The gain error at the
operation frequency is around -0.14~0.3dB. And the phase error is always

178~180degree, as shown in Fig. 5.7.
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Fig. 5.6 Simulation result of gain error

8 70

|

o

3 -175

| . /
(o)

= -180 —

L

?

© -185

N

(2

q, -190 T { T { T { T { T { T { T { 1
L

= 0 2 4 6 8 10 12 14 16

Frequency (GHz)

Fig. 5.7 Simulation result of phase error

5.2.2 Mixing stage

In this work, the proposed mixer utilizes current commutation for frequency
mixing. A mixing stage is constructed to transform the incoming RF signal to a lower
frequency as shown in Fig. 5.8. The non-ideal switching character and noise
contribution will alleviate the circuit performance. To make the switching behavior
more ideal, MOSFET of larger size is chosen and biasing point is set near threshold

voltage. As pointed out in the beginning of this paper, the effort to convert signal into
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Fig. 5.8 Mixing stage

differential form is to make mixer in double-balanced structure. The even-order
distortion and the LO-IF feedthrough are eliminated in the double-balanced mixer.
Moreover, large MOS device size is chosen for its lower flicker noise. The flicker
noise of MOSFET is appeared in low frequency range around DC, much lower than
LO frequency, it can be effectively modeled as interference at the gate terminal of
switching component. This slowly varying offset voltage disturbs the switching time,
advancing or retarding the time of zero crossing. Mixed with the LO signal, the low
frequency noise is up-converted to frequency around the LO frequency which
degrades the function of mixing. Final, the mixer topology is chosen as NMOS pairs.

5.2.3  Current injection method

In order to increase the mixer linearity and gain, there are only two or three
possibilities: to increase the current flowing through the trans-conductors or to
increase the load impedance or both of them. At a given current there is a limitation
for increasing the load resistors because of the voltage drop along these resistors. On
the other hand, higher current of the trans-conductors improves the gain and the

linearity of the mixer but forces more current flowing through LO switches. The latter
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effect causes a non ideal switching, which means that both switching transistors are
simultaneously in on state for a longer time. Thus more and more RF current is lost as
a common-mode signal. For a given LO amplitude, the switching time of the
transistors can be reduced by reducing the drain current flowing through them. This
can be achieved by the current injection method.

Current injection method is employed to increase the linearity of this mixer. Two
dc currents are injected at the drains of the bottom stage transistors. The value of this
DC current is optimized, so that it provides the best linearity, gain, power
consumption, and bandwidth for the mixer. The other consideration made in designing
the current source is that, its output impedance should be large, so that it does not
attenuate the RF signal passing through the bottom stage of the mixer to the top
transistors. The noise contribution of the switching stage is also reduced, because of
the lower DC-current flowing through the switches. So.we use the current injection

method to improve the mixer linearity and gain.

5.3 UWB receiver Simulation Results.and Comparison

The direct down-conversion mixer transforms the radio-frequency (RF) signal
into base-band directly and needs high linearity to avoid the distortion of the signal.
Following the previous discussion, a low-power and high-linearity UWB receiver is

designed, as shown in Fig. 5.9 and Fig. 5.10.
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Fig. 5.9. UWRB receiver architecture
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Fig. 5.10.  CMOS constant current reference

The simulation input return loss is plotted in Fig. 5.11. The simulation result of
conversion gain versus radio frequency (RF) is shown in Fig. 5.12 and DSB noise
figure is 6.9dB at IF of 100MHz.

The conversion gain of UWB front-end circuit is 20.3~21.1dB. Linearity
analysis is conducted by the two-tone test. Two-tone test is done for measuring
third-order intermodulation distortion. The simulation IIP3 is about -4.7~-5.8dB as
shown in Fig. 5.13, and the power consumption of active mode is 10.4mW. Complete
simulation results are summarized in Table 5.1 together with simulation results for

comparison.
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Table 5.1 Summary of performance and comparison

This work [13] [14] [15] [16]
(sim) 07APMC | 08ISSCC 07EuMa
RF 3.1~10.6 3.1~10.6 3.1~8 0.5~7 3.1~10.6
Bandwidth GHz GHz GHz GHz GHz
0.18um 0.13um 0.18um 65nm 0.13um
Technology
CMOS CMOS CMOS CMOS CMOS
VDD 1.5V 1.5V 1.5V 1.2V 1.5V
Power 10.4mW 48mW 19.25mW 16mW 42mW
Conversion
. 20.3~21.1 22.9~264 19~21.5 18 19.5~23.3
gain(dB)
Noise

) 6.9 4.8~7.7 4.3~6.2 5.5 5.2~9.2
Figure(dB)

S11(dB) <10 <-10 <10 <10 <-10
1IP3(dBm) -4.7~-5.8 -11.5 <17 -3 -10.4
P1dB(dBm) -15 =21 N/A N/A -22.77

FOM - Gain* IIP3* BW
Power *(NF —1)
10
9 X
8 L
7
E 6 M This Work
5
8 . *[13]
3 [14]
2 X [15]
1 > ¥ [16]
0
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Fig. 5.14 The FOM of UWB receiver performance
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Fig. 5.15 Chip layout of UWB receiver front-end circuit

5.5 Chip Implementation/ And‘Measurement Considerations

5.5.1 Circuit Implementations

Following the above-mentioned analysis, a UWB front-end circuit is designed, as
shown in Fig. 5.9 and Fig. 5.10. The front-end circuit is fabricated using 0.18um RF
CMOS technology. The full chip layout of circuit is shown in Fig. 5.15. The total die
area including bonding pads is 0.913 mm by 0.962 mm.

The RF input is placed on the left side, the LO input is placed on the right side, and
the IF input is placed on the top side of the chip. The placement of pads is considered
for the on-board measurement. In order to minimize the effect of the substrate noise
on the system, a solid ground plane, constructed using a low resistive metal material,
is placed between the signal pads and the substrate. Besides, there are many ground

pads to minimize the effect of the bond-wire.
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Fig. 5.16 Measurement diagram including unit gain output buffer

5.5.2 Measurement Considerations

Measurement is conducted by mounting the mixer dic on FR4 board. Input testing
signal is transformed into a differential form at LO ports by GSGSG differential probe.
Fig. 5.16 shows the measurement diagram. A-unit gain output buffer is used to
transform the differential signal into: the-single-ended form, and provides high input

impedance to reduce loading effect.
5.6 Summary

A low-power, high linearity UWB front-end circuit, intended for use in the
receiver path of a wireless local area network, is designed in standard 0.18um CMOS
technology. The circuit architecture is chosen available for the application of low
power consumption and high linearity. It is composed of a low noise amplifier, a
active balun, and a direct down-conversion mixer. The linearity improvement is using
MGTR circuit. Simulation results shows that the UWB front-end circuit achieves
conversion gain of 20.3~21.1dB, input return loss of -10dB, input third-order

intercept point (IIP3) of -4.7~-5.8dBm, and input power consuming only 10.4mW.
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Chapter 6

Conclusion and Future Work

6.1 Conclusion

In Chapter 2, some architectures of the receiver, noise sources, and the
theoretical MOSFET noise model are introduced. In Chapter 3, the design
consideration of LNA and mixer is introduced. By analyzing and improving these, a
low power, high linearity front end circuit are design and verified.

In Chapter 4, a MGTR UWB LNA is analyzed and verified in standard 0.18um
CMOS technology. The MGTR technique is adopted to improve the linearity of the
common source amplifier in the broadband condition:” A compact equivalent circuit
using AC complex transconductance analysis truly " gives the optimal design
parameters. Measurement results show that the improvement of the linearity is more
than 5dB without extra power consumption.

In Chapter 5, a low power, high linearity UWB front end circuit, intended to use
in the receiver path of UWB system, is designed in standard 0.18um CMOS
technology. It is composed of a low noise amplifier, an active balun, and a Gilbert cell
mixer. The UWB LNA provides higher linearity by using MGTR technology, and the
single-ended signal is transformed into a differential form by the active balun.
Simulation results shows that the front-end circuit achieves conversion gain of
20.3~21.1dB, input return loss of -10dB, input third-order intercept point (IIP3) of
-4.7~-5.8dBm, and power consuming only 10.4mW.

In this thesis, two chips, UWB LNA and receiver were designed and analyzed.

These two circuits, fabricated in TSMC 0.18um RF CMOS technology, are proposed
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for the application of UWB communication system. One is a low power, high linearity
UWB LNA which is composed of two amplifier stages with MGTR linearity
improvement circuit. The IMD3 of the distortion cancellation for the common source
amplifier stage have been analyzed and designed. The measured voltage conversion
gain is 8.3dB and the total power consumption of it is 8.26mW from a 1.5V power
supply.

Another circuit is a UWB receiver front-end circuit whose topology is chosen to
suit the application of low power consumption and high linearity. A broadband active
balun converts single input signal into differential output. Besides, a broadband mixer
is adopted and carefully designed. The simulation results show the voltage conversion

gain is 20.3~21.1dB and the total power consumption is only 10.4 mw from a 1.5V
supply.
6.2 Future Work

About the work, the linearity can be improved by minimized the distortion of the

third order intermodulation in broadband condition. The MGTR technique is an
effective way to cancel the G, (w) of the device. But the second order
intermodulation may become important to degrade the IIP2 of LNA in broadband
condition, it is especially obvious when the G, () is small. Therefore, we can keep

the original performance, such as gain, noise figure, etc. and improve the linearity and
fixing IIP2 at the same time. There should be some other methods to look for a better

compromise. If this method is realized together with MGTR technique or used to

cancel the G, (), the improvement of the linearity will be obvious.
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