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Abstract

Data access requirement becomes more. and. more critical in designing
video coding hardware system especially for scalable video coding due to the
adoption of inter-layer prediction with intensive data access requirement. In
this thesis, we propose three data efficient prediction algorithms for inter-layer
prediction to reduce the data access bandwidth. First, we introduce a method
that combines inter and inter-layer residual predictions into one prediction
process and reuse its data for lowering data access requirement. Second, a
data efficient inter-layer motion prediction is presented by utilizing the
reference data of inter prediction to further reduce the considerable reference
data access. And a motion detection mechanism is proposed in inter-BL mode
through perceiving the motion vector of inter-BL to decide that the reference
data can be reused. Furthermore, for motion estimation issue, a frame size
adaptive motion estimation switching method is also proposed in this thesis to

adaptively determine the usage of the parallel multi-resolution motion
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estimation with data efficient inter-layer prediction algorithm or the level C data
reuse scheme for both inter and inter-layer prediction algorithm by taking the
frame resolution into consideration. Simulation results demonstrate that the
average bit-rate increment is 0.16% and the PSNR degradation is 0.002dB in
CIF sequences. For 480p sequences, the bit-rate increment is 0.91% and
0.09dB of PSNR degradation in average. However, analysis results show that
the proposed method can save 67.3% and 80.9% data access requirement for
CIF and 480p frame size, respectively. These data access saving not only can
increase the coding speed of encoder but can save power consumptions

brought by extreme data accesses for prediction.
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Chapter 1. Introduction

1.1. Motivation

Recently, video coding has been developed rapidly to satisfy diverse
applications range from mobile device display to high-definition TV. Traditional
video coding standards optimize the video quality at a given bit-rate without
considering the variety of transmission environment. An extension of
H.264/AVC called scalable video coding (SVC) [1] addresses this
heterogeneous environment problem:

SVC is a newest video coding-standard which standardized by Joint Video
Team (JVT). In SVC, it supports three scalabilities, including temporal, spatial
and quality scalability. Temporal scalability supports video coding in different
frame rate by using hierarchical B_structure.-Quality scalability is achieved by
Fine-Grain Scalability (FGS), Coarse-Grain Scalability (CGS) or Medium-Grain
Scalability (MGS). Spatial scalability is provided by varying frame resolutions.

Due to similarities between spatial layers, inter-layer (IL) prediction is
adopted in SVC for reducing the redundancy existed between spatial layers.
However, the inclusion of IL prediction will additionally increase the memory
bandwidth and computational requirements. Previous researches [2]-[4] have
been proposed to reduce the computational complexity of SVC. However, they
do not take the memory requirement issue into consideration. Since the
memory access speed is far behind the data processing speed in modern

video encoder design, the performance of designed video coding system is
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totally dominated by memory access. As a result, lowering the memory
bandwidth requirements not only improves coding performance of video
coding system but reduces the power consumption brought by memory
read/write access. Therefore, a prediction method of low data access
requirement is proposed which combines inter prediction (INTER) (The term of
“INTER” will be used as intra-layer inter prediction in the following contents.)
and inter-layer residual (ILR) predictions into a single prediction module to deal
with this problem. Furthermore, the data efficient inter-layer motion (ILM) and
Inter-BL modes are also proposed to reduce the data access overhead by

reusing the reference data of INTER prediction.

1.2. Thesis Organization

This thesis is organized with five Chapters. Chapter 1 introduces the
motivation of this work. In Chapter 2,-we briefly review the SVC prediction
modes and motion estimation (ME) algorithms. Chapter 3 presents the
proposed low data access method on INTER and ILR predictions. Chapter 4
describes the data efficient ILM and Inter-BL prediction algorithms combining
with frame size adaptive ME switching method, and numerous simulation
results are shown to demonstrate the efficiency of our proposed algorithms.

Finally, the conclusion will be given in Chapter 5.



Chapter 2. Overview of SVC Standard

2.1. Components of SVC Encoder

Fig. 2.1 shows the basic structure of SVC encoder with two spatial layers.
The base layer (BL) process the typical H.264/AVC encoder by using the
intra-layer prediction mode. In the enhancement layer (EL), the intra-layer
prediction is also adopted. However, for the high correlation between BL and
EL, the IL prediction is supported by reusing the coding information from BL.

In the first step of encode _process, the original input sequence is
down-sampled N times to the demand size as the input sequence of BL as
illustrated in Fig. 2.1. Then.the BL sequence is encoded by typical H.264/AVC.
Afterward, the EL is encoded by adopting inter-layer prediction which uses BL
information as prediction reference. The BL infarmation is up-sampled N times
as EL prediction reference samples. In the following section, the intra-layer

and inter-layer prediction modes are described in detalil.
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2.1.1. Intra-layer Prediction

Intra-layer prediction includes intra prediction and INTER prediction mode.
Intra prediction contains three different prediction modes for luminance block,
including I_4x4,1_8x8, and |_16x16. |_4x4 and |_8x8 support 9 optional modes
by copying the data of neighboring samples, and |_16x16 support 4 optional
modes in the same way. For chrominance block, 4 optional modes are applied
to intra prediction mode.

For INTER prediction mode, it can be future divided into uni-directional
and bi-directional prediction by considering the List of the reference picture.
The List refers to the previous-coded picture -before and after the current frame
in display order. For example, uni-directional prediction adopts only listO frame
data, whereas bi-directional prediction adopts both listO and listl frame data as
reference samples. Considering the ME, H.264/AVC defines the variable block
size motion estimation (VBSME). In-the uni-directional prediction, VBSME
contains partition size ranging from 16x16 to 8x8, given the label of
P _LO 16x16, P_LO LO 16x8, P_LO LO 8x16, P_LO LO _8x8, respectively; In
the bi-directional prediction, VBSME also contains partition size from 16x16 to
8x8, given the label of B _LX 16x16, B_LX LX 16x8, B_LX LX 8x16,
B_LX LX 8x8. The label “LX” refers to the index of list including LO, L1 and Bi.
The 8x8 partition is future divided into 8x4, 4x8 and 4x4 modes as illustrated in

Fig. 2.2.



P_LO_16x16 P_LO_LO_16x8 P_LO_LO_8x16 P_8x8
B_LX_16x16 B_LX_LX_16x8 B_LX_LX_8x16 B_8x8

 L0_LO_8x4  P_LO_LO_4x8 P_ax4
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Fig. 2.2. Block partition of INTER prediction

2.1.2. Inter-layer Prediction

Except inherent coding modes in the H.264,the SVC additionally supports
IL prediction mode which uses‘reference-layer information as the predictor to
further reduce the redundancies existed between spatial layers.

Intra-layer Inter-layer
prediction prediction

| |
v v v v |

Inter-layer Inter-layer Basevla er
Inter prediction | | Intra prediction Residual Motion 1ay
o o prediction

prediction prediction

| | | | |
v

Select the best prediction

Fig. 2.3. Prediction modes in SVC

Fig. 2.3 shows all supported prediction modes in SVC. In these prediction
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modes, the intra and INTER predictions are the same as the prediction modes
used in the H.264. For IL prediction, three type of prediction modes are defined,
including ILR, ILM and base layer mode prediction. The base layer mode can
be further classified to IL intra (Intra-BL) and Inter-BL prediction according to
BL prediction modes. The Intra-BL reuses the up-sampled texture from base
layer (BL) as reference samples for predicting the macroblock of enhancement
layer (EL) when corresponding macroblock in BL is intra mode. For ILR
prediction, the up-sampled BL residuals are subtracted from current data
before performing motion estimation search. ILM prediction adopts the
up-sampled motion of BL as motion vector predictor. Inter-BL is similar to
inter-layer motion which uses the motion vector-as well as partition mode of BL
for prediction in enhancement layer. These inter-layer prediction modes can be
combined with each other to efficiently utilize the BL information. The

combination modes of IL prediction are shown in Fig. 2.4.
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2.1.3. The Matching Criteria

For selecting best mode, the final prediction mode is decided by RD_Cost.
The function of RD_Cost is listed as follows:

J=D+1eR, (2.1)
where J represents RD_Cost, A denotes Lagrangian parameter, D is distortion
between current and reference data, and R refers to rate which is derived by
computing the difference between selected motion vector (MV) and motion

vector predictor (MVP).



2.2. Data Efficient Motion Estimation Algorithm

The ME becomes a major bottleneck when the search range is large
which results in the massive data access. Therefore, a lot of data efficient ME
algorithms have been proposed to solve this problem. In the following section,

two ME algorithms are introduced which related to our proposed algorithm.

2.2.1. Level C Data Reuse Scheme for Full Search

Motion Estimation [5]

It is well-know that full search-algorithm 'is the best ME method since it
exhaustively searches all_candidates within the search range. However, the
large search range results_in bandwidth bottleneck because of the massive
data access. In order to solve this problem; Level C data reuse scheme was
introduced while performing full search ME. Fig. 2.5 shows the concept of
Level C data reuse scheme. When the search range is [-H, +H) in horizontal
direction and [-V, +V) in vertical direction, the search range size is (SRy + N -
1)*(SRy + N - 1) where SRy = 2H, SRy = 2V, and N denotes the MB width and
height. The search range between neighboring macroblocks (MB) has lots of
overlapped region. Hence, when the ME of MB,.; is performed, the overlapped
region (SRy + N - 1)*(SRv + N - 1) of search range between MB,, and MB.; is
reused and only N*(SRv + N - 1) additional data need to be loaded from

external memory.
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Fig. 2.5. The concept of Level C data reuse scheme

2.2.2. Parallel Multi-Resolution @ Motion Estimation

(PMRME) [6]

PMRME includes three levels. Level O is the same as full search algorithm
which chooses the predictive motion vector as search center and exhaustively
search the best result within search range [-8, +7]. Level 1 and level 2 are
different from level O in which the search center are both located at (0, 0).
Level 1 uses the 4:1 sampling and the search range is expanded to [-32, 30].
Level 2 uses the 16:1 sampling and the search range is [-128, 124]. The

PMRME algorithm is shown in Fig. 2.6.
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These three levels have different properties. Level 0 is able to find the
best matching block with low motion. On the.contrary, level 2 is suitable for
high motion block with the coarsest accuracy. The characteristic of level 1 is
among the two levels mentioned above. Level 1 has smaller search range but
finer accuracy compared with level 2.

The advantage of PMRME is that level 1 and level 2 are able to meet the
data reuse scheme by restricting the search center at (0, 0). Furthermore,
these two levels can improve the drawback of level 0 whose search range is
too small to obtain the best matching result with high motion block.

Considering the data access requirement of Level C data reuse scheme, it
produces considerable data access overhead when the search range is large

although the data reuse scheme is applied. However, PMRME performs better

10



then Level C data reuse scheme when considering the data access issue due
to the 4:1 and 16:1 sub-sampling with data reuse method. However, the
penalty of PMRME is that the sub-sampling approach arises the degradation
on the RD performance. The detailed comparisons of Level C and PMRME on

data access issue and RD performance will be discussed in Chapter 4.
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Chapter 3. Proposed Data Efficient

Algorithm for INTER and ILR Prediction

From previous overview, the final prediction mode is decided by RD_Cost,
when computing the RD_Cost for INTER prediction mode, the D term in
equation (2.1) is derived by calculating the sum of absolute difference of each

block (DinTeR), @nd it can be expressed as follows

height width

SAD\yrer (i, §) = D 2ulCGi)~=F (i, i), 3.1)

=0 j=0

Where C represents the pixels jof-current encoding block, F is the pixels of

reference frame, height and width denote the current block size.

Current
MB pixels

Current
MB pixels Reference
; layer residuals

Reference
MB pixels

IME - &
module \\

——>

|
() (b)

Fig. 3.1. (a) INTER prediction process, (b) ILR process in JSVM reference
software

Reference
MB pixels

-
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In contrast to INTER prediction shown in Fig. 3.1(a), we can observe that
the ILR prediction additionally substrates the up-sampled residual from current
coding pixels before performing motion estimation search. Consequently, the

D term in equation (2.1) can be calculated as follows

height width

SAD, (i, J)= > > IC(i, J)~B(, )-F(, i1, (3.2)

i=0 j=0

When testing inter-layer residual prediction. B represents the base layer

up-sampled residuals.

3.1. Motivation: Efficient ILR Prediction Method

From equations (3.1)-(3.2), it can be found that the main difference for
calculating the D terms between INTER and IL. prediction is that the IL
prediction additionally substrates the up-sampled-residual from current coding
pixels. Based on this observation, it is possible to reuse the current and

reference data when testing both INTER and IL prediction modes.

3.2. Proposed Data Reuse Prediction Method

In this chapter, our proposed data reuse method for INTER and ILR
prediction is described in detail. Besides, a fast ME algorithm is also adopted

to further reduce data access requirement in ME.
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3.2.1. Proposed Data Reuse Method for INTER and ILR

Prediction

From chapter 3.1, we observed some identical processes existed between
INTER and ILR prediction. Since the current MB data and the reference MB
data of ILR prediction is the same as INTER prediction, the difference between
these two prediction modes is that ILR mode needs one more process which
subtracts up-sampled base layer residual from current coding pixels before
performing integer motion estimation (IME). Motivated by this observation, we
can combine these two prediction- modes into. one ME process and receive two
prediction results at the same time. In other words, by changing the order of

subtraction for Dy r calculation, the equation (3.2) can be rewritten as follows.

height width

SAD, (i, J) = X, DICH ) =F(ivi)~B(, j) 1, (3.3)

i=0< j=0

Through the equation (3.3), the Dinter Can be derived by just extraction
the results of C-F during the computation of equation (3.3). Finally, both the
results of Diyter and Dy r can be obtained concurrently. The combined method
is shown in Fig. 3.2. When calculating the RD_Cost for the INTER prediction in
IME module, we can perform ILR prediction at the same time by subtracting
base layer residual. The advantage of our proposed method is that, in normal
prediction process in the SVC, the current and reference pixels should be
loaded twice for both INTER and ILR prediction. However, after the adoption of
our proposal, the current and reference pixels only need to be loaded once for

both prediction modes.
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Fig. 3.2. Proposed data reuse method which combines INTER and ILR
prediction.

To demonstrate the efficiency of our proposed method, we show some
numerical comparisons of.bandwidth saving for our proposal and full search
motion estimation with level C data reuse scheme [5]. The data access
requirements of full search ME for loading reference data in EL per frame can

be calculated as follows
DS, .ec =[(SRx2 +15)% x MBI]+[(SR x 2 +15) x16 x MBr], (3.4)

Where the MBI is the number of macro-blocks located at left most columns in a
frame, the MBr is the number of macro-blocks per frame except the MBI, and
SR refers to the search range. For an example, the data access requirement of
full search ME algorithm with level C data reuse scheme in encoding CIF

image (search range is equal to 16) can be calculated as follows.

DS e =[(16x2+15)% x18] +[(16x 2+15) x16x 378]

(3.5)
= 316.4Kbypte/ Frame
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3.2.2. Adaptation of Fast ME Algorithm for Reducing

Data Access Requirement

For reducing computational complexity of ME, many fast motion
estimation algorithms have been proposed to decrease the ME complexity
such as three step search (3SS) [7] , four step search (4SS) [8] and diamond
search (DS) [9]. But they are impractical to be realized by hardware, since data
reuse is not effective and data access has no regular form. In this chapter, a
fast motion algorithm technique called small-cross search (SCS) motion
estimation [10] is selected for our proposed data efficient ME method due to its
regular memory access, (data reuse and simplicity properties for hardware

realization.

Fig. 3.3. Example of small-cross search algorithm

Fig. 3.3 shows the concept of small-cross ME algorithm. The operation of
this algorithm is described as follows. First, the SADs of five positions labeled
by 1 are calculated. If the minimum SAD is located at center position, the

search operation is finished and the coordinate of center position is set as
17



motion vector of current coding macro-block. Otherwise, the position with
minimum SAD is set as the search center and another three additional
positions labeled by 2 are checked. This operation is repeated until the
position with minimum SAD is located at center or the search boundary is
reached.

As described above that the small-cross search pattern can significantly
reduce the computational complexity of ME. However, this search pattern not
only can achieve computational complexity saving, but it can gain the benefit
of data reuse from the perspective of hardware realization.

Fig. 3.4 shows the phenomenon of data overlapping of SCS pattern. In
this figure, the light circles indicate the overlapped area and the dark circles of
top row, bottom row, left column, and right column are referred to the additional
required pixels for SAD calculation in case of the pasition with minimum SAD is
located at position 1, 2, 4, and 5, respectively. From this figure, we can notice
that there is large part of data ‘overlapping between any two adjacent search

positions.

18 pixel

Fig. 3.4. Phenomenon of data overlapping of small-cross pattern

Furthermore, the data access requirements of small-cross pattern are

18



analyzed as follows. In the first step, there are five positions with 18x18 pixels
should be downloaded from external memory for evaluation the SADs. If the
minimum SAD located at center position, there is no more pixels should be
downloaded from external memory. Otherwise, if the position with minimum
SAD located at any one of four corner positions, 18 addition pixels need to be
downloaded from external memory for evaluation. From the above analysis,
we can observe that the data access requirements of small-cross pattern are
proportional to the search steps. Therefore, the data access requirements per

frame of small-cross search pattern can be calculated as follows

DS, =[(18x18)+ (18x N)]x MBs,, (3.6)

Where 18x18 indicates the required pixels for computing the SADs for first five
positions, MBs denotes the number of macro-blocks in a frame and the N is
the repeated steps for searching the best result.

However, the steps in SCS are not fixed.since it depends on sequence
content. This property results in"the difficulty for hardware implementation.
From the memory requirement analysis mentioned above, we observed that
the SCS might results in higher memory requirements than level C data reuse
scheme when the search steps reach a certain number. In order to find out the
average steps of SCS, some simulations are preformed. Fig. 3.5 shows the

simulation results of SCS method.
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Fig. 3.5. The steps probability of SCS method

The vertical and horizontal axes are the accumulated probability and search
steps in SCS, respectively. Simulation shows that SCS method can find the
best matching within 10 steps. Hence, we restricted SCS method to search 10
steps when realizing the.SCS motion estimation-algorithm. From equation
(3.6), the data access requirement can be fixed to,

DS =[(18x18)+(18%10)] %396 =194.9Kbyte/ Frame , (3.7)
in CIF size. There fore, 38.4% data access requirement can be reduced by
SCS method when compared to level C data reuse method if the £16 search

range is adopted.

3.3. Simulation Results

The proposed algorithm is implemented on a JSVM8.9 [11]. The test

condition is shown in Table 3.1.
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Table 3.1. Simulation conditions

Codec JSVM 8.9 encoder
Football
. Silent
Testing
Mother
sequences _
Container
Weather
QP 8, 18, 28, 38, 48
Resolution QCIF and CIF
Frame Rate 15Hz

[. MV search range: 16 pixels.

II. GOP size : 4.
Encoder

configuration |lll. Reference frame number : 1

IV. Adaptive selecting-inter-layer prediction in
enhancement layer

The simulation results of cour -proposed method are compared with
JSVM8.9. Fig. 3.6 and Fig. 3.7 show the rate-distortion performance
comparisons for BL (in QCIF size) and EL (in CIF size). Two different motion
behavior sequences, Silent and Football are shown in figures. From these
figures, we can observe that the proposed method can achieve near the same
rate-distortion performance when compared to JSVM8.9. The detail
comparisons for PSNR degradation and bit-rate increase are shown in Table
3.2. From this table, we observed that only 1.18% and 0.01 dB bit-rate
increase and PSNR degradation in average for our proposed method,
respectively. Furthermore, the memory bandwidth requirements can be saved

up to 38.4% for all sequences in average.
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Fig. 3.6. Rate-Distortion curve of Football (a) QCIF (b) CIF
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Fig. 3.7. Rate-Distortion curve of Silent (a) QCIF (b) CIF
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Table 3.2. PSNR degradation and bit-rate increase comparisons.

Sequence | Resolution QP 8 18 28 38 48
APSNR 0.033 0.022 -0.001 0.009 -0.123
Es QCIF /\Bitrate(%)| 0.485 1.118 2.208 3.880 5.364
|_8|_ CIF /APSNR 0.032 0.027 0.015 -0.003 -0.119
/\Bitrate(%)| 0.372 0.868 1.691 2.616 3.108
APSNR 0.003 -0.002 -0.018 -0.008 -0.084
% QCIF /\Bitrate(%)| 0.240 1.052 1.735 1.878 0.476
N APSNR -0.001 -0.001 -0.004 -0.010 -0.069
cIF /\Bitrate(%)| 0.205 0.753 1.168 1.377 -0.113
APSNR -0.030 -0.010 -0.014 -0.048 -0.064
E QCIF /\Bitrate(%)| 0.351 0.749 2.013 3.944 1.313
g APSNR 0.003 -0.018 -0.005 -0.039 -0.142
cIF /\Bitrate(%)| 0.105 0.293 0.914 2.837 -0.549
g APSNR -0.007 -0.016 -0.034 -0.064 -0.128
_% QCIF /\Bitrate(%)| 0.061 -0.122 0.791 0.276 4.477
é CIF /APSNR -0.002 -0.006 -0.019 -0.034 -0.076
/\Bitrate(%)|  0.042 -0.096 0.575 0.735 0.276
APSNR -0.011 -0.004 0.002 0.011 -0.015
g QCIF /\Bitrate(%)| £ 0.221 0.624 1.857 3.654 4.187
g CIF /APSNR 0.002 -0.002 -0.024 -0.014 -0.022
/\Bitrate(%)| 0.271 0.665 1.638 3.149 1.940
/APSNR 0.002 -0.002 -0.001 -0.015 -0.066
% QCIF /\Bitrate(%)| 0.155 0.481 1.439 2.312 1.833
g - APSNR 0.005 0.000 -0.004 -0.022 -0.069
/\Bitrate(%)| 0.135 0.362 0.947 1.792 0.569
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3.4. Summary

In this chapter, a data efficient prediction method is proposed to solve the
problem of extreme data access demands brought by IL prediction of SVC. By
combining both INTER and ILR prediction, the reference data for prediction
can be reused efficiently. Simulation results show that the proposed method
can save 38.4% data access requirement with slight rate-distortion

performance degradation when compared to JSVM8.9.
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Chapter 4. Proposed Data Efficient

Inter-layer Prediction Algorithms

In the following sections, the relation of MVs between INTER and IL
predictions is performed. By the analysis, we discuss the dependency on MVs
of these prediction modes. Thus, we propose several data reuse schemes
used in IL by using the property of high correlation between INTER and IL
prediction modes. With these methads, we can efficiently decrease the data
access requirement in EL,~and-only increase the bit-rate within 0.16% and
0.002dB PSNR degradation in CIF sequences, and increases the bit-rate
within 0.91% and 0.09dB PSNR degradation.for' 480p sequences in average

when compared to JSVM 9.14,

4.1. Data Efficient Inter-layer Motion Prediction

Algorithm

From the spatial scalability perspective, we observed that the main
difference between two successive spatial layers is only the sampling rate
variation in spatial contents. In other words, the image contents of any
continuous spatial layers may exist strong similarities between them and this
property motivates us to find out the possibility whether the image data of
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either layer can be reused by another layer or not. For example, if we can find
out the situation that two prediction modes have highly correlated in its
prediction references, we can reuse these prediction references and
consequently reduce the data access overhead caused by different prediction
modes. More concretely, Fig. 4.1 shows the concept of INTER and ILM
prediction modes in EL. The dotted line refers to the search area of INTER
prediction. The straight line represents the search area of ILM prediction. If the
motion vector predictors of INTER (MVPnter) and inter-layer motion (MVP)v)
are highly related, there will be significant portion of overlapped area covered
by two search areas, as shown in Fig. 4.1 gray area, can be found out and
these overlapped data can be«shared by two prediction modes. Therefore, we
have analyzed the relationship of MVPinter @and MVP, v Since we suspect that

the MVPs between these two modes are quite close.

Enhancement layer
Reference frame

Search range of inter-layer
motion prediction

Search range of
INTER prediction

Overlapping
0&\0(\ area
ot
(\\e"\a\;@Q?
\
__>

INTER prediction MVP

Fig. 4.1. The reference data overlapped area of motion vector for INTER and
inter-layer motion prediction
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4.1.1. Motivation: Analysis for Inter-layer Motion

Prediction Algorithm

In this section, we analyze the relationship between MVPs of INTER and
ILM predictions. Simulation result is shown in Fig. 4.2. In this figure, the
horizontal axis denotes the MVP difference (mvp_diff) in integer pixel accuracy
between INTER and ILM predictions and it can be calculated by the following
equation.
mvp_diff = (MVP .y — MVPnTER) >>2, (4.1)
where the >>2 scales the motion vector accuracy from quarter pixel to integer
pixel precision. The vertical axis stands for the accumulated probability. From
this figure, we can observe that the accumulated probability can be reached up
to 90% for all sequences both in vertical-(Fig. 4.2 (a)) and horizontal (Fig. 4.2
(b)) directions if the MVP difference-between INTER and ILM predictions is
less than 8 pixels. Therefore, this simulation results tell us that it is highly
possible to find out the best search result for either prediction mode from the
reference data of another prediction mode due to the MVPs’ differences
between two prediction modes are very small. Consequently, the search data

of INTER and ILM can be shared for the prediction usage.
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From the analysis mentioned before, the MVP of INTER and ILM
prediction modes is quite similar. Base on the reason that the INTER is
adopted both in H.264 and SVC but the ILM prediction can be adaptively
adopted in SVC, we can apply the same search area which uses INTER MVP
as search center to both INTER and ILM prediction modes.

However, another question now is how to set the suitable search range
that can achieve best data reuse rate for ILM prediction. In the following, we
will discuss the relationship between MVP differences and best MV of
inter-layer motion prediction (MV,_u) to look for the suitable search range size
which can aim at optimal tradeoff between bandwidth reduction and rate
distortion performance. To do so, we apply the conditional probability to
analysis the relationship between-MVP: differences and MV, v by following
equation:

P(SR|s) = p(mvp _diff < SR | mvp _diff = s), (4.2)
where SRe (1, 4, 8, 12, 16), 5'=[1~20}.
In equation (4.2), mvp_diff is the MVP differences between INTER and ILM
modes, and (MV,.y — MVPnTer) < SR stands for whether the MV, is located
within the search range, SR.

The analysis results obtained by the equation (4.2) is shown in
Table 4.1, and the graphical representation in vertical and horizontal directions
are exhibited in Fig. 4.3(a) and Fig. 4.3(b), respectively. The horizontal axis is
the integer pixel difference between MVP, \y and MVP nter; the vertical axis is
the probability of the integer pixel differences between MV, and the MVP\Ter

within the search range.
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Table 4.1. The analysis results obtained by equation (4.2)

P(SR|s) in vertical direction

P(SR|s) in horizontal direction

SR

SR

8

12

16

8

12

16

0.889

0.955

0.972

0.979

0.985

0.875

0.954

0.981

0.988

0.993

0.413

0.910

0.950

0.964

0.974

0.418

0.919

0.962

0.975

0.984

0.326

0.832

0.906

0.932

0.949

0.332

0.877

0.947

0.966

0.976

0.298

0.795

0.903

0.932

0.946

0.344

0.813

0.938

0.963

0.975

0.323

0.556

0.884

0.916

0.936

0.311

0.510

0.924

0.955

0.970

0.324

0.490

0.852

0.904

0.931

0.396

0.541

0.921

0.953

0.972

0.282

0.415

0.783

0.851

0.895

0.376

0.495

0.900

0.946

0.963

0.372

0.506

0.812

0.897

0.926

0.354

0.463

0.845

0.929

0.957

Ol NjO|lO | WIN|FP|O®

0.315

0.471

0.627

0.869

0:905

0.297

0.408

0.567

0.898

0.940

[E=Y
o

0.250

0.390

0.493

0.786

0.858

0.317

0:455

0.541

0.902

0.941

[N
[

0.305

0.429

0.527

0.794

0.886

0.295

0.414

0.499

0.856

0.933

=
N

0.261

0.362

0.471

0.747

0.836

0.272

0:386

0.451

0.816

0.926

=
w

0.276

0.391

0.484

0.575

0.858

0.347

0.443

0.522

0.657

0.923

'—\
a

0.248

0.354

0.448

0.551

0.826

0.330

0:426

0.494

0.575

0.896

=
(&)}

0.290

0.433

0.517

0.582

0.845

0.354

0.448

0.496

0.552

0.921

=
o

0.313

0.420

0.509

0.590

0.818

0.357

0.466

0.545

0.598

0.840

=Y
~

0.255

0.372

0.448

0.536

0.669

0.293

0.381

0.466

0.518

0.652

[iny
(0]

0.296

0.389

0.458

0.517

0.591

0.378

0.486

0.531

0.596

0.665

=y
©

0.287

0.412

0.481

0.551

0.617

0.293

0.403

0.451

0.517

0.584

N
o

0.236

0.329

0.401

0.487

0.545

0.307

0.411

0.463

0.564

0.636
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Fig. 4.3. The probability of integer pixel difference between MVP of INTER

prediction and MV of ILM prediction (a) vertical and (b) horizontal
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From this figure, we observed that when the search range is large, it is
more probable that the best matching MV .y is inside the search range. For
example, when the search range is fixed to 16, the probability can reach 80%
even the MVP difference is up to 16. However, for the case of search range
fixed to 4, only the situation that the MVP difference less than 4 can reach 80%.
Therefore, these simulation results demonstrate that the larger the search
range size is, the more the final MV, y can be found within the same search
area of INTER prediction. Unfortunately, the larger search range size also
implies the noticeable data access overhead. As a result, we choose a proper
search range =8 to achieve best tradeoff between lightening the bandwidth
overhead and most coverage of best matching MV, y. Motivated by these
observations, a data efficient ILM prediction  algorithm is developed by
detecting the differences between MVPrer and MVP, u.

From previous analysis, when the search range is fixed to %8, the
probability can reach 80% while the-MVP-difference is smaller than 8 pixels.
Thus, we can set 8 as a threshold of MVP difference to develop our proposed
algorithm. While the MVP difference is within the threshold, it can catch 80%
probability without performance degradation due to the best MV, v can be
found within reused search area. However, the problem may exist when the
MVP difference exceeds the threshold. There are two ways to solve this
problem. First, the search mechanism for ILM is still performed with reused
search area (case 1), the other way is to omit the search process for the ILM
(case 2).

To evaluate the influence of above two situations, we performed some

simulation to check the RD performance. The simulation result is shown in
34



Table 4.2.The QP is (28, 32), the frame size of BL and EL is CIF and 480p,
respectively. From this table, the RD performance of these two conditions is
almost the same. Therefore, through the simulation, we conclude that case 2 is
better for the reason since it not only has ignorable RD performance

degradation compared to case 1 but has less computation overhead.

Table 4.2. The simulation results of two cases for 480p sequences (Blue_sky,
Tractor, Station2, Pedestrain_area, Rush_hour, Riverbed)

case l case 2

QP | APSNR |A Bit-rate (%)| APSNR |A Bit-rate (%)

28 -0.102 0:590 -0.103 0.575

32 | -0.103 0.535 -0.103 0.540

4.1.2. Proposed Data Reuse /‘Inter-layer Motion

Prediction Algorithm

As discussed above, when the MVP difference is smaller than threshold 8,
significant amounts of ILM best matching MV, ys’ are located inside the +8
search range. In addition, the simulation results show that the case 2 has only
slight RD performance degradation and computational burden when
compared to case 1. Therefore, an ILM data reuse algorithm is proposed by
combining above two mentioned properties and its complete operating flow is
described below.

Fig. 4.4 illustrates the flowchart of the proposed ILM prediction algorithm.
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As shown in Fig. 4.4, the IME starts finding the MVP of INTER and ILM
prediction. After obtaining the MVPs, the MVP differences can be computed
and compared to the threshold. The threshold is set to 8 in this thesis. If the
MVP difference is smaller than the threshold, the [-8, +7] search range which
centered on MVPyrer is used for ILM prediction process as reference data to
find out the best prediction result. Otherwise, the ILM is skipped. The final
step is to compare the RD_Costs between INTER and ILM modes and select
the best mode which has minimum RD_Cost.

The proposed ILM algorithm described above has two contributions. The
first is the efficient data reuse mechanism for the ILM prediction mode which
can reduce the bandwidth overhead in codingthe EL. The other profit is that
the search range in ILM is'only [-8,+7] which not only can save the computing

time but can reduce power consumption during'IL prediction.
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Fig. 4.4. Proposed inter-layer motion prediction algorithm.

4.2. Data Efficient Inter-BL Prediction

Algorithm

In the previous section, we analyze the relation between MVs and MVP
differences and propose a data reuse IL motion prediction algorithm. Since
Inter-BL mode and ILM prediction mode have the same property that both of
prediction modes using up-sampled MVs of BL for prediction, we further
analyze the correlation between motion vectors of Inter-BL (MViners) and

MVPnTer In the same way.
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4.2.1. Relationship Analysis for Inter-BL and Motion

Vector Predictor

Fig. 4.5 shows the simulation results. In this figure, the horizontal axis
denotes the difference (mv_diff) in integer pixel accuracy between MVPter
and MV/esL @nd it can be calculated by the following equation.

mv_diff = AbS(MVnters. — MVPNTER) >>2, (4.3)

where the >>2 scales the motion vector accuracy from quarter pixel to
integer pixel precision. And the vertical axis stands for the accumulated
probability. From this figure, we can observe that when the difference between
MVP nter @and MV s is smaller-than:8 pixels, the probability can reach 90%
and 80% for vertical and horizontal direction in average, respectively. Since the
Inter-BL mode has high probability to be selected as best mode in EL, to avoid
great performance degradation, it is-unreasonable to abandon this prediction
mode as data efficient ILM prediction algorithm done in case of the reference
data outside the search range. Therefore, based on such high correlation
between MVPinter and MViners, We further propose an efficient Inter-BL
prediction algorithm by adding an additional checking mechanism which plays
the role of determining whether the required reference data of Inter-BL

prediction mode should be loaded from external memory or not.
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4.2.2. Proposed Data Reuse Inter-BL Prediction

Algorithm

Fig. 4.6 exhibits the flowchart of our proposed data efficient Inter-BL
prediction algorithm. In the first step, the Inter-BL mode gets the number of
partitions from the corresponding block in BL for current MB. Next, the MV of
partition n (MVinesL n) iS checked through the motion detection mechanism.
When the difference between MVPyter and MV sl n IS less than or equal to
the threshold, the search data of INTER prediction mode are reused to derive
the necessary data for Inter-BL prediction -mode. Otherwise, when the
MVinereL_n €xceeds the threshold, the additional required data are loaded from
external memory for Inter-BL prediction. The process is repeated until the
MVinersLS” Of all partitions”are (checked. The final step is to compare the
RD_Costs between INTER and Inter-BL -modes and select the best mode
which has minimum RD_Cost.

The proposed data reuse Inter-BL algorithm described above has the
contribution of reusing the reference data of INTER prediction since there is
high probability that the required reference data of Inter-BL is inside the
search window of INTER prediction. The only penalty is that the addition of a

motion detection module.
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Fig. 4.6. The flowchart of proposed data efficient inter-BL prediction algorithm

4.2.3. Combination of Data Reuse Inter-layer Residual

Prediction Algorithm

The data reuse of ILR prediction is mentioned in the previous chapter. In

this section, we also combine the ILR prediction to achieve a complete data
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efficient IL prediction.

As describe in Chapter 3, when calculating the RD_Cost for the INTER
prediction in IME module, we can perform ILR prediction at the same time by
subtracting base layer residuals. Similarly, when calculating the RD_Cost for
the ILM and Inter-BL prediction, we can also perform ILR prediction at the

same time.

4.3. Combined Data Efficient INTER and IL

Prediction Algorithm

From previous description, we proposed a data efficient ILM and an
Inter-BL prediction algorithm to solve the problem of bandwidth overhead and
computational complexity. ‘However, the data access requirement of INTER
prediction has also to be discussed:in-this thesis since all our proposed data
efficient IL algorithms have reused the reference data of INTER prediction. For
reducing the data access requirement, the level C data reuse scheme has
been widely adopted in designing motion estimator. Nevertheless, the data
access requirement of level C data reuse scheme becomes noticeable when
search range larger than 64 for SD/HD sequences. Therefore, the reference
data subsample motion estimation algorithm called PMRME was proposed to
solve the reference data access intensive problem. As a result, we analyze the
data access requirement for these two methods (level C data reuse scheme
and PMRME) and choose the best one which can achieve least data access

requirement when combined with our proposed inter-layer prediction
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algorithms. Table 4.3 shows the analysis results of data access requirements,
and the statistic chart is shown in Fig. 4.7. The IL data reuse denotes the
whether the reference data of INTER is reused in IL mode. The Level C data
reuse scheme with IL data reuse denotes that the Level C data reuse scheme
is applied for INTER mode to load reference data and IL prediction reuses
INTER mode’s reference data. Otherwise, the reference data of IL centered at
MVP,_v is loaded from external memory without data reuse. When the PMRME
with IL data reuse is adopted, it represents the [-8, +7] reference data of INTER
mode is reused. Otherwise, the reference data of all IL prediction modes are
loaded from external memory without data reuse. To future compare the data
access with different cases, the percentage of data access requirement is
shown in Fig. 4.7. The result shows that when the resolution is smaller or equal
to CIF size, level C data reuse scheme for both INTER and IL prediction is
preferred. Otherwise, when the rresolutionis larger or equal to 480p size, the

PMRME with IL data reuse algorithm-is-a-better choice.

Table 4.3. Data access requirement in different frame resolutions

(Kbyte/frame)
IL datareuse| QCIF CIF 480p 4CIF 720p 1080p
N (Method 1) | 173.77 | 1300.16 | 10626.66 | 12472.60 | 83592.05 [636766.44
Level C Y (Method 2) | 78.63 425.39 2201.31 | 2586.85 | 9975.65 | 41894.34
N (Method 3)| 215.62 | 1435.77 | 10525.77 | 12351.20 | 80243.69 [617101.49
PMRME Y (Method 4) | 115.67 541.74 2034.76 | 2388.41 | 6452.18 | 21835.40
'Data access saving (%) | 54.74 67.28 80.85 80.85 92.28 96.57
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Therefore, we choose Level C data reuse scheme for both INTER and
proposed IL data reuse algorithms when the resolution is smaller than or equal
to CIF size. Otherwise, the PMRME with proposed IL data reuse algorithms is
selected as proposed algorithm.

The combination of proposed algorithm is shown in Fig. 4.9. In the first
step, the INTER prediction process is executed and the reference data
corresponding to different ME algorithm would be loaded into internal memory.
Afterward, the reference data of INTER prediction can be reused during the
ILM and Inter-BL process. Finally, the best mode is selected by comparing the
RD_Cost. The detailed flow charts of these three modules are described

below.

)

Frame adaptive ME
switching method for =
INTER prediction

v

Proposed data
efficient ILM >
algorithm

Obtain the
RD_Cost for INTER

Obtain the
RD_Cost for ILM

\ 4
Obtain the
Proposed data reuse | RD_Cost for

Inter-BL algorithm Inter-BL W

A A 4 L

‘ Obtain the best mode ‘

v
‘ end .

Fig. 4.9.The flowchart of combined data efficient IL algorithms and
dynamic ME switching method
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Fig. 4.10 is our proposed frame size adaptive ME switch algorithm. The
ME algorithm is determined by the frame resolution. When the frame resolution
is larger than or equal to 480p, we choose the PMRME algorithm for the
reason that the data access requirement of PMRME is less than Level C

scheme. Otherwise, the Level C scheme is selected in ME operation.

q s D

Frame resolution
>= 480p

Derive the MVPinTEr

Derive the MVPinTer

Load the
reference data for
PMRME algorithm

Load the
reference data by
Level C scheme

vy v

INTER prediction

Obtain the
RD_Cost for
INTER mode

v
' end .

Fig. 4.10.The flowchart of frame size adaptive ME switching method

As mentioned in the previous section, the ILM mode is able to reuse the
reference data of INTER mode. Since the INTER prediction adopts frame size
adaptive ME switching method, the reference data is distinct when choosing
different ME algorithms. Therefore, the data efficient ILM algorithm is altered
rely on the ME algorithm. Fig. 4.11 shows flowchart of the combined data
efficient ILM algorithm and adaptive ME switching algorithm. When the frame
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resolution is larger than or equal to 480p, the PMRME is used in INTER
process. The difference between MVP,y and MVPrer is checked to
determine whether reference data of INTER prediction with [-8, +7] search
range size would be reused by ILM mode or not. When the Level C data reuse
scheme is selected in INTER process, the entire reference data existed in

internal memory can be efficiently used for ILM mode.

Frame resolution
>= 480p

\ 4
Derive the MVPim Derive the MVPuwm

\ 4

Reuse reference data of

INTER prediction for ILM
with Level C scheme

mvp_diff < threshold

Reuse reference data of Ski
INTER prediction for ILM ILM m[())de
with SR [-8, +7]

A
Obtain the
RD_Cost for ILM

Fig. 4.11.The flowchart of combined data efficient ILM algorithm and
adaptive ME switching algorithm

For Inter-BL mode, the data efficient algorithm is adopted with a motion
detection mechanism. The detection is based on a threshold which related to
the search range of reference data. The flowchart of combined data efficient

Inter-BL algorithm and adaptive ME switching algorithm is shown in Fig. 4.12.
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When PMRME is used, the threshold is set to 8 because the reference data is
available within the search window of INTER prediction mode. Otherwise, the
threshold is set to the search range size of Level C scheme due to the
reference data is existed inside the search range. After setting the threshold,
the motion detection mechanism is performed for each partition. When the
partition n of MVinersL_n iS less than or equal to the threshold, it implies that the
reference data is already existed and can be reused. If the partition n of
MVinereL_n IS over the threshold, it is necessary to load the reference data from

external memory for Inter-BL prediction.
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Fig. 4.12.The flowchart of combining proposed data reuse Inter-BL
algorithm and adaptive ME switching algorithm

4.4. Simulation Results

The proposed algorithms are implemented on a JSVM9.14 [12], and the

simulation conditions are shown in Table 4.4.
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Table 4.4. Simulation conditions

Codec

JSVM 9.14 encoder

Test sequences

Akiyo, Coastguard, Container, Foreman, Mobile,
Silent, Blue_sky, Tractor, Station2,
Pedestrain_area, Rush_hour, Riverbed

configuration

QP 16, 20, 24, 28, 32
) QCIF and CIF
Resolution
CIF and 480p
Frame Rate 15Hz
I. MV search range: £16, +32pixels.
[l. GOP size : 8.
[1l. Reference frame number : 1
Encoder

IV.INTER prediction search algorithm with
Level C and PMRME

V. Proposed-IL prediction algorithm
in.enhancement layer

Fig. 4.13 and Fig. 4.14 show the RD performance in CIF and 480p size
sequences, respectively. Table 4.5 and Table 4.6 show the detailed RD
performance comparison. The simulation results show that, when compared to
JSVM 9.14, the RD performance is 0.16% in bit-rate increase and 0.002dB in
PSNR degradation for CIF sequences when the search algorithm is full search
with Level C data reuse scheme for INTER prediction and reference data
reuse for IL prediction, and the RD performance is 0.91% in bit-rate increase

and 0.09dB in PSNR degradation in 480p sequences if the PMRME search

algorithm with data efficient IL prediction method is applied.
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Table 4.5.The RD performance comparison of proposed data efficient IL
prediction algorithms with different ME approach for CIF sequences.

QP
CIF sequences@15Hz
16 20 24 28 32
APSNR -0.003 -0.002 -0.003 -0.001 -0.001
Level C
. ABitrate(%)| -0.007 -0.029 -0.166 0.180 0.116
Akiyo
Y APSNR -0.036 -0.052 -0.064 -0.063 -0.104
PMRME
ABitrate (%)| 0.660 0.816 1.157 1.706 1.547
APSNR -0.001 -0.003 -0.004 -0.010 -0.015
Level C
ABitrate (%)| 0.385 0.506 0.614 1.045 1.293
Coastguard
APSNR -0.031 -0.037 -0.048 -0.054 -0.056
PMRME
ABitrate (%)| 0.376 0.445 0.493 0.580 0.781
APSNR 0.001 -0.003 0.000 -0.002 -0.008
Level C
ABitrate (%)| -0.010 0.031 -0.041 -0.026 -0.128
Container
APSNR -0.027 -0.027 -0.039 -0.053 -0.049
PMRME
ABitrate (%)| 0.231 0.695 0.797 0.927 1.313
APSNR 0.000 -0.006 -0.002 -0.016 0.000
Level C
ABitrate (%)| 0.112 0.175 0.259 0.158 0.335
Foreman
APSNR -0.105 -0.130 -0.155 -0.180 -0.180
PMRME
ABitrate (%)| <.1.388 1.978 2.318 2.480 2.478
APSNR 0.001 0.002 -0.003 0.003 0.000
Level C
Mobil ABitrate (%)| -0.001 0.014 -0.044 -0.026 -0.105
obile
APSNR -0.051 -0.053 -0.070 -0.079 -0.084
PMRME
ABitrate (%)| 0.547 0.667 0.852 1.197 1.553
APSNR 0.033 0.029 0.008 -0.028 -0.059
Level C
ABitrate (%)| 2.787 3.977 5.090 5.928 6.811
Stefan
APSNR -0.053 -0.049 -0.058 -0.089 -0.108
PMRME
ABitrate (%)| 0.569 0.925 1.476 1.660 2.376
APSNR 0.000 -0.002 -0.002 -0.005 -0.004
Level C
ABitrate (%)| 0.092 0.120 0.089 0.228 0.276
APSNR -0.051 -0.061 -0.076 -0.085 -0.090
Average |PMRME
ABitrate (%)| 0.719 0.978 1.149 1.355 1.415

Level C average : ABitrate = 0.161%, APSNR = -0.002 dB

PMRME average : ABitrate = 1.123%, APSNR =-0.073 dB
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Table 4.6.The RD performance comparison of proposed data efficient IL

prediction algorithms with different ME approach for 480p sequences.

QP
480p sequences@15Hz
16 20 24 28 32
APSNR 0.178 0.135 | 0.084 0.048 0.027
Level C
ABitrate(%) 2.849 5.021 | 7.713 | 10.851 | 13.791
Blue_sky
APSNR -0.037 -0.043 | -0.051 | -0.059 -0.070
PMRME
ABitrate (%) 0.414 0.497 | 0.704 0.824 1.060
APSNR 0.263 0.209 | 0.172 0.139 0.147
Level C
ABitrate (%) 0.725 0.927 | 0.987 1.269 2.281
Pedestrian
APSNR -0.077 -0.100 | -0.110 | -0.116 -0.117
PMRME
ABitrate (%) 0.594 0.612 | 0.446 0.277 0.194
APSNR 0.343 0.318 | 0.284 0.259 0.244
Level C
ABitrate (%) 0.006 -0.006 | 0.007 0.001 0.002
Riverbed
APSNR -0.012 -0.010 | -0.009 | -0.010 -0.013
PMRME
ABitrate (%) 0.000 0.023 | 0.033 0.049 0.074
APSNR 0.226 0.188 | 0.143 0.127 0.105
Level C
ABitrate (%) 0.208 0.385 | 0.396 0.885 1.213
Rush_hour
APSNR -0.131 -0.135 | -0.142 | -0.149 -0.135
PMRME
ABitrate (%) 0.458 0.637 | 0.495 0.549 0.350
APSNR 0.406 0.066 | 0.015 0.023 0.025
Level C
ABitrate (%) 3.695 5.702 | 6.933 7.793 6.845
Station2
APSNR -0.131 -0.097 | -0.129 | -0.178 -0.227
PMRME
ABitrate (%) 1.268 1.550 1.902 2.044 1.928
APSNR 0.339 0.260 | 0.173 0.101 0.049
Level C
ABitrate(%) 0.359 0.520 1.235 1.162 0.931
Tractor
APSNR -0.077 -0.092 | -0.109 | -0.120 -0.122
PMRME
ABitrate (%) 0.713 0.920 | 0.937 0.776 0.724
APSNR 0.276 0.186 | 0.141 0.122 0.123
Level C
ABitrate (%) 2.703 3.825 | 4.835 6.501 8.061
APSNR -0.075 -0.081 | -0.093 | -0.103 -0.103
Average PMRME
ABitrate (%) 0.663 0.826 1.093 1.040 0.987
Level C average : ABitrate = 5.19%, APSNR = 0.17dB

PMRME average : ABitrate = 0.91%, APSNR =-0.09 dB
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4.5. Summary

In this chapter, several data efficient IL prediction algorithms are proposed
to solve the problem of data access demands brought by IL prediction of SVC.
By the high correlation between INTER and IL prediction, we propose data
reuse schemes for INTER and ILM prediction. And a motion detection
mechanism is proposed to reuse the INTER reference data for Inter-BL mode.
The proposed efficient ILR is also combined to construct a complete data
efficient IL algorithm.

In addition, we further propose:-a: frame size adaptive ME switching
method. The method dynamically selects the ME algorithm by taking the frame
resolution into account with the data access consideration.

Analysis results show that the proposed method can save 67.3% and
80.9% data access requirement for CIF and 480p frame size, respectively. The
simulation results show that the performance is 0.16% in bit-rate increase and
0.002dB in PSNR degradation in CIF sequences when the search algorithm is
full search with Level C data reuse scheme for both INTER and IL predictions,
the performance is 0.91% in bit-rate increase and 0.09dB in PSNR
degradation in 480p sequences when the search algorithm is PMRME with

data efficient IL prediction method, and when compared to JSVM 9.14.
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Chapter 5. Conclusion and Future Work

5.1. Conclusion

In this thesis, we study two algorithms of INTER prediction and discuss
the relationship between MVs of INTER and IL prediction. The contributions of
this thesis can be summarized into two parts.

First, we observe and analyze the relation between INTER and IL
prediction and propose several data efficient IL prediction algorithms. In
Chapter 3, the ILR can be comhined with INTER prediction since the current
and reference data are the 'same-for these modes. In Chapter 4.1, the MVPs’
correlation between INTER and ILM prediction is analyzed and the data
efficient ILM prediction is also proposed to-reuse the reference data of INTER
prediction mode. In Chapter 4.2, a motion detection mechanism is proposed in
inter-BL mode to determine whether to reuse the reference data or to load
reference data from external memory.

Second, two ME designs, PMRME and Level C data reuse scheme, are
compared in terms of data access requirement. Comparison results
demonstrate that the different ME algorithm has its own best usage situation in
different frame resolution. By the analysis and simulation results, we conclude
that the level C data reuse scheme for both inter and IL prediction algorithm is
better for frame size smaller than or equal to CIF; the parallel multi-resolution
ME with data efficient IL prediction algorithm is preferred for frame size which
is larger than or equal to 480p.
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Analysis results show that the proposed method can save 67.3% and
80.9% data access requirement for CIF and 480p frame size, respectively.
Simulation results demonstrate that the average bit-rate increment is 0.16%
and the PSNR degradation is 0.002dB in CIF sequences. For 480p sequences,
the bit-rate increment is 0.91% and PSNR degradation is 0.09dB in average

when compared to JSVM 9.14.

5.2. Future work

We have developed several data efficient IL prediction algorithms for the
purpose of bandwidth reduction. The furtherresearch for IL architecture design

is needed to verify our proposed algorithm.
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