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Abstract

For recent decades, many video coding standards have been developed to satisfy
the demands of video: high résolution, high quality, and high frame rate. Compared to
previous standards, the state-of-art coding standard, H.264/AVC, can provide higher
video quality by the same data transfer rate. As an extension of H.264/AVC, scalable
video coding (SVC) is designed to satisfy multiple demands from data receivers by a
single encoder. A receiver extracts the fixed bit-stream according to the bandwidth
and processing ability itself, and reconstructs the video.

Constructing on the fundamental of H.264/AVC, the complexity of SVC is much
higher than former. Hence, it is full of challenge to design an SVC encoder to support
high performance, with the same or slightly increased complexity and system
requirement. In this thesis, that issue can be solved through a memory analysis on
SVC encoder, a fast intra prediction algorithm, and the implementation of SVC fast
intra encoder.

At first, the memory analysis of SVC encoder will be presented. Through

choosing the most suitable encoding method, the system would enjoy the minimal
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memory usage and bandwidth. Furthermore, by the aid of some improvement method,
over the half of the external memory bandwidth can be saved with 8.3% increase in
internal memory storage.

Then, this thesis proposed a fast intra prediction algorithm. The texture of a block
can be predicted by observing the result of integer discrete cosine transform or
Hadamard transform. Thus, the total encoding time can be shortened to the half
effectively, by selecting fewer mode candidates in mode decision, with acceptable
performance loss.

Last, an SVC encoder with 3 quality layers, combined with fast intra prediction
algorithm is implemented. It operates under the pipeline architecture in macro-block
level to avoid time idling and to increase data throughput. Besides, by the scheduling
of the system, components are reused for effective hardware resource saving. This
encoder processes more than 594k macro-blocks per second, which is equivalent to
the summation of 60 HD 1080p, SD 480p, and CIF. frames under the 135 MHz
working frequency.

In brief, to SVC, the contributions of this thesis can be divided by three parts: the
first is the analysis for SVC encoder in system level; the second is a fast intra
prediction algorithm; the third and the last is the implementation of an SVC intra
encoder. With the low complexity computation and acceptable hardware cost, it

satisfies the demands for three video qualities in multiple resolutions.
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Chapter 1 Introduction

With the prosperity of portable devices, digital televisions, and internet video, the
applications of digital video become diversified. To integrate the processing of those
different video demands, SVC, developed by the Joint Video Team (JVT) of ISO/IEC
Motion Picture Expert Group (MPEG) and ITU-T Video Coding Expert Group
(VCEQ), is used to offer flexible scalabilities in temporal, spatial and quality domains
by a single bit-stream [1]. Receivers can partially extract the bit-stream according to

their requirements.

1.1 Motivation

For video application, real-time processing seems.to be the basic requirement
today, and by the popularity of high-definition television (HDTV), over-30 Hz frame
rate, which can offer more fluent visual entertainment, would be the trend in the
future.

Most of the operations of video encoding are repeated, and can be processed in
parallel under the pipeline architecture, therefore it is commonly implemented with
application-specific integrated circuits (ASIC).

Due to the mass data access, memory analysis in SVC is often studied in many
previous researches [2], [3]. However they either displayed an overall statistical data
or just focused on a part of the system, none of them considered memory requirement
from system level in detail. Hence, before the hardware implementation of SVC, it is
necessary to analyze the overall memory usage and bandwidth of the system.

To overcome the limitation of average processing time, how to select prediction

1



mode smart is an important issue. Thus, the development of a fast algorithm would
provide a key to solve this problem.

Besides, in architecture design, in order to support such high throughput rate,
hardware utilization would also be a critical concern. To dispose resource reasonably

under the tight system scheduling is really a big challenge.

1.2 Thesis Organization

This thesis is organized with five parts: Chapter 1 introduces the motivation of
this work, and Chapter 2 gives a briefly overview on SVC standard. In Chapter 3, the
memory analysis on SVC encoder is proposed, with the improvement in memory
storage and bandwidth. Then in Chapter 4, a fast intra prediction algorithm “TraDED”
is presented, for achieving the higher system requirement. Chapter 5 shows the
hardware design and implementation results. Finally, the conclusion will be given in

Chapter 6.



Chapter 2 Overview of SVC Standard

SVC, the next-generation video coding standard, is inherited from H.264/AVC [4].
Unlike the earlier standards listed in Fig. 1, SVC focuses on the integration of
scalability instead of improving coding efficiency. To satisfying all different
requirements, it tries to combine the scalability on temporal, spatial, and quality
domain into a single encoding. The word “scalable” means users can have flexible
extraction on the fixed bit-stream.

Fig. 2 gives an example of SVC: in the encoder side, the sequence with the
highest resolution, highest frame, and. highest quality is prepared. Encoder uses this
sequence to produce several packets and composes-a single bit-stream. Decoders
extract the fixed bit-stream according to their requirements and ability. For instance, a
HDTYV has a wider bandwidth and a specific processor for video decoding, so it might
receive all packets and reconstruct the sequence with-the highest resolution, highest
frame rate, and highest quality. For a smart phone, due to the restriction on the screen
size, it would focus on receiving the packets for CIF size and reconstructs the

sequence with the finest quality in 30 Hz frame rate.

ITU-T Video Coding Expert Group (VCEG)

H.263+ H.263++
(1998) — (2000)
H.261 1.263
1990 1995
el fae H.26L
(1999~) \
H.262/MPEG-2 AT R LI Scalable Video Coding (SVC)

(1994) Advanced Video Coding (AVC) —>

(2003)
MPEG-1 / MPEG-4 Part2 /

(1991) (1999)

(2003~)

ISO Motion Picture Expert Group (MPEG)

Fig. 1  The history of video coding standards
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2.1 Fundamentals of SVC

Fig. 3 shows the architecture of-an SVC encoder with two spatial layers and two
quality layers. The orange block in figure indicates a typical H.264/AVC encoder. At
the beginning, the resolution”of original input sequence would be down-sampled.
Encoder processes these down-sampled data and put them to the bit-stream, like the
way how H.264/AVC does. Quality enhancement coding deals with the transformed
coefficients and produces the bit-stream to increase visual quality. For the encoding of
original input sequence, prediction information, like motion vectors, residuals, and
texture, can be obtained from base layer. In temporal domain, hierarchical coding
structure [5], [6], shown on Fig. 4, is adopted. Under this structure, P or B frames are

selected according to the coding requirement (speed or efficiency).
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2.2 Components of SVC Encoder

Since SVC is constructed based on H.264/AVC, compensated-transform coding is
adopted. In a typical H.264/AVC encoder (shown on Fig. 5), intra prediction (Fig. 6)
and inter prediction (Fig. 7) would provide reference from spatial and temporal
domain respectively. Then, the prediction residual with the lowest cost would be
processed by transform, which breaks the correlation among data. Quantization erases
unimportant information in transform coefficients, and entropy coding deals with the
quantized (scaled) transform coefficients, put them into the bit-stream. On the other
hand, an encoder reconstructs data by inverse quantization, inverse transform, and

compensation. Finally, a deblocking filter is used to cancel artifacts.

Output
Bistream

_ Inter N T

" | Predcition o

Current _ _ | Entropy

_ Intra _

"| Prediction o

reference

Rec. (= IT |= Q |-

reference

Y
Reference .
Deblocking

Fig.5  Architecture of an H.264/AVC encoder
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Fig. 7  Block partition of inter prediction

The concept of spatial scalability was firstly introduced in H.264/MPEG-2 Video
[7]. In SVC, it is achieved by inter-layer-prediction. An enhancement layer (EL) uses
motion vectors, residues, and. texture information from base layer (BL). The

prediction modes of inter-layer prediction are summarized in Fig. 8.
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Fig. 8  Prediction modes of inter-layer prediction



Quality scalability can be treated as a special case of spatial scalability with the
same resolution between BL and EL [1]. Quality enhancement coding refines visual
quality of reconstructed picture by selecting smaller quantization parameter (QP) in
re-quantization process to the rest of transformed coefficients (shown on Fig. 9).
Therefore, some un-encoded messages can be obtained in EL.

Three coding strategies can be selected in quality enhancement coding:
coarse-grain scalability (CGS), fine-grain scalability (FGS), and medium-grain
scalability (MGS). The main difference between CGS and FGS is that: for entropy
coding of EL, FGS processes coefficients by frame-level, instead of by MB-level in
CGS. Thus, the quality improvement in FGS coding is continuous, but the drawback
is it needs a large space for store coefficients, and has to deal with drift problem.
MGS is a variation of CGS, which increases the number of rate-points. And as the
same as FGS, it also has the drift problem between encoder and decoder.

The brief overview of SVC is described above, for more detail of SVC, please

refer [1], [8], and [9].
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Fig. 9  Block diagram of quality enhancement coding in SVC



Chapter 3 Memory Analysis for SVC Encoder

From previous overview, it is obvious to see that the processing of SVC is
complicated. Especially for hardware design, mass data access leads low memory
bandwidth to be a main challenge. Based on this concern, “frame-parallel encoding
scheme [10]” was proposed to save external memory bandwidth. Under this encoding
scheme, by the aid of double hardware cost, two B frames can be encoded
simultaneously. The most significant benefit for memory access saving is that the
search window can be shared by two frames.

For instance, with temporal scalability equals to 3, three encoding schemes meet
the requirement. Fig. 10(a) is traditional hierarchical-B structure with GOP size of 4;
Fig. 10(b) and (c) are two examples for frame-parallel encoding scheme. In Fig. 10(b),
the search window data from I/P and P frame can be shared by two B1 frames. The
blue and red arrows indicate this reference. Fig. 10 also infers that if the GOP size
increases, more data can be shared.

Since memory resource distribution is one of the important topics in SVC,
therefore, before the implementation on SVC, the memory issue on SVC would be

discussed in this chapter. The research on this topic is also published in [11].
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Fig. 10 Three encoding schemes with different GOP size: (a) GOP size = 4; (b)
GOP size = 6; (c) GOP size = 8

3.1 Coding Flow

In the following analysis, for the maximum memory reuse, GOP size of 8 is set
(Fig. 10(c)). For convenience, a set of frame (SOF) is defined as the 3 spatial input

layers with the same temporal order of the input sequence.

3.1.1 Frame-Level Method

There are three encoding methods in frame data processing. The first one is called
“frame-level” method, shown on Fig. 11. In this coding method, the spatial
enhancement layer would be encoded after the entire reference layer is encoded. To
examine the internal storage under this coding method, all variable terms are listed in
Table 1. This table indicates that: the search window size would be the maximum of

the P frame search window size and the total B frame search window size; the storage
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size for motion vector, pre-deblocking (PDB) data, mb type, sub-mb type, and other
neighboring information, would all be derived as the terms of the width of the largest

frame in the unit of macro-block.

(a) s .,mH" a 'W‘:“]‘.— ;
| = H |
IEE NN 11
- .
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et N i =
N —
AL N e
1
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|
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(b) Note:
spatial_fiame_index: indicaie which spatial
: ; , laver is encoded cutrently
whil ? (spatial frameilnc?iex ' < n){ - mumbers of spatial layer
while (CurrMbAddr < PicSizelInMbs) { |CurMbAdde current MB address
encode (CurrMbData) ; PicSizelnMbs: picture size in the unit of MBs
CurrMbAddr++; CurrMbData: current MB data
}
spatial frame Index++;
}

Fig. 11 Frame-level method: (a) graphical illustration; (b) pseudo code
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Table 1  Internal memory usage under the frame-level coding flow

Name Bytes
Search window max(3*SWy*SWhy, SWyp™*SWy)
Motion vector 144% (Wb, max + 2)
PDB coefficient (row and column data) 256*m* (Wb, max + 1)
mb_type and sub_mb_type 5.5%(Wub, max + 2)
Other neighboring info* S5.5%Wup, max + 9

SWyp: the width of search window for B frame

SWhy: the height of search window for B frame

SWyp: the width of search window for P frame

SWhy: the height of search window for P frame;

Wb, max- the width of the largest frame in the unit of macro-block
m: numbers of quality layer

*includes coded block pattern, non-zero transform coefficient flags for deblocking process,
and neighboring intra prediction modes
In the above case, PDB.data are assumed to store in internal memory and they
dominate the internal memory usage. For high resolution application, that term would
be a serious burden. If PDB data.are put in external memory, the corresponding
storage size in internal memory would be a constant, the additional cost from PDB

data, and other terms in external bandwidth can be seen on Table 2.
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Table 2  External memory access per SOF under frame-level coding method

Name Bytes
n-1
Input pixel 1.5% Z W.*H,
i=0
n—1
Reconstructed pixel 1.5*m* Z W.*H,
i=0
1 n-1 n-1
Search window (P frame)* g*(3*ZWi *H, —32*21/1{,)
i=0 i=0
n—1 n—1
Search window (B frame)* —*(2*ZW *H —16% )Y W)
i=0 i=0
n—-1
Chroma inter prediction ——* >y W *
128
FGS coefficient 6*(m—1)* ZW *H,
i=0
n-1
Output bit-stream™** 0.15*m* ZWl *H,
i=0
Inter-layer data 2,186* z i T H
Pre-deblocking Coefficient™** 256*m Z W, *(H,, —1)

N: numbers of spatial layer

m: numbers of quality layer

Wi: the frame width of the i-th spatial layer

Hi: the frame height of the i-th spatial layer

Wmb,i: the frame width of the i-th spatial layer in the unit of macro-block

Hmb,i: the frame height of the i-th spatial layer in the unit of macro-block

*: the search range in P frame and B frame is set to 128 * 48 and 64 * 32 respective

For the frame height which is not fully divided by 16, these formulas may need extra amendments

**: the output bit-stream of each quality layer is conservatively estimated as 10% of the original

input
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3.1.2 Row-Level Method

The second method is called “row-level” method, and is exposed on Fig. 12. In
this coding method, the corresponding rows of macro-block would be encoded after a
row of macro-block in reference layer. If the PDB data are put in internal memory, the
variable terms of internal memory usage would be shown on Table 3. Compare with

Table 1, the formula for search window is the same, but for other formulas, the term

n—1
“Wp, max” 1n Table 1 is replaced by a summation term “Zme ;” due to resolution
i=0

switching.
On the other hand, the external memory bandwidth usage under this coding flow

is as the same as the frame-level method, and can be referenced in Table 2.

(a)
- . ; ECE TN <N ENNNEPT - A EEEER. TNEEEL U EL A NEL
T T T T —- JENEEST SEENENET < SEEEEEEED. VEEEE. WEEL ¥ ELVE
IEFPFCSNEERED" _cHNEENENNEEED, EEEE. GEE. EEL )
TR T TP T T T T T TR TR s FrC A EENEED” - 46 EEE] TR T ITNITNTN

while (spatial frame index < n)f{
while (CurrMbAddr < PicWidthInMbs*(ver upsamp r“spatial frame index)){
encode (CurrMbData) ;
CurrMbAddr++;
}
spatial frame index++;
}

Note:

spalial frame_index: indicate which spatial layer is encoded currently
n: numbers of spatial layer

CurrMbAddr: current MB address

PicSizelnMbs: picture size in the unit of MBs

CurrMbData: current MB data

PicWidthinMbs. picture width in the unit of MBs

ver_upsamp_r: vertical up-sampling ratio

Fig. 12 Row-level method: (a) graphical illustration; (b) pseudo code
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Table 3  Internal memory usage under the row-level coding flow

Name

Bytes

Search window

max(3*SWu*SWhp, SWup*SWiyp)

Motion vector

n—1

144 * Z Wi +2)

i=0

n—1

PDB coefficient (row data) 256*m* Z W, +1)
i=0
n—1

mb_type and sub_mb_type 55% Z Wi +2)
i=0

n—1
> (55%W,,,+9)

i=0

Other neighboring info*

SWyyp: the width of search window for B frame

SWhy: the height of search window for B frame

SWiyp: the width of search window for P frame

SWhy: the height of search window for P frame

Wb, max- the width of the largest frame in the unit of macro-block
m: numbers of quality layer

*includes coded block pattern, non-zero transform coefficient flags for deblocking process,

and neighboring intra prediction modes

3.1.3 MB-Level Method
The third one, also the last one, is called “MB-level” method. In this coding
method, a macro-block in reference block would be encoded at first, then comes the
encoding of corresponding macro-blocks in enhancement layer. This coding flow is
shown on Fig. 13. On internal memory storage, this method is similar with row-level
method (please refer Table 3), but needs some extra amendments for additional space
for column data.
In external memory access, compared to other methods, most of terms remain the
same, except search window data. Due to the lack of data reuse, this term grows

significantly, and can be derived on Table 4.
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(b)

while(spatial frame index < n){

while (CurrMbAddr < (ver upsamp r*hor upsamp r)“spatial frame index) {
encode (CurrMbData) ;

CurrMbAddr++;
}
spatial frame index++;
}
Note:
(a) spatial_frame_index: indicate which spatial layer is encoded currently
n: numbers of spatial layer
l CurtMbAddr: current MB address
I Sl i — PicSizelnMbs: piclure size in the unit of MBs
- CurrMbData: current MB data
PicWidthinMbs: picture width in the unit of MBs
ver_upsamp_r: vertical up-sampling ratio
/ hor_upsamp_r: horizontal up-sampling ratio
—

Fig. 13 MB-level method: (a) graphical illustration; (b) pseudo code
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Table 4  External memory access of search window data per SOF under the

MB-level coding flow

Name

Bytes

Layer O in P frame

%*(24*W0 * H,—2%(128* W, +384* H,) +8192)

Layer 1 in P frame™**

%*(40*14/0 *H,—2*(144*W, +384* H,)+5120)

Layer 2 in P frame™*

%"‘(IOZ*W0 *Hy—=2*(176*W,+624* H )+3584)

Layer 3 in P frame™**

%*(346*W0 *H, —2%(240* W, +1344* H ) +3584)

Layer 4 and above in P

frame**

é*((21+3*2’)*2f KW, *H, —2%(16%((7T+2")* W, +168%2' * H ) +3584)

Layer 0 in B frame

%*(S*WO*HO —2%(32% W, +64* H,) +1024)

Layer 1 in B frame**

%*(16*WO*HO — 2% (40* W, +88* H, )+ 768)

Layer 2 in B frame**

%*(53*W0*H0 —2%(56*W, +192* H,) +768)

Layer 3 and above in

B frame**

%*((6+2*2~/)*2/*WO*HO—2*(16*((1.5+0.5*2-’)*W0+48*2-/*H0))+768)

i: the i-th spatial layer (i > 3)

J: the j-th spatial layer (j > 2)

*: the search range in P frame and B frame is set to 128 * 48 and 64 * 32 respectively

**: up-sampling ratio is set to 2 for horizontal direction and vertical direction

For un-multiple up/down-sampling, these formulas may need extra amendments

3.2 Improvements

From previous analysis, there are three factors that dominate external memory

bandwidth: reconstructed data, FGS coefficients, and PDB data. In the following

section, some improvements are used or proposed to reduce the access on those terms.
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3.2.1 Key Picture Concept

In previous deduction, memory usage is counted conservatively by using
multi-loop reference, but if the “key picture concept [12] (shown on Fig. 14)” is
adopted, I frames and P frames are regarded as “key pictures”, which use base layer as
the reference. B frames are classified as “non-key pictures”, and the highest quality
layers are used in their encoding.

This idea is extended in memory bandwidth reduction: since not being referenced,
the frames in first quality enhancement layer and the B1 frames in the second quality
enhancement layer in Fig. 14 will not be fully reconstructed. Also, all relative process
after reconstruction (like deblocking) of those frames can be reduced. The only cost is
that an extra space for a row of temporary reconstructed data is preserved in internal

memory, for the use of intra prediction.

Un-referenced frames

Quality Enh.
Layer 2

Quality Enh.
Layer 1

Base Layer

Key pictures

Fig. 14 Key picture concept
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3.2.2 Shorten the Bit Length of FGS Coefficients

For frame-based FGS entropy coding, instead of internal memory, it is more
efficient to store all FGS coefficients in external memory, and it consumes lots of
external bandwidth. If they can be expressed in another way, the bandwidth utilization
may be further reduced. Through a primary simulation, shown on Table 5, it is
obvious to see that FGS coefficients are highly concentrated in a small range. The best
case “Akiyo” and the worst case “Football” are plotted in Fig. 15 and Fig. 16. For the
sequences with higher resolution, the correlation among neighboring pixels is much
higher, and it is reasonable to say that the distribution would be more concentrated.
By above information, it is worth to try to shorten the bit length of FGS coefficients
from 2 byte to 4 bits, and that reduces 75 % of bandwidth in that term. (Note: this
enhancement can be applied with the restricted QP step.between two quality layers. In

general, for a less-than-18 QP step, this enhancement works.)

Table 5  Distribution of FGS coefficients in 5 CIF test sequences (first 100

frames)
Percentage of coefficient Coefficient Range
-1 and 0 -2 and 1 -8 and 7

Akiyo 84.269 97.374 100.000
Football 62.203 91.595 100.000
Foreman 77.358 95.703 100.000
Mobile 63.178 91.742 100.000
Stefan 71.689 94.065 100.000

Note: the QP step between each layer is 12 (BL: 34, EL1: 22; EL2: 10)
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Fig. 15 The distribution of FGS coefficients in the test sequence “Akiyo”
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3.3 Experimental Results

The encoding process of following description is discussed in this section (also
can be seen in Fig. 17): three spatial layers (CIF, SD 480p, and HD 1080p), three
quality layers, and three temporal layer (GOP size of 8), with YUV 420 format in 30
Hz frame rate.

All previous analysis and improvements are applied in that case, and the result is
summarized in Table 6. For the given condition, frame-level method, listed on row (1),
would be the best one. When GOP size is equal to 8, the proposed coding flow is
shown on Fig. 18, where the number in frame block represents the coding order.

Table 6 shows the comparison of different coding flow and the later improvements.
In case (A), PDB data stored in internal memory, with improvements, more than 53 %
of external bandwidth can besave, and furthermore, over 30 % of internal memory is
reduced. On the other hand,-in case (B), PDB data stored in external memory, about
56 % of external memory bandwidth is decreased, along with 8.3 % increase in
internal memory size. By the aids of such improvements, the proposed method takes
38.38 % and 40.78 % of external bandwidth for case (A) and (B) respectively, with a
64-bit bus connected to a 266 MHz DDR DRAM, as shown on Fig. 19. Thus, this

design is much easier to be implemented by the current chip technology.

288 3 temporal layers (GOP size = 8)
CIF 480 3 quality layers (QP step = 12)
| 396 MBs
352
SD 480p
1,350 MBs
720 1080
HD 1080p
8,160 MBs

1920

Fig. 17 Proposed input spec
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Table 6 Memory performance of each coding flow under the given specification

(A) PDB Data Stored in (B) PDB Data Stored in
Internal Memory External Memory
Memory
External External
Usage Internal Internal
Access per Access per
Storage (KB) Storage (KB)
SOF (MB) SOF (MB)
Frame-level (1) 133.49 55.78 44.24 62.90
Row-level (2) 200.55 55.78 55.05 62.90
MB-level (3) 203.55 60.64 59.55 67.76
Improved
92.52 25.90 47.89 27.59
frame-level (4)
Change
-30.7 % -53.6 % +8.3 % -56.1 %
(1) vs. (4)

Note: Improve frame-level: frame-level method with improvement in Section 3.2

[:l [/ P frame
l:’ B frame

s O

Fig. 18 Proposed coding flow
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To Internal Memory

! v 1

Inter Layer & Intra Prediction & Entropy
Inter Prediction Reconstruction Coding
= 13.857.0 KB 1.536.3 KB A 1.107.6 KB
= Input pixel 3,692.3 KB BL mb and sub-mb type 8.5 KB Bitstream 1,107.6 KB
E Luma reference 6,415.9 KB BL motion vector 218.3 KB
s Chroma reference 1,557.7 KB | BL residue 1,309.5 KB
= BL reconstructed 654.8 KB
g BL mb and sub-mb type 8.5 KB 3.692.3 KB
3 BL motion vector 218.3 KB Coefficient 3,692.3 KB
= BL residue 1,309.5 KB Reduce 75%
= Usable: 64 bits @ 266 MHz => 67.65 MB per SOF B My ToExtemal
Total use: 28,248.9 KB = 27.59 MB per SOF Utilizatigns SIS DRAM
864.2 KB 3.499.2 KB 3.6923 KB
Pre-deblocking pixel 864.2 KB Reconstrucu_ad 2, _535.0 KB Coefficient 3,692.3 KB
Reduce 76% Pre-deblocking pixel 864.2 KB Reduce 75%
Reduce 76%
Deblocking FGS
Internal Memory |
Size: 47.89 KB
+8.3% To Internal Memory

Fig. 19 The overall internal storage and external bandwidth of the proposed
architecture in case (B) in Table 6

3.4 Summary

In this chapter, the memory performance of SVC is studied. In spatial domain,
frame-level encoding enjoys the minimal internal memory and the lowest external
memory bandwidth. With other improvements in quality and temporal domain, the

external memory bandwidth can be further reduced over 53 %.
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Chapter 4 Fast Intra Prediction Algorithm in SVC

Differ from inter prediction, intra prediction provides reference data from another
way, spatial domain, combination of reconstructed pixels from the neighboring is used
as the prediction result. Traditionally, intra prediction uses exhaustive search, which
means, all available modes in each kind of block size would be examined one by one.
However, in hardware design, full search may be not time-efficient. Thus, many fast
algorithms have been developed to remain acceptable performance with the fewest
number of mode candidates. In some of them, thresholds are defined for SAD cost [13]
or for RDO [14] as early termination. In three-step fast algorithms [15] and “FIPMDA
[16]”, mode candidates are selected from the decision of previous step. Edge direction
histogram [17] and dominant edge strength [18] also-provides solutions in mode
decision. Besides, intra prediction can be combined with-transform process, transform
results are taken for mode decision.[19] or block size selection [20].

In this chapter, a fast intra prediction algorithm is proposed. Based on the
algorithm in [21], edge detection in transform domain is modified for achieving the
higher system requirement. The main difference is that “DC-dominant” condition is
adopted in proposed algorithm, and the encoding for intra 8x8 prediction is

considered in this work.

4.1 Fast Intra Prediction Algorithm with Transform Domain

Edge Detection (TraDED)

In the following, the mode decision for intra 4x4, intra 8x8, intra 16x16, and intra

chroma blocks are described separately.
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4.1.1 Intra 4x4 Prediction

Consider the basis patterns of 4x4 DCT in Fig. 20(a), patterns can be classified
into six categories (see Fig. 20(b)): DC, vertical (V), horizontal (H), diagonal (D),
diagonal-vertical (DV), and diagonal-horizontal (DH). The intensities of those
categories can be calculated as the sum of absolute values of corresponding
coefficients:

Ipc = [t00)

Iy = |t01] + [t02] + |t03]

Iy = |t10] + |£20] + [¢30)

Ip = |t11] + [£22] + |33

Ipy = |t12] + |t13] + [123|

Ipy = |21 + |t31] + |t32]

Lic=1y+1Iy+Ip+ Ipy +Ipn

O
O
<

- -

it DV

D

DH

(b)
Fig. 20 4x4 DCT: (a) the basis patterns, and (b) categories of coefficients

- LR LR

(a)
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Mode decision is made from the magnitudes of these intensities. For DC mode, if
the block is on the boundary, in case that there are no mode candidates, DC mode
must be turned on. Else, if the ratio (Ipc / I4¢) is smaller than a given threshold, which
means the DC intensity is weak, the DC mode would be turned off.

On the other hand, in AC mode decision, if the ratio (Ipc / I4c) is larger than
another given threshold, DC intensity dominants the block edge direction, most of AC
modes would be turn off, except vertical or horizontal mode. Else, AC candidate
modes are chosen by the comparison of intensities Iy, Iy, Ip, Ipy, and Ipg.

In this case, if Iy is the maximum in {/y, Iy, Ip}, and the ratio (I / Iy) is larger than
2, the vertical intensity is obvious. Hence, vertical mode (mode 0) and two adjacent
modes (mode 5 and 7) would be chosen as the mode candidates. Similarly, if /;; is the
maximum and the ratio (Iy / Iy) 1s less than 0.5, horizontal mode (mode 1) and two
adjacent modes (mode 6 and 8) are selected. Else; neither vertical nor horizontal
edges are regard as the major direction.” Diagonal modes (mode 3 and 4) would be
considered as the mode candidates.. Then, depends-on the relation between (I + Ipy)

and (Iy + Ipp), different modes would be taken.

Besides, the most probable mode (mode N) would be selected for intra prediction
if the number of AC mode candidates are smaller than 4. That not only increases the
coding efficiency, but also makes the total number of mode candidates be restricted in

less than 5.

The mode decision of 4x4 intra prediction is summarized in Fig. 21. The
qualification of DC mode and AC modes are decided separately. Generally, the
threshold value “th4DCdom” is set larger than threshold “th4DCoff”. (Note: in the

following simulation, “th4DCdom” is set to 16, and “th4DCoff™ is set to 2.)
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Fig. 21 Flow chart of intra 4x4 mode decision

4.1.2 Intra 8x8 Prediction

Same as intra 4x4 prediction, there are 9 modes for intra 8x8 prediction. Hence,

the decision algorithm of .intra 4x4 can be adopted.in intra 8x8 with slightly

modification. Consider the basis patterns of 8x8 DCT, shown on Fig. 22(a), six

categories can be classified in similar way (please refer Fig. 22 (b)). Differ from intra

4x4 mode, intra 8x8 mode is usually selected by the macro-blocks with less variation

among pixels, high-frequency-related patterns can be ignored during intensity

calculation. The calculations of intensities are listed in following:

IDC: |t00|
Iy = |t01| + [t02] + |t03] + |t04] + |t05]
Iy = |t10] + |20] + |t30| + [t40] + |t50)|

Ip = [t11] + [£22] + |£33] + |t44] + |t45)|

Ipy = |t12| + [t13] + |t14]| + |t23| + |t24] + |t34]

Ipy = |21 + |t31] + [£32] + |¢41] + |t42] + |t43]

77
]ACZZ Z|”]|

=0 j=0 ,fori,j #= 0
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Fig. 22 8x8 DCT: (a) the basis patterns; (b) categories of coefficients
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Mode decision in intra 8x8 prediction (please refer Fig. 23 for flow chart) is

almost as the same as the mode decision in intra 4x4 prediction. The only discrepancy

between them is that the DC dominant threshold (¢#28DCdom) and DC off threshold

(th8DCoff) need to be reset. (Note: in the following simulation, “th8DCdom” is set to

64, and “th8DCoff” is set to 2.)

DC Mode
ON

Fig. 23

DC Mode
OFF

N

Max(Iy, Iy, Iy) |

AC

Y
Mode VD Mode HD
(0, N} 1, N)

Iy

Mode V
(0,5,7,N)

[II

Mode H
(1,6,8,N)

Flow chart of intra 8x8 mode decision
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4.1.3 Intra 16x16 Prediction

In intra 16x16 prediction, the DC coefficient of each 4x4 block is collected, then
they will be processed by a 4x4 Hadamard transform. In the prediction of 16x16 block
size, pixels tend to be highly correlated with each other, and that means DC
coefficients would be much larger than AC coefficients. Hence, in edge detection, DC
coefficients in Hadamard transform can be taken for simplicity.

The basis patterns of 4x4 DHT is shown on Fig. 24(a). To combine with 4
available modes, 4 categories are divided correspondingly, shown on Fig. 24(b). The
intensities are calculated as following:

Ipc = |t00)

Iy = [t01| + [t02] + |t03|

Iy = |t10| + |£20]| + |t30)

Ip = |t1l| + [£22] + |133|

3

IACZ:EZ EZUU‘

3
=0 j=0 ,fori,j #= 0

T
-
—_Ci

===

Fig. 24 4x4 DHT: (a) the basis patterns; (b) categories of coefficients

et etk

R s et
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Mode candidates are generated by these intensities. If the current block is not at
the boundary, and the ratio (Ipc / I4¢) is smaller then a given threshold “thl/6DCoff”,
DC mode would be turned off. Else, DC mode is always on. Another mode candidate
is assigned to whom the maximum intensity among {/y, Iy, Ip} is related to. The mode
decision of intra 16x16 prediction is summarized in Fig. 25. For the worst case, 2

modes would be chosen. (Note: in the following simulation, “th16DCoff™ is set to 2.)

DC AC

Max(ly, Iy, Iy)

S

Mode Mode 1 Mode 3

Boundary?

DC [‘:Iudt: DC Mode
ON OFF

Fig. 25 Flow chart of intra 16x16 mode decision

4.1.4 Intra Chroma Prediction

Like intra 16x16 prediction, the DC coefficients in chroma parts have secondary
processing, Hadamard 2x2 transform. For calculation simplicity, intensities are
counted as the sum of two components (Cb and Cr) with the corresponding coefficient
shown on Fig. 26, and listed below:

Ipc = [t00|cp + |00,

Iy =t01|cp + |01 ¢y

Iy =t10]cp + [t10)cr

Ip = |t |cp + |t1|cy
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DC V

H D

Fig. 26 Categories of coefficients in DHT 2x2

---------J----—---—

Fig. 27 indicates flow chart of mode decision in intra chroma prediction: DC
mode is always on to ensure there are 2 mode candidates in non-boundary
macro-blocks. Other intensities are compared together, and another mode candidate is

decided by the largest intensity (I for mode 1, 7 for mode 2, and I for mode 3).

DC AC
DC Mode
ON N]HX[I\H l]|'.! I]])
l [II ]\' l [1)
N
Mode 1 Mode 2 Mode 3

Fig. 27 Flow chart of intra chroma mode decision
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4.2 Simulation Results

In the following simulation, 100 I-frames in 8 sequences with different resolutions
are under tested. The comparison of bit-rate (BR) and PSNR between original result
in JM 12.4 [22] (with the low-complexity mode) and proposed algorithm is listed in
Table 7, the rate-distortion (RD) curves of them are plotted in Fig. 28 to Fig. 31, and

the average mode candidates for each sequence is summarized in Table 8.

Table 7  Comparison between JM 12.4 and proposed algorithm for 100 I-frames

QP
8 12 16 20 24 28 32 36
BR (MBytes/s) 3.436 2.575 1.949 1.440 1.054 0.761 0.536 0.374
| IM124
T PSNR (dB) 52.933 | 50.194 | 47.605 | 44.524 | 41.536 | 38.715 | 35.678 | 32.949
o
[s2]
9 BR (MBytes/s) 3.484 2.613 1.981 1.458 1.070 0.762 0.543 0.375
G | TraDED
e PSNR (dB) 52913 | 50.238 | 47.583 | 44.490 | 41.498 | 38.627 | 35.494 | 32.759
o
>
= ABR (%) 1424 | 1493 | 1642 | 1216 | 1.500 | 0.179 | 1.192 | 0.295
APSNR (dB) -0.020 0.044 | -0.022 | -0.034 | -0.038 | -0.088 | -0.184 | -0.190
BR (MBytes/s) 8.894 6.910 5.244 3.773 2.648 1.843 1.251 0.841
) JM 124
1 PSNR (dB) 52.851 | 49.642 | 46.418 | 43.010 | 39.864 | 37.031 | 34.098 | 31.421
®
% BR (MBytes/s) 8.917 6.951 5.293 3.794 2.692 1.880 1.283 0.868
o | TraDED
=t PSNR (dB) 52.872 | 49.705 | 46.447 | 43.001 | 39.920 | 37.082 | 34.130 | 31.341
©
£
g ABR (%) 0.256 0.584 0.935 0.574 1.649 2.024 2.533 3.203
L
APSNR (dB) 0.021 0.063 0.029 | -0.009 0.056 0.051 0.032 | -0.080
BR (MBytes/s) 28.211 | 23.462 | 19.294 | 15.346 | 11.897 9.014 6.546 4.521
| IM124
T PSNR (dB) 52.777 | 49.444 | 46.080 | 42.319 | 38.656 | 35.222 | 31.666 | 28.419
o
[52]
© BR (MBytes/s) | 28.356 | 23.609 | 19.442 | 15.441 | 12.041 | 9.150 | 6.686 | 4.649
o | TraDED
b PSNR (dB) 52.804 | 49.523 | 46.128 | 42.327 | 38.761 | 35.322 | 31.761 | 28.448
3
§ ABR (%) 0.514 0.629 0.768 0.620 1.208 1.508 2.139 2.819
APSNR (dB) 0.027 0.079 0.048 0.008 0.105 0.100 0.095 0.029

Note: entropy coding method: context adaptive variable length coding (CAVLC)
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Table 7  (Cont.)
QP
8 12 16 20 24 28 32 36
BR (MBytes/s) | 21.831 | 17.495 | 13.838 | 10.700 | 8.156 | 6.054 | 4.290 | 2.930
| IM124
e PSNR (dB) 52.797 | 49.612 | 46.458 | 43.017 | 39.621 | 36.376 | 32.979 | 29.872
o
o
L@f.) BR (MBytes/s) | 21.950 | 17.612 | 13.981 | 10.796 | 8.283 | 6.129 | 4332 | 2976
S TraDED
= PSNR (dB) 52.819 | 49.667 | 46.490 | 43.017 | 39.710 | 36.453 | 33.030 | 29.834
©
38
% ABR (%) 0.546 0.673 1.033 0.894 1.562 1.231 0.987 1.555
APSNR (dB) 0.022 0.055 0.032 0.000 0.089 0.077 0.051 -0.038
BR (MBytes/s) 199.10 | 156.02 114.67 76.75 49.00 31.67 20.48 13.07
= | IM 12.4
g PSNR (dB) 52.691 | 49.300 | 45.803 | 42.167 | 39.087 | 36.572 | 34.048 | 31.710
o
% BR (MBytes/s) 200.50 | 157.37 | 11597 77.25 49.95 32,56 21.28 13.44
< | TraDED
e PSNR (dB) 52.742 | 49.387 | 45.865 | 42.139 | 39.062 | 36.533 | 33.921 | 31.304
=}
% ABR (%) 0.702 0.871 1.126 0.654 1.932 2.802 3.927 2.804
APSNR (dB) 0.051 0.087 0.062 -0.028 -0.025 -0.039 -0.127 -0.406
BR (MBytes/s) 195.23 | 153.09 113.84 76.35 47.20 28.33 17.08 10.71
’Iv:T JM 124
S PSNR (dB) 52.667 | 49.255 | 45.713 | 41.910 | 38.650 | 36.107 | 33.791 | 31.739
S
go' BR (MBytes/s) 196.80 | 154.52 115.41 77.00 47.79 29.09 17.79 10.98
~ | TraDED
£ PSNR (dB) 52.731 | 49.362 | 45.787 | 41.865 | 38.586 | 36.035 | 33.587 | 31.278
o
=
é ABR (%) 0.802 0.939 1.379 0.847 1.248 2.678 4.148 2.586
&n
APSNR (dB) 0.064 0.107 0.074 -0.045 -0.064 -0.072 -0.204 -0.461
- BR (MBytes/s) | 233.65 | 156.92 | 9735 | 56.67 | 3687 | 25.14 | 17.78 12.55
£ | IM124
S PSNR (dB) 52.842 | 50.029 | 47.436 | 45278 | 43.643 | 42.015 | 39.918 | 37.738
®
§ BR (MBytes/s) 234.03 157.66 99.01 57.60 38.36 26.29 18.32 12.69
S | TraDED
5 PSNR (dB) 52.826 | 50.034 | 47.453 | 45266 | 43.565 | 41.823 | 39.591 | 37.285
=
o
= ABR (%) 0.161 0.471 1.709 1.643 4.059 4.582 3.061 1.179
=)
[7p]
APSNR (dB) -0.016 0.005 0.017 -0.012 -0.078 -0.192 -0.327 -0.453
BR (MBytes/s) 320.80 | 237.40 | 167.33 110.90 72.58 46.88 30.29 20.01
= | JIM12.4
g PSNR (dB) 52,964 | 49.846 | 46.814 | 43.791 | 41.189 | 38.915 | 36.574 | 34.392
o
S
& BR (MBytes/s) 321.81 | 239.02 | 169.05 111.43 73.37 47.66 31.20 19.80
X | TraDED
E'/ PSNR (dB) 52977 | 49901 | 46.854 | 43.794 | 41.209 | 38.831 | 36.162 | 33.469
o
§ ABR (%) 0.316 0.681 1.028 0.477 1.082 1.654 3.014 -1.050
'_
APSNR (dB) 0.013 0.055 0.040 0.003 0.020 -0.084 -0.412 -0.923

Average: ABR = 1.452 %; APSNR = -0.046 dB

Note: entropy coding method: context adaptive variable length coding (CAVLC)
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Table 8  Average mode candidates in encoding

Algo. JM 12.4 (Full search) Proposed
Seq. 4x4 8x8 | 16x16 | Chroma | 4x4 8x8 | 16x16 | Chroma
Akiyo 8.72 8.45 3.61 3.61 3.60 3.96 1.67 1.92
Foreman 8.72 8.45 3.61 3.61 3.74 4.02 1.83 1.94
Mobile 8.86 8.72 3.80 3.80 3.70 3.83 1.62 1.95
Stefan 8.86 8.72 3.80 3.80 3.48 3.86 1.83 1.96
Shields 8.92 8.85 3.89 3.89 4.27 4.10 1.67 1.98

Stockholm 8.92 8.85 3.89 3.89 4.16 4.08 1.82 1.99
Sunflower 8.97 8.94 3.95 3.95 4.17 4.49 1.92 1.99

Tractor 897 | 894| 395| 395 420| 424| 18| 200
Average 887 | 874| 3.81| 381| 392 407 178 197
Savings (%) 55.85| 53.40 | 53.28 | 48.43

From the above results, in<high bit-rate points, the performance of “TraDED”
pretty approaches the performance of full search algorithm in JM 12.4. However, for
low bit-rate points, especially with high resolution, the performance of proposed
algorithm is not as good as expected. The main reason is that in intra 16x16 mode,
fierce hardware-oriented discard of single coefficient is adopted in proposed design,
which causes the reduction of bit-rate and quality. (Note: in JM, if the total absolute
value of non-zero coefficients is less than a threshold value, all coefficients would be
set to zero for bit-rate reduction. For hardware design, it may take extra
re-computation cycles or internal storage to deal with the condition for large block
size. Therefore, in the proposed design, the threshold for non-zero coefficient discard
is set to another value to a fixed block size).

It is worth to note that, in real SVC applications, high quality can be achieved by
quality enhancement coding, and large resolution can be done by inter-layer
prediction. Hence, considering the results of the sequences with smaller frame size

(QCIF and CIF) with high QP, from 24 to 36, the average bit-rate increment would be
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1.6 %, with slight quality gain (0.004 dB).

The comparison result with [21] is listed in Table 9 with four different QP values
(from 8 to 32). Although based on the different simulation environments, this result
still infers that: for low bit-rate points, “TraDED” has larger performance loss
compared to JM, which is mainly caused by reason described previously. But for high

bit-rate points, “TraDED” outperforms.

Table 9  Comparison between [21]* and “TraDED”** for APSNR and ABR

QP 8 16 24 32

Seq. [21] TraDED [21] TraDED [21] TraDED [21] TraDED

Akiyo APSNR | -0.155| -0.020 | -0.073 | -0.022 | -0.042 | -0.038 | -0.030 | -0.184

(QCIF) | ABR 0.272 1.424 | 0.762 1.642 | 0.751 1.500 1.020 1.192

Foreman | APSNR | -0.154 | 0.021 | -0.071 0.029 1 -0.041 0.056 | -0.032 0.032

(QCIF) | ABR 0.150 | 0.256 | 0.430 | 0.935 0.739 1.649 | 0.879 | 2.533

Mobile | APSNR | -0.203 0.027 | -0.093 0.048 1 -0.073 0.105] -0.080 | 0.095

(CIF) ABR 0.361 0.514 ] 0.578 0.768 | 0.743 1.208 1] 0.892 | 2.139

Stefan APSNR | -0.182 | 0.022 | -0.072 | 0.032| -0.068 | 0.089] -0.077 | 0.051

(CIF) ABR 0.301 0.546 1 0.613 1.033 0.805 1.562 1.100 | 0.987

Shields | APSNR | -0.222 | 0.051 | -0.096 | 0.062 | -0.057 | -0.025] -0.062 | -0.127

(720p) ABR 0290 | 0.702 | 0.501 1.126 | 0.901 1.932 1.228 3.927

Stockholm | APSNR | -0.234 | 0.064 | -0.115 0.074 | -0.052 | -0.064 | -0.040 | -0.204

(720p) ABR 0.203 0.802 | 0.357 1.379 | 0.946 1.248 1.370 | 4.148

Tractor | APSNR | -0.156 | 0.013 | -0.057 0.040 | -0.035 0.020 | -0.016 | -0.412

(1080p) | ABR 0.044 | 0316 0.540 1.028 1.131 1.082 1.311 3.014

APSNR | -0.187 | 0.025 | -0.082 0.038 | -0.053 0.020 | -0.048 | -0.107
Average

ABR 0.232 | 0.651 0.540 1.130 | 0.859 1.455 1.114 | 2.563

Note: measurement unit. APSNR (dB), ABR (%)

*: implemented in JM 12.0, intra 8x8 mode is not included, and compared with JM 12.0 in RDO
mode

**: implemented in self-developed program, intra 8x8 mode is included, and compare with JM 12.4

in low complexity mode
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On the other hand, the comparison of average mode candidates between [21] and

proposed algorithm is summarized in Table 10. For intra 4x4 and 16x16 prediction,

thank the help of “DC dominant” condition, which selects only 3 mode candidates,

“TraDED” further reduces about 15 % of mode candidates corresponding to the

former.

Table 10 Comparison between [21] and “TraDED” for average mode candidates

[21] TraDED

4x4 16x16 | Chroma | 4x4 8x8 16x16 | Chroma

Coastguard 4.11 2.00 2.16 3.87 3.62 1.69 1.89
Container 4.33 2.00 2.09 3.52 3.75 1.73 1.91

L | Foreman 4.67 2.00 2.18 3.74 4.02 1.83 1.96
8 News 4.40 2.00 2.12 3.82 3.81 1.55 1.95
Silent 4.66 2.00 2.08 4.10 4.05 1.80 1.95
Average 4.43 2.00 2.13 3.81 3.85 1.72 1.93
Mobile 4.43 2.00 2.16 3.70 3.83 1.62 1.95
Paris 4.33 2.00 2.13 3.85 3.80 1.66 1.94

(% Stefan 4.57 2.00 2.12 3.48 3.86 1.83 1.96
Tempete 4.37 2.00 2.17 3.83 3.70 1.41 1.95
Average 4.43 2.00 2.15 3.72 3.80 1.63 1.95
Maximum Number 6 2 3 5 5 2 2

4.3 Summary

In this chapter, a fast algorithm for intra prediction “TraDED” is proposed. By

calculating the edge intensities of transformed basis patterns, suitable mode

candidates can be selected. With less than 0.05 dB of quality loss and 1.5 % of rate

increment averagely, over 53 % of intra luma modes (4x4, 8x8, and 16x16) can be

skipped during intra prediction.
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Chapter 5 Hardware Design for SVC Intra Encoder

The implementation of an SVC intra encoder, with the adoption of previous
analysis and fast algorithm, is introduced in this chapter. First of all, the analysis for
hardware complexity will be taken, and parallelism and encoding schedule will also
be studied. Then design modules in this work will be introduced according to coding
flow. Finally, the implementation results and the comparison with previous work will

be discussed.

5.1 System Analysis

The desired system specification is described as follows: an SVC encoder works
under 135 MHz clock frequency with-3 quality layers, 3 spatial layers (CIF, SD 480p,
and HD 1080p), and frame rate is set to 60 fps. To fulfill'such a tough target like this,
“frame-parallel” encoding is consequently needed. Since in an intra encoder, there is
no data dependency among frames, which means several frames can be processed
simultaneously. Thus, frame-parallel coding can be easily adopted in proposed design
by doubling the hardware resource.

Another way to reduce design difficulty is pixel parallelism. In above assumption,
the total number of processed macro-blocks per SOF is

396 + 1,350 + 8,160 = 9,906 (refer Fig. 17)

For 135 MHz working frequency, the available operation time per MB would be

135M/((60/2) *9,906) = 454 cycles

Then just considering prediction data under fast algorithm, the total pixel count
per MB would be

16*16*(5+5+2)+8*8*2=3328
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Finally, the best parallelism can be calculated by

3,328 /454 = 7.33 => 8 pixels (for double hardware resource)

To reduce design complexity, two equivalent components can be replaced by the
two with different functions. Therefore, the parallelism of this work is set to 16 pixels
/ 8 pixels (16 pixels for some components and 8 pixels for others). This change
decreases the hardware complexity of the system since functionalities of components
can be integrated and specified.

Based on previous parallelism analysis, a two-stage (intra stage and quality
enhancement stage) MB-based pipeline architecture is constructed, with three main
phases: “Intra-T” (doubled hardware with 16-pixel throughput), “QQ-Rec” (single
hardware with 8-pixel throughput); ‘and “Quality Refine” (single hardware with
8-pixel throughput). The architecture is shown on Fig..32. Note that the hardware in

“QQ-Rec” phase can be shared by other two phases in order to increase utilization.
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5.2 Encoding Schedule

From the result in previous section, the overall scheduling of this encoder is
illustrated in Fig. 33. The available encoding cycle for a macro-block is set to 454. In
intra 4x4 and 8x8 prediction modes, the processing of two macro-blocks with the
same address is interlaced (refer Fig. 34 for detail) under frame-parallel coding
scheme. In quality enhancement stage, two pictures are processed separately. Besides,
for the future integration with inter and inter-layer prediction, the processing cycles is

reserved in this encoding scheduling.

0 50 100 150 200 250 300 350 400 450
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Fig. 33  Overall scheduling of proposed encoder
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5.3 Specific Components

In the following, components in intra encoder will be introduced one after another

according to the order of encoding flow.

5.3.1 Transform Modules

Since “TraDED” algorithm mentioned in Chapter 4 is adopted in proposed design,
a transform module not only changes the domain of residues, but also plays a role in
basis construction for mode candidate decision.

There are two transform modules in proposed encoder, one (Tran4DC) for 4x4
DCT and DHT processing, and another one (Tran48) deals with 4x4 and 8x8 DCT. In
module “Tran4DC”, shown on Fig. 35,1t contains €ight 1-D 4x4 transform units, four
for each direction (horizontal and vertical). In each-transform unit, consider the
similarity of the operations with 4x4 DCT, DHT is implemented by adding several

multiplexers on traditional 4x4 DCT butterfly architecture [23], shown on Fig. 36.

in00 in01 in02 in03 in10 in11 in12 in13 in20 in21 in22 in23 in30 in31 in32 in33
~ J/ l l 4 J, Jv Jv l e l J/ l l N
DCT/DHT
({Horizontal) T(HOF_] T(HOF.) T(HOF_) T(HOF.)
~ N v
DCT/DHT
(Vertical) T(Ver.) T(Ver.) T(Ver) T(Ver.)
outdd out10 out20 out30 out01 ou|,11 out21 out31 outd2 outl12 out22 out32 out03 outl13 out23 0|:133

Fig. 35 Architecture of module “Tran4DC”
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inQ —|— —|— out0
int + + outl
<<
in2 - + _ + out2
<<_: 1
in3 — 4+ -+ out3
(a)

in0 —I— —|— out0
int -+ + outl
in2 - —|— _ —|— out2
in3 —+ \ -+ out3

Fig. 36  Data path for 4x4 (a) DCT / (b) DHT

On the other hand, in module “Tran48”, shown on Fig. 37, four 1-D 8x8 transform

units are included, two for horizontal and two for vertical operation, connected to an

8x8 block-size coefficient registers. Due to the consideration of encoding scheduling

and hardware utilization, by using multiplexers, this transform unit can also support

1-D 4x4 transform for two rows, and the detail data path is shown on Fig. 38.
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Fig. 37 Architecture of module “Tran48”
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Fig. 38 Data path for (a) 8x8 / (b) 4x4 DCT
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5.3.2 Cost Calculation Modules

Connected to transform modules, two cost calculation modules “CostCal416C”
and “CostCal4816” receive the transformed data and produce the edge intensities and
SATD cost. The former deals with 4x4, 16x16 or chroma block, and the architecture is
shown on Fig. 39. Intensity /¢ shares the processing element with SATD calculation,

and other intensities are obtained separately.

in01

SA4T0Y?
in02 + v Al

in03 0o —

in1Q in0

in20 —+ I

inQ1
in30 : Out
ini1 : (lac or SATD)
in33

in22 + I

SATDY —4

in33 0 | i ;

in12 I—
\ 0 Initial

0 cost

in13 / + DV |

16516 & Block /=07

in23
in21
in31 —I— lon

in32

Fig. 39 Architecture of module “CostCal416C”

Another module “CostCal4816” (shown on Fig. 40) can process 4x4, 8x8, or
16x16 blocks, the processing unit for 7,/ SATD calculation is similar with the one in
“CostCal416C”. For other intensities, the computational units are assigned by the case
summarized in Table 11. Note that in the 8x8 mode, temporary intensity values would

be stored for accumulation.
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Fig. 40 Architecture of module “CostCal4816”

Table 11 Input assignment of computational units for intensity generation
Input 8x8
#CU Col0,1 | Col.2,3 | Col. 4,5 | Col.6,7 o 1ox16
5S Z Ipn Ipv Z X X
All10 3,2 1,4 Z 0,1 0,1
0 B |20 4,2 24 Z 02| Iv [ 02| Iy
C |30 In |43 |Ipu|34|Ipv| Z 0,3 0,3
A |40 z Z Z 1,0 1,0
1 B |50 z V4 Z 20| Ig | 2,0 | Iy
C| z Z V4 Z 3,0 3,0
A 10,1 0,2 0,4 Z 1,1 1,1
2 B Z | Iv |03 | Iv |05 Iv]| Z 22| Ip | 22| Ip
C| z Iy Iy Z 3.3 3,3
Alll 2,2 4.4 Z 1,2 X
3 B Z | Ip |33 | Ip |55 b | Z 1,3 | Ipv | X
C| z Ip Ip Z 2,3 X
Al21 1,2 Z Z 2,1 X
4 B |31 |Ibn| 1,3 |Ibv| Z Z 31 | Ipp | X
C |41 2,3 Z Z 3,2 X

i, ] = the {vertical, horizontal} position in transformed data;
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5.3.3 Mode Decision Modules

Two mode decision modules read intensities information from cost calculation
modules. The concept of fast intra prediction algorithm “TraDED”, mentioned in
Chapter 4 (please see Fig. 21, Fig. 23, Fig. 25, and Fig. 27 for the detail.), is
implemented in these two modules. Module "MoDe416C” processes intra 4x4,
intral6x16 and intra chroma prediction, module “MoDe48” deals with intra 4x4 and
intra 8x8 prediction.

The output length of a mode decision module is 9 bits, where each of them
represents the enable signal for the related mode. This 9-bit length data will be
decoded by mode candidate generator and output one mode candidate for each cycle.
One advantage of this design is that mode enable signals can be easily combined with

other control signals by a simply logic operation (‘‘OR”.or “AND”).

5.3.4 Intra Prediction Generator Modules

There are four modules to’ generate intra prediction info: one for DC mode
(“PG_DC”), one for plane (“PG_Plane™) mode, and two for other modes (“PG416C”
and “PG4816”). Since it is not resource-efficient to complete DC or plane mode
prediction within one cycle, these modes need a specific computational unit for
related processing.

In module “PG416C”, shown on Fig. 41, intra 4x4, intra 16x16 and intra chroma
modes are generated. Seven T-type adders (3-input with 1-bit 1 increment, Fig. 42(a))
and three S-type (2-input with 1-bit 1 increment, Fig. 42(b)) adders are contained. By
the neighboring position provided in Fig. 43, the input assignment for each adder is

organized in Table 12, and the output selection rule is summarized in Table 13.
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Neighboring Pixels
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1'b1 1'b1 1'b1
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M

\\\\\\\\

'v'

L

|

Fig. 41 Architecture of module “PG416C”

A A
B T
C B
1'b1 1'b1

(a) (b)
Fig. 42 (a) T-type adder; (b) S-type Adder

O[A[B]C[D[E[F[G[H]

| = —|—

Fig. 43 Neighboring position in module “PG416C”
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Table 12

Input assignment for each adder in module “PG416C”

ode
4CU 3 4 5 6 7 8
A A A A A A K
0| B C C C C C L
C | {B,I'bl} | {B,1'bl} | {B, 1’bl} | {B, 1’bl} | {B, 1’bl} | {L, 1’bl}
A B B B (@) B
1| B D D D A D
C | {C,I’bl} | {C, I’bl} | {C, I'bl} 9°b0 {C, I’bl}
A C 0] 0] @) C
2| B E B B B E
C | {D, I'bl} | {A, I’bl} | {A, I’b1} | {A, 1’bl} | {D, I’bl1}
A D 1 I | D
3| B F A A A F
C | {E, I'bl} | {O, 1’bl} | {O, I’b1} | {O, 1’bl} | {E, 1’bl}
A E ) 0] ) E
4 | B G J J J G
C | {F,I’bl} | {I,1’bl} | {I,1’bl} | {I, 1I’bl} | {F, 1’bl}
A F I | | F |
5| B H K K K E K
C | {G1I'bl} | {J,I’bl} | {J,1’b1} | {J, 1’bl} 9°b0 {J, I’bl}
A G J A J A J
6| B H L B L B L
C | {H I'bl} | {K,I'b1} | 9b0 | {K 1'bl} | 9b0 | {K, 1'bl}
y A 0] K D K
B A L E L
3 A B 1 B 1
B C J C J
9 A C J C J
B D K D K

Note: vertical and horizontal modes are bypassed, and DC mode is not processed by this component.
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Table 13 Output selection rule for module "PG416C”

Row
Mode 0 1 2 3
3 {0, 1,2, 3} {1,2,3,4} {2,3,4,5} {3,4,5, 6}
4 {3,2,0,1} {4,3,2,0} {5,4,3,2} {6, 5,4, 3}
5 {7.6.8.9} {3,2,0,1} {4,7,6, 8} {5,3,2,0}
6 {1.3,2,0} {8.4, 1.3} {9.5,8.4} {7.6,9.5}
7 {6.8.9.7} {0, 1,2, 3} {8.9.7.5} {1,2,3,4}
8 {8.5,9. 6} {9.6,7.0} {.o,L, L} | {L.L/LL}

Note: the number means the output of adder, with 2-LSB truncation
L: neighboring position in Fig. 43
N: truncate only 1 LSB
More complicated architecture is in module “PD4816”, shown on Fig. 44.
Composed of 12 T-type (from 07 .to 7T and from b7 to fT) adders and 3 S-type (8S, 9S,
and aS) adders, it not only-supports 4x4, 8x8, and-intra 16x16 prediction data
generating, but also deals with neighboring data pre-filtering in intra 8x8 prediction.
For this module, according to-the neighboring position in Fig. 45, input assignment is
listed in Table 14, and output selection is.summarized in Table 15 and Table 16.
To reduce the complexity of multiplexers in prediction generator, the input
assignments of module “PG416C” and “PG4816” are designed based on regarding the
common points among modes and rows. Furthermore, the total number of case for an

adder is balanced to reduce the length of critical path.
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Fig. 44  Architecture of module “PG4816”
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Fig. 45 Neighboring position in module “PG4816”
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Table 14 Input assignment for each adder in module “PG4816”

C*

3l

Sl

3l

l

3l

l

l

C*

<l

A

#CU

Mode

F_O0

F 1

30
31

3.2
3.3
4 0

41

4 2

4 3

5 0
51

5 2
53
6.0
6.1

6 2

6.3
7.0
71

72
73
8.0
8 1

8 2

8 3
{n, 1'b1} for non-zero assignment

4x4

8x8

*C =
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Table 14 (Cont.)

C*

C*

A

#CU

Mode

F_O

F 1

30
31

32
3.3
4 0

41

4 2

4 3

50
51

5 2
53
6.0
6.1

6_2

6_3
70
71

72
73
8 0
81

8 2

8 3
{n, 1’b1} for non-zero assignment

4x4

8x8

*C:
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Table 14 (Cont.)

C*

<l

<l

<l

<l

<l

<l

<l

<l

<l

A

#CU

Mode

F_O

F 1

4x4

{n, 1'b1} for non-zero assignment

*(C =
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Table 14 (Cont.)

C*

<l

<l

<l

<l

<l

S

S

l

A\

Uu | W | V

N

U

C*

X

X

XU | W |V

XU | W |V

X

Q 1 Q

A

P

WlY

#CU

Mode

FOlW | Y

F 1

30
31

32
33
4.0

41

4 2

43|W|Y

50
51

5 2
53
6.0
6.1

6_2

63| W |Y

70
71

72
73
8 0
81

82| W | Y

8 3
{n, 1’b1} for non-zero assignment

4x4

8x8

*C:
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Table 15 Output selection rule of intra 8x8 mode for module "PG4816”

Row Even Odd
Mode ,2,4,6) 1,3,5,7)

FO {f,5,e,4,d,3,c,b} {7,6,0,1,2}

F 1 {3,4,5,6} {7,0,1,b,2,e,d,c}
30 {0,1,2,3,4,5,6,7} {1,2,3,4,5,6,7, f}
31 {2,3,4,5,6,7,1, 1} {3,4,5,6,7,1, 1, b}
32 {4,5,6,7,1,1,b,2} {5,6,7,f,1,b,2, ¢}
33 {6,7,1,1,b,2,e,d} {7,1,1,b,2,e,d, c}
40 {7,6,0,1,2,3,4,5} {£,7,6,0,1,2,3,4}
41 {5,1,7,6,0,1, 2,3} {e,5,1,7,6,0,1,2}
4 2 {4,e,5,1,7,6,0, 1} {d,4,e,5,1,7,6,0}
43 {3,d,4,e,5,1,7,6} {c,3,d,4,¢e,5 1,7}
50 {8.9,a,b.c.d. e, f} {7,6,0,1,2,3,4,5}
51 {f,8,9,a,b,c.d. e} {5,7,6,0,1,2,3,4}
52 {e, f,8,9,a,b,c,d} {4,5,7,6,0,1,2,3}
53 {d,e, 1,8,9,a,b,c} {3,4,5,7,6,0,1,2}
6 0 {9.7,6,0,1,2,3,4} {a,1,9,7,6,0,1,2}
6_1 {8.5,2.1,9.7,6, 0} {Le8.5af97}
6_2 {9.4,L.¢,8.5, a1} {0.d, 9.4, 1. ¢, 8.5}
6_3 {a.3,0.d,9.4, 1. ¢} {8.¢,a.3,0.d,9.4}
70 {9,a,b,c.d.e. £, 8} {0,1,2,3,4,5,6,7}
71 {a,b.c.d.e. f, 8, 9} {1,2,3,4,5,6,7,0}
72 {b,c.d,e, f. 8,9, a} {2,3,4,5,6,7,0,1}
73 {c.d.e, f.8.9,a,2} {3,4,5,6,7,0, 1, b}
8.0 {a.5,8.¢,1.4,9.d} {8.¢,1.4,9.d,0.3}
81 {1.4,9.d,0.3,a.¢c} {9.d,0.3,2.¢,8.b}
8 2 {0,3,a,¢,8.b,Y,Y} {a,c,8,b,Y,Y, Y, Y}
83 {8.b,Y,Y,Y,Y, Y, Y} YV, Y, Y, Y, Y, Y, Y}

Note: the number means the output of adder, with 2-LSB truncation

Y. neighboring position in Fig. 45

N: truncate only 1 LSB
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Table 16 Output selection rule of intra 4x4 mode for module "PG4816”

Row
Mode 0 1 2 3
3 {0, 1,2, 3} {1,2,3,4} {2,3,4,5} {3,4,5, 6}
4 {7,6,0, 1} {f,7,6,0} {5,1,7, 6} {e,5,1,7}
5 {8.9.a, b} {7,6,0, 1} {f, 8.9, a} {5,7,6,0}
6 {9.7,6,0} {a.£,9.7} {8.5,a.1} {l.e, 8.5}
7 {9,a,b.c} {0, 1,2, 3} {a,b,c.d} {1,2,3,4}
8 {a.5,8.¢} {8.¢, 1.3} | {L3,U U} | {UUUU;

Note: the number means the output of adder, with 2-LSB truncation

U: neighboring position in Fig. 45
N: truncate only 1 LSB

For DC mode, module “PG_DC” calculates the mean values of neighboring pixels.

Considering the utilization of DC ‘mode is not frequent (about 20%), it is appropriate

to integrate the DC calculation of different block size. The architecture of this module

is shown on Fig. 46. Note that 50 is the DC value of input pixels.

Up Neighboring Data

12d0 — /l/

Left Neighboring Data

/l/ L— 12do

+ 8'do 8'do +
| o
Up_avail? Left avail?
Acc Acc
+
8'd128
0 | I
Left_avail or Up_avail?
s0

Fig. 46  Architecture of module “PG_DC”
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Similar to DC mode, the calculation of plane mode is also complex, and rarely
used, it is better to implement it with only one specific processing unit to satisfy all
requirements of encoding. To consider the operation of plane mode shown on Fig. 47,
the parameters H, V, a, B, and y can be calculated before prediction processing (by
“PG_pls”). When calling plane module “PG_plane” for data, the prediction values

would be generated by these pre-calculated parameters.
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"'f’{’r/" [ A
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‘\ \ \\ \ \\ \\\\__ ///:j 0 53
VY AN I
AR e
NN [N
oo >~ ] \\ N~
\\\"'-—_. \\\_.
Il I 4 Sl
H=Zx*p(7+i-1)-p(7 - i,-1)], fori=1~8 H=Zx*[p(4+i-1)-p@d - i,-1)], fori=1~4
V=2y*p(-1,7+i)-p(-1,7 - 7)), fori=1~8 V=Ey*p-1.4+15)-p(-1,4 - )], fori=1~4
a=16*[p(-1, 15) - p(15, -1)] a=16*[p(-1,7) - p(7,-1]]
p=(G*H+32)>>6 B=(17*H+16)>>5
8=(5*V+32)>>6 8=(17*V+16)>>5

Pred(x, ) = [a+B*(x -~ 7)+8*(y - 7)+16]>>5 Pred(x, y)=[a+P*(x - 3)+8*(y - 3)+16]>>5

(a) (b)

Fig. 47 Intra plane mode prediction: (a) intra 16x16; (b) chroma
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5.3.5 Quantization / Inverse Quantization Module

In forward and inverse quantization, in order to save resource, the parallelism is
set to 8-pixel instead of 16-pixel. The architecture of a quantization unit (note: inverse
quantization has the same structure) is shown on Fig. 48. QP-dependent multipliers
are implemented by look-up tables listed in Table 17, Table 18 (for forward), Table 19,

and Table 20 (for inverse quantization).

Skip
gp_multiplier gp_add qp_shift

input X + >

output

Fig. 48 Architecture of a quantization unit

Table 17 Quantization factors for a 4x4 block

Point*
(0,0),(0,2),(2,0),(2,2) 1,1),(1,3),3,1),3,3) Other
QP %6
0 13107 5243 8066
1 11916 4660 7490
2 10082 4194 6554
3 9362 3647 5825
4 8192 3355 5243
5 7282 2893 4559

*: position (i, j) indicates {vertical, horizontal) location of a 4x4 block
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Table 18 Quantization factors for an 8x8 block

Point* Do 4 — 0 o1 S 4 - 2 (i%2,j%2) | (i%4,j%4)
= = Other

QP %6 1% 4=07 j%2=l J%4=2 0,1)or (1,0) | (0,2)or (2, 0)

0 13107 11428 20972 12222 16777 15481

1 11916 10826 19174 11058 14980 14290

2 10082 8943 15978 9675 12710 11985

3 9362 8228 14913 8931 11984 11259

4 8192 7346 13159 7740 10486 9777

5} 7282 6428 11570 6830 9118 8640
*: position (i, j) indicates {vertical, horizontal) location of an 8x8 block

Table 19 Inverse quantization factors for a 4x4 block
Point*
(0, 0),(0,2),(2,0),(2,2) (1,1),(1,3),(3,1),(3,3) Other

QP %6

0 10 16 13

1 11 18 14

2 13 20 16

3 14 23 18

4 16 25 20

5} 18 29 23
*: position (i, j) indicates {vertical, horizontal) location of a 4x4 block

Table 20 Inverse quantization factors for an 8x8 block
Point* S04 0 oo Do 4o (i%2,j%2) | (i%4,j%4)
= = Other

QP %6 j%4=0 % 2=l Jv%d =2 0,1)or (1,0) | (0,2)or (2, 0)

0 20 18 32 19 25 24

1 22 19 35 21 28 26

2 26 23 42 24 33 31

3 28 25 45 26 35 33

4 32 28 51 30 40 38

5 36 32 58 34 46 43

*: position (i, j) indicates {vertical, horizontal) location of an 8x8 block
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5.3.6 Reconstruction Path

The reconstruction path includes inverse transform module and a set of adders.
The inverse transform module “ITran”, shown on Fig. 49, the integration of 2
transform units and transposition registers supports all kinds of inverse transform with
8-pixel throughput. In a transform unit, the detail data paths for inverse transform of

8x8, 4x4 and Hadamard transform are drew in Fig. 50, Fig. 51, and Fig. 52

respectively.
inQ in1 in2 in3 ind ing inG in7
DCT /! DHT
(Horizontal) T(HOF.]
0 1 2 3 4 5 6 7
DCT /DHT
(Vertical)
7

out?
outé @— 5
outs y_ 5
outd 2

o

(7]

=

'_
out3 w_ 3
out2 wi

1
outl
outd A &_ \ 0
G| H

Fig. 49 Architecture of module “ITran”
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Fig. 51 Data path for 4x4 inverse transform
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Fig. 52 Data path for Hadamard transform
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5.3.7 Quality Enhancement Module

The architecture of quality enhancement coding is introduced in Chapter 2. In

hardware design, consider the most of operations in this coding can be processed by

quantization module. Therefore, normalization and coefficient subtraction are only

two units need to be implemented. Normalization process is similar with quantization,

so 8-pixel parallelism and table looking-up method is also used in this unit. The

normalization matrices for 4x4 and 8x8 blocks are organized in Table 21 and Table

22.
Table 21 Normalization matrix for a 4x4 block
Point* | (0,0),(0,2),(2,0),(2,2) | (1,1),(1,3),(3,1),(3,3) Other
Value 16 25 20
*: position (i, j) indicates {vertical, horizontal) location of a 4x4 block
Table 22 Normalization matrix for an 8x8 block
(%2,i%2) | (%4,j%4)
. 1% 4=0 1%2=1 1% 4 =2
Point* = = Other
i %4=0| j%2=1 |j%4=2
(0,1yor (1,0) | (0,2)or(2,0)
Value 64 81 25 72 40 45

*: position (i, j) indicates {vertical, horizontal) location of an 8x8 block
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5.3.8 Memory Organization

The on-chip memory of this work will be introduced in this sub-section. For
current macro-block input, since “frame-parallel” encoding scheme is adopted,
doubled space would be preserved for current MBs in two frames. Fig. 53 illustrates
the memory organization of current source. A dual-port random access memory
(DPRAM) with 64 bits width and 96 entries is used for this work.

The convenience of data access is regarded in the addressing method. For a 4x4
block access, the LSB of address would be fixed, for two 8-pixel rows access in intra
8x8 operation, the second LSB is fixed. Besides, luma and chroma data can be
classified by the MSB of address. This concept is also adopted in the addressing of
other memory blocks which summarized in Table 23.

For the rush of data access.in SVC encoding, compared to a H.264/AVC encoder,
the memory requirement for.an 'SVC encoder is much higher. Especially for quality

enhancement coding, different kinds of coefficients are stored and prepared.

Pic 0 Luma/Chroma Pic 1 Luma/Chroma
8-pixel
DPRAM
Luma
0 1 8 9 32|33 40|41
2 3 1011 34 {135/ 421143
4 5 12113 36 | 37| 44|45
6 7 14|15 38 | 39/ | 46/ | |47
16| 17| 124/ | |25 48 | 49 | 56| 57
18|19 |26 |27 50|51 | 58|59
20121128129 52 | 163|160 |61
22 {123 30131 54 | 185|162 (163
64 | 65 | 72 | 73 80 | 81 | 88 | 89
66 | 67 | 74 | 75 82 | 83 [ 90 | 91
68 | 69 | 76 | 77 84 | 85 [ 92 | 93
70 | 71 [ 78 | 79 8 | 87 | 94 | 95
b r

Fig. 53 Memory organization of current MB
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Table 23  Internal memory storage for proposed design

Name Type Entry Width
Intra-T phase
Current MB Dual port 96 (2 MBs) 64
Neighboring pixels Single port 960 (2 rows) 64
Neighboring modes Single port 240 (2 rows) 16
Best mode coefficients Dual port 128 (2 buffers) 152
QQ-Rec phase
Transform coefficients for BL Single port 128 (2 buffers) 128
Scaled transform coefficients for BL Single port 128 (2 buffers) 136
Reconstructed pixels for BL Single port 128 (2 bufters) 64
Reconstructed pixels for EL Single port 96 (2 MBs) 64
Quality Refine phase
Pre-quantized coefficients Single port 96 (2 MBs) 136
Scaled transform coefficients for EL Single port 96 (2 MBs) 136

5.4 Implementation Results

The proposed variable-pixel parallel SVC -intra encoder with “TraDED” fast

algorithm is designed by Verilog-HDL-and implemented by using UMC 90nm 1P9M

CMOS technology. The critical path of this design is in 8x8 transform due to the

complex architecture.

5.4.1 Design Flow

The standard AISC design flow is adopted in this working progress, shown on Fig.

54. At first, the SVC standard had been studied, and constructed in C model. Then, the

fast algorithm is developed to reduce total computational complexity. Architecture is

designed with RTL coding and revised according to the timing results of synthesis.
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Fig. 54 Design flow of this work

5.4.2 Gate Count

For 135 MHz synthesis frequency (clock period is set to 7.4 ns), the total gate
count of this encoder excluded internal memory is about 215 k. The gate count of
each component is listed in Table 24.

Compared to previous work [24], the gate count increment of this work is mainly
caused by doubled throughput.(from 8 pixels ‘to 16 pixels). And for specific
components, in transform, the. integration of 4x4 transform and 8x8 transform takes
much gate space. In cost calculation and mode decision; since “TraDED” is used in
this design, extra computations for edge intensities are necessary. In prediction, plane
mode generator occupies about 40.% of gate count in this area, which is not supported

in previous work.
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Table 24  List of gate count for [24] and proposed design

Module [24]* This work
Transform 19.868 42,783
- for 4x4 and DC N/A 15,553
- for 4x4 and 8x8 N/A 27,230
Cost calculation and mode decision 12,923 24.779
- for 4x4, 16x16, and chroma N/A 11,028
- for 4x4, 8x8, and 16x16 N/A 13,751
Prediction and residual generator 6,646 31,362
- for 4x4, 16x16, and chroma modes N/A 3,644
- for 4x4, 8x8, and 16x16 N/A 8,713
- DC mode N/A 1,075
- plane mode 12,582
- residual N/A 5,348
Quantization and reconstructed path 70,104 86,344
- forward / inverse quantization 31,908 56,535
- inverse transform and reconstruction 38,196 29,809
Quality enhancement 9.024
Global control and storage 24.534 21,137
Total 134,075 215,429

*: synthesizing in 145 MHz, UMC 0.13um technology

5.4.3 Comparison

Since there is no SVC intra encoder has been published, this design is compared
with H.264/AVC intra encoder. Table 25 shows the comparison between [24] and this
work. In order to support the higher standard, SVC, this work raises the number of
pixel parallelism, also spends much more hardware costs, especially in internal
memory usage, the process of quality enhancement coding takes much storage space.
Generally speaking, the hardware efficiency of this work is still higher than the

previous work [24].
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Table 25 Comparison between [24] and this work

Design feature [24]* This work
CMOS technology UMC 0.13pum UMC 90nm
System pipeline MB-based MB-based
Pixel parallelism 8 pixels 16 pixels / 8 pixels
Max operation frequency 145 MHz 135MHz
Gate count™* 134 k 215k

On-chip memory usage

(dual) 48x64(x1)
(single) 16 x 112 (x 2)
8x96(x2)

(dual) 96x 64 (x1)
128x 152 (x 1)
(single) 960 x 64 (x 1)
240x 16 (x 1)
128 x 128 (x 1)
128x 136 (x 1)
128x 64 (x 1)
96x 64 (x 1)
96 x 136 (x 2)

Standard

H.264/AVC

SVC

Number of quality layers

1

3

Frame rate

30 fps

60 fps

Max target resolution

HD 1080p (1920 x 1080)

HD 1080p (1920 x 1080)
+  SD 480p (720 x 480)

+ CIF (352 x 288)
Throughput (MB / sec) 244,800 594,360
Hard ]
ardware efficiency 1 826 2750
(throughput / gate count)
Processing cycles/MB 600 454
Enhanced DCT-based
Cost function DCT-based SATD
SATD
Mode decision method Modified 3-step TraDED
Plane mode N Y

*: intra part only

**: for more detail information, please refer Table 24

75




5.5 Summary

In this chapter, the implementation of an SVC intra encoder is presented. Based on
the fast algorithm proposed in Chapter 4, this encoder can support SVC standard with
target spec: 3 quality layers in 3 resolutions (CIF, SD 480p, and HD 1080p) with 60
Hz frame rate. The gate count of this work is about 215 k, with 135 MHz working

frequency, implemented in UMC 90 nm 1P9M CMOS technology.
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Chapter 6 Conclusion and Future Work

In summary, the contribution of this thesis can be divided by three parts: in
Chapter 3, the memory performance of SVC in system level has been analyzed. By
choosing the frame-level encoding method, the system can have the minimal internal
storage and the lowest external bandwidth. Moreover, by the help of improvements in
other domain: key-picture concept, and shorten the bit-length of FGS coefficients, the
external memory bandwidth can be further decreased by over 53%, with only 8.3%
increment of internal memory size.

A fast algorithm “TraDED” for intra: prediction is proposed in Chapter 4. By
observing the transformed patterns, the intensities of texture can be calculated and this
result would provide suitable modes as the prediction candidates. Compared to the
reference software, “TraDED” skips over 50% of candidate modes in average, with
less than 0.05 dB of quality loss and within 1.5 % of bit-rate increment.

The implementation of an intra ‘encoder for SVC with three quality layer is
introduced in Chapter 5. Through the application of “TraDED” algorithm and
appropriate resource allocation, this encoder can support 60 frames per second
throughput in CIF, SD 480p and HD 1080p.

Lastly, for the future work, the proposed design can be further integrated with
deblocking filter and entropy coding. For more powerful coding efficiency, inter
prediction and inter-layer prediction modules are also essential. Hope this research
result can bring some benefits in video applications and promote the visual

entertainment for human as well.
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