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Abstract

A 40 GHz all digital fractional frequency synthesizer for 60GHz UWB
system is presented. Without the helping of a multi-mode divider, the fractional
phase locking function is achieved by a feedback around the reference integral
path and a delta-sigma modulator. In this mechanism, the locking range covers
from 37.5 to 45.5GHz. When the output frequency is 40GHz, the simulated phase
noise is -90dBc/Hz at 1MHz frequency offset. Implemented in a 90 nm CMOS
technology, the core area is only 0.594 mm®, and the chip size including bonding

pad is 1.265mm”. The ADFPLL core consumes 52mW from a 1.2V supply.
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Chapter 1 Introduction

1.1 Motivation

1.1.1 Target Application and its Requirement

Because of the huge progress of the techniques of high definition (HD)
image, HD television and HD digital camera become more and more popular;
therefore, the technology of HD data transmission turns into the next important
competition point and the requirement of it also becomes higher and higher. Fig.
1-1 shows the concept of a digital family.

Digital family is the concept:of the connection of all digitalized electronics
in the house through internet. In this definition, the main idea of digital family is

utilizing the architecture of broadband internet to integrate all 3C termination

HDMI DVI -
( Media Format >
~ -

—— —_—— —

-~ ~ - ~

products in the family. Through this ' way,.all:3C products can share the digitalized
Connectivity

\/ Control Automatlon )
~ Network 60mm Wave’ .
T ——— Ju - e
HOme pC 4 Informatlon h
Refrigerator
\_g \

Interface o
Cell Phone

7 Converged\ Entertainment /\
I/ Home | Blue-Rﬁ ————— Embedded
DVD .
Networkin,
\ Network / 8

—_—

c— -
 Mobile Device
~ -~

~ —_ -

Fig. 1-1 Concept of a digital family

data, so the users can enjoy any content, any time, any where through any device.



Therefore, the dream of digital family can be simply described as the two prime
ideas, connecting everything and computing everywhere. In other words, no
matter where the users are, they can use monitors, displays, or portable devices to
communicate with family central server through the internet to control any digital
electronics in the house or download the wanted digitalized content, such as MP3
music, high class MP4 video, or the HD image of ball games which are
transmitted from the satellites. However, compare with the wire communication
in which most people believe High-Definition Multimedia Interface (HDMI) is
the best solution, in order to make “uncompressed” HD signal transmission
possible in wireless communication, the researches and progresses of broadband
wireless transmission turn into very important.

Because there is no official specification ih wireless HDMI, the
implementation totally depends-on.the design houses and research centers.
Consider the techniques and the restriction-of different countries, 60GHz
mm-Wave, MIMO technique in IEEE 802.11n, and ultra-wideband (UWB) are
the only three technologies which are possible succeed in this tangled warfare.
The maximum data transmission rate of each technology shows in Table 1-1.
However, IEEE 802.11n overlaps the 2.4GHz frequency band of Bluetooth and,

in this band, there is interference problem between it and microwave ovens. As

Technology Maximum Data Transmission Rate
60GHz mm wave 2,500Mbit/s

IEEE 802.11n 600Mbit/s

UWB 480Mbit/s

Table 1-1 Maximum data transmission rate of different technologies



CHNL_ID Center frequency Low frequency | High frequency
1 58.32G 57.24G 59.40G
2 60.48G 59.40G 61.56G
3 62.64G 61.56G 63.72G
4 64.80G 63.72G 65.88G

Table 1-2 Maximum data transmission rate of different technologies

for UWB, there is also interference problem when 5SGHz wireless internet and
UWRB are used at the same time. Contrast with the two technologies, for 60GHz
mm-Wave, there are not only no doubt about interference problem but also no
license restriction in most countries; therefore, we choose 60GHz mm-Wave as
our research direction.

Table 1-2 shows the target specification.in 60GHz mm-Wave of IEEE
802.15.3C for personal area network (PAN). In this specification, the frequency
band from 57.42 to 65.88GHz 18 divided into 4 channels, and the central
frequency of each channel are 58.32,60.48, 62.64, and 64.80 GHz. A
conventional down conversion receiver is illustrated in Fig. 1-3.

Fig. 1-3 shows the architecture of a conventional down conversion receiver.
In the system, the antenna receives the signal and sends the signal into a
band-pass filter (BPF) and low-noise amplifier (LNA). After passing through the
filter and amplifier, the signal is separated into 1Q paths. Meanwhile, a frequency
synthesizer generates the required carriers for each channel, and then the mixers
in the 1Q paths will mix the received signal with a 60GHz carrier and convert the
received signal down to the baseband. However, it is hard to implement a suitable
frequency synthesizer because the frequency synthesizer must generate the

carriers which are centered at 60GHz and covered about 7GHz range. Therefore,
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Fig. 1-3 Conventional down conversion receiver

in order to implement a suitable receiver for 60GHz mm-Wave system, a

heterodyne receiver is chosen and is illustrated in Fig. 1-2.

In this heterodyne receiver, the antenna also receives the signal and the

signal goes through the BPF, the:LNA, and three mixers. The first mixer mixes

the received signal with a 40GHz'carrier, LO1, and then separates the mixed

signal into IQ paths. Finally the'second and the third mixer in I and Q path,

respectively, mix the signal with a 20GHz carrier, LO2, and convert the received

signal down to the baseband. In this architecture, the difficulty in the

implementation of the frequency synthesizer is highly lowered because the

Y» BPF
=

LNA

UWB frequency
synthesizer

>

To IEEE
802.15.3¢c
baseband

Fig. 1-2 Conventional down conversion receiver
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CHNL_ID | Center frequency LO1 LO2
1 58.32G 38.88G 19.44G
2 60.48G 40.32G 20.16G
3 62.64G 41.76G 20.88G
4 64.80G 43.20G 21.60G

Table 1-3 Central frequencies of LO1 and LO2 in each channel

frequency synthesizer in the heterodyne receiver only has to generate about
40GHz carriers, LO1, and then the receiver will get LO2 by down converting
LO1 by 2. Table 1-3 shows the central frequencies of LO1 and LO2, which are

2/3 and 1/3 of the central frequency of each channel, respectively.

1.1.2 Introduction of the:Integer-N and Fractional-N

Frequency Synthesizers

Frequency synthesizers aré the key-building blocks for most of the modern
electronic and communication systems; including radio receivers, mobile
telephones, and satellite receivers. In wireless systems, the fractional-N
frequency synthesizer is much more important because it can both generate a
high frequency signal with a well-defined frequency and modulate that signal. No
matter the integer-N or the fractional-N frequency synthesizer, the basic goal of a
frequency synthesizer is to generate a periodic signal with a given frequency and
phase relationship with respect to a reference signal. The generated clock signal
can be served as clock source for processors, transmit clock in high speed data
interfaces, sampling clock for analog to digital converter, and local oscillator
signal for wireless transceiver which mixes the signal of interest to a different

frequency. Many approaches of frequency synthesizers have been devised over



the years, such as phase-locked loops (PLLs), direct digital synthesis (DDS), and
frequency mixing. Among different approaches of frequency synthesizer, most
state of the art high-performance frequency synthesizers are based on the
phase-locked loops technique.

A phase-locked loop is a frequency control system with negative feedback.
By sensing the phase difference between the feedback path of a controlled
oscillator and the input reference signal, a PLL generates a signal with the phase
that has a fixed relation to the phase of a reference signal. It responds to both the
frequency and the phase of the reference signal and automatically raises or lowers
the frequency of a controlled oscillator until output signal is matched to the
reference in both frequency and phase. A PLL can be used to generate a signal,
modulate or demodulate a signal,steconstitute a-signal with less noise, or multiply
or divide a frequency.

The basic structure of an integer-N-phase-locked loop is illustrated in Fig.
1-4 [1], which consists of a controlled. oscillator, a phase frequency detector, a
loop filter, and a feedback frequency divider. In this architecture a controlled
oscillator generates a periodic signal with a frequency four determined by the
value of controlled oscillator input. The output clock is divided by a feedback

frequency divider having a frequency frpg=four/N, where N is the divided ratio of

Reference Clock Output Clock
f — f
( REF) > Phase ( OUT)
. Controlled
Frequency »| Loop Filter > . >
Oscillator
»1 Detector

Feedback Clock -
(fes=Fout/N) Feedback

Frequency |=
Divider

Fig. 1-4 Block diagram of an integer-N phase-locked loop



the frequency divider and it is an integer. A phase frequency detector compares
the phase or frequency difference between the feedback clock and a reference
clock, having a frequency frgr. The output signal of phase frequency detector
which carries the frequency or phase error information is then processed by a
loop filter. The abrupt changes in the error information generated by phase
frequency detector are then smoothed out by loop filter. Finally, the output of the
loop filter feeds to the controlled oscillator and adjusts the frequency fout of the
output clock. The loop reaches a steady state condition where four=freeN, and the
given relationship between the output clock and reference clock is established if
the loop is properly designed.

As for the fractional-N phase-locked loop, an introduction to integrate XA
modulator in frequency synthesis‘can be found in [2], and a basic structure of a
conventional fractional-N PLL-is.shown in*Fig. 1-5. This architecture is popular
because most of the required signal.processing for control can be done in digital
domain. Actually, the total operation.of a fractional-N frequency synthesizer is
similar to that of an inter-N frequency synthesizer, but the divided ratio is no
longer an integer-N but a fractional number N.f, which means the output clock is

divided by a feedback frequency divider to have a frequency frg=four/N.f.

Reference Clock Output Clock
f f
( REF) — Phase ( OUT)
. Controlled
Frequency » Loop Filter > . >
Oscillator
»| Detector

Feedback Clock

(fre=four/N.f) | Feedback Frequency |
Divider N/N+1 -

Fractional , =>ZA —_T Noise shaped

divide ratio .f divide ratio

Fig. 1-5 Block diagram of a fractional-N phase-locked loop
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Nevertheless, no matter the integer-N or fractional-N PLL, the design of the
CMOS integrated PLL based RF synthesizers remains one of the most
challenging tasks in communication systems because they must meet the strict
requirements of low-cost, low-power, monotonic implementation while also
meeting the noise and transient specifications. In general, a frequency synthesizer
design can be evaluated by the following considerations: Phase noise or jitter
performance, spurious noise performance, frequency hopping speed, tuning
bandwidth, rejection of supply or substrate noise, chip area, power consumption
and portability for the design to transfer to a different technology node. However,
there exist complicated design trade-offs among these criteria mentioned above.
Therefore the requirements that a synthesizer must fulfill depend heavily on the
specific application.

The conventional PLL based-RF synthesizer is usually made as an analog
building block. As the feature size of the-EMOS technology becomes smaller, the
low-voltage deep-submicrometer digital CMOS process allows more and more
digital circuits to be integrated in a single ship with higher operation frequency
while consuming less power due to smaller parasitic capacitance and lower
supply voltage. The analog circuits, however, does not benefit much from the
scaling of the CMOS devices. Indeed, the small voltage headroom, high leakage
current and the noisy environment on a SOC make the design of
high-performance synthesizers more and more difficult. Thus, many research
efforts recently focus on the digitally intensive or digitally assisted approach of
the RF synthesizer[3]-[5].

However, for integer-N PLL, the smallest frequency space of output clock is
the frequency of the reference clock, frgr. In order to exactly control the

frequency of output clock, a quite low reference frequency is used. Besides, in

8



the design of PLL, the bandwidth of the loop filter is usually lower than one tenth
of the reference frequency, so a PLL needs to use a low reference frequency and a
narrow bandwidth loop filter simultaneously to achieve the high frequency
resolution of the output clock and prevent the leakage of the reference signal.
Nevertheless, due to the narrow filter bandwidth, the PLL spends a lot of time to
lock the target frequency, which means a longer settling time is needed. However,
because a fractional-N PLL can use a high frequency signal as the reference clock,
it can achieve high frequency resolution of the output clock and meanwhile
release the restriction of the filter bandwidth. In addition, another important
performance index is the in-band phase noise, and we know the output in-band
phase noise in a PLL is the N, the divide ration, times of the phase noise of the
reference clock. Therefore, keeping the same output frequency and increasing the
reference frequency is an effective way to-lower the output in-band phase noise.
Theoretically, doubling the referencefrequency can lower the output in-band
phase 6dB. Furthermore, there is hoe.proper greatest common divisor for the
central frequency of each channel in 60GHz mm-Wave system. Therefore,
summing up the benefits of digital design and fractional-N PLLs mentioned
above, an all-digital fractional-N PLL is chosen to implement a suitable

frequency synthesizer for 60GHz mm-Wave system.

1.2 Overview of Thesis

The thesis is organized as follows. In chapter 2, the conventional analog
PLL implementations and the state of the art digital frequency synthesizers
will be shortly addressed with comments on systems and technology trend.
The proposed all-digital phase locked loop (ADPLL) architecture and its

operation principle will be presented.



In chapter 3, we make some investigations on the dynamic of the ADPLL.
To obtain the noise transfer function of the loop, a linear model for the ADPLL is
introduced. The output phase and jitter will be analyzed with the help of the
linear model.

Chapter 4 starts with the top level block diagram of the ADPLL. The
implementation details of the most important building block, namely the phase
detection circuits, the digitally controlled oscillator and the high speed frequency
divider, will be described.

In chapter 5, the experiment setup and the photo of the implemented
prototype will be presented. Finally, a brief conclusion of this work is given in

chapter 6.
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Chapter 2 ADPLL Architecture

2.1 Architecture of Fractional BBPLL

2.1.1 Analog Fractional PLL

The structure of the conventional fractional-N PLL (FPLL) is shown in Fig.
2-1. The phase frequency detector (PFD) estimates the phase difference between
the reference clock frer and the divide-by-N.f voltage controlled oscillator (VCO)
clock frg by measuring the time difference between their closest edges and
generates either an Up or a Down pulse with width proportional to the measured
time difference. The current pulse.generated by-the charge pump is converted into
the control voltage of the VCO.at the leep-filter. The main task of the loop filter
is to suppress the glitches introduced. by the charge pump on every phase
comparison instance. The XA modulator is used to control the divider to provide a

fractional-N divide ratio for FPLL. The loop automatic adjusts the VCO control

Charge Pump

Up ; Loop Filter VCO
f PFD 9 four=frer X N.T
—> - o
RE Down; 8 % J- ~Nn)—
A
fre I

Frequency Divider
N/N+1

»D> L INoise shaped
Fractional A pe
+> )

divide ratio .f

<
«

Fig. 2-1 Conventional Fractional-N PLL
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voltage by the feedback mechanism, so that under locked conditions, the average
output frequency establishes an exact relationship to the reference input
frequency.

According to the different goals, by adjusting the loop parameters, the
performance of the traditional FPLL can meet the requirements of different
applications including high-speed memory interfaces, wireless transceivers,
Ethernet receivers, and disk drive read/write channels. Nevertheless, big
challenges to implement low-jitter analog synthesizers are coming from future
system and technology trends.

The explosive growth of today’s telecommunication market has brought an
increasing demand for low cost, reduced power consumption and more
functionality of the silicon chip. Fhese requirements are driving an unprecedented
degree of integration of digital and analog circuitry on the same die forming
which is known as System-on-Chip(Se€):

As the technology paradigm-shifts. into ‘the nano-meter CMOS arena, the
advanced process presents the new integration opportunities but complicates the
implementation of traditional RF and analog circuits. For example,
charge-pump-based PLL implementations in the deep-submicron CMOS may
encounter capacitor leakage, current mismatch, and limited dynamic range under
low supply voltage, leading to higher noise floor and spurious tone emission.
Moreover, the high degree of integration allows more digital switching noise to
be coupled into the high-precision analog section through the power supply
network and the low-resistance substrate. This degrades the noise signal to noise
ratio of the analog circuit and the problem gets worse with the scaling down of

the supply voltage.
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On the other hand, migrating to the digitally intensive frequency synthesizer
can benefit from the advantages of the digital design, including robustness
against process-voltage-temperature (PVT) variation and substrate noise, higher
flexibility of the loop filter design, fast design turnaround cycles, ease of
testability, smaller silicon area and less power dissipation, which can get better
with each process node. Consequently, digital intensive or digital assistance
approached of the frequency synthesizers have drawn tremendous research efforts
recently[3]-[5]. In next section, some of the state of the art all digital synthesizer

will be illustrated.

2.1.2 All-Digital PLL

Due to the lack of the low-jitter (digitally controlled oscillator (DCO), all
digital PLLs just took off in practicalthigh-performance RF applications in the
past decade. Recently, a digitally ‘controlled oscillator, which deliberately avoids

any analog tuning voltage contrels, was-first ever presented in[3] for RF wireless
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DCO period
normalization

Fractional error correction

Fig. 2-2 Block diagram of the ADPLL architecture proposed in[4]
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applications. The phase domain ADPLL which uses this DCO is also reported
in[4]. Its block diagram is shown in Fig. 2-2. Excellent phase noise performance
and fine frequency resolution is achieved through the LC-tank based DCO and
high-speed XA dithering. The variable phase Ry[i] is determined by counting the
number of rising clock transitions of the DCO oscillator clock, while the
reference phase Ry[k] is obtained by accumulating the frequency command word
(FCW) with every rising edge of the retimed reference clock CKR. The phase
error is resolved by subtracting Ry[i] from Rg[k] and then filtered by a digital
loop filter. Finally, the output of the filter is fed to the normalized DCO to adjust
the output frequency.

Due to the edge counting nature, the quantization resolution is limited by the
DCO clock period. For wireless applications, a_finer resolution is required. This
is achieved by using the time-to-digital converter (TDC), which measures the
fractional time difference between the reference clock and the next rising edge of
the DCO clock. It has a resolution‘of a. single ‘inverter delay, which is better than
40ps in the deep-submicron CMOS process. In order to achieve good phase noise
performance, great care must be taken to the TDC layout matching and the
accuracy of the DCO period normalization factor for the output of TDC.

In [5] an all digital bang-bang PLL (BBPLL) with spread-spectrum
capability is presented for the application of memory controller. The structure of
the BBPLL is addressed in Fig. 2-3, where the phase information between the
reference clock Fref and the feedback clock Fdiv is estimated by a simple binary
phase detector (BPD). Its operation is equivalent to a one bit quantizer for the
phase error. Since the BPD is sensitive only to the polarity of the phase
information, it may suffer from long locking time with large initial frequency

error. According to the phase sensing techniques, the ADPLL can be roughly
14



classified into two major categories: linear phase detection and binary phase

detection. [4] and [5] belong to the former and the latter one, respectively.
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Fig. 2-3 Block diagram of the digital BBPLL architecture proposed in [5].

Compared to using binary phas¢ detector, the tADPLL with linear phase detection
may resort to the TDC or more complicated phase detector, which costs great
efforts and hard to design. However, though the binary phase detection is much
easier to design, it suffers from larger output jitter, higher spur energy and longer

settling time, which are all bad characteristics in PLL design.

2.2 Proposed Solution

2.2.1 Proposed Dual Mode Fractional-N ADPLL

Architecture
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The architecture of the proposed fractional ADPLL is illustrated in Fig. 2-4,
which is composed of two phase accumulators PAC1 and PAC2, for reference
and feedback path, respectively, a dual-mode phase frequency detector (DPD), an
additional negative feedback loop with a programmable gain (Kpd) and a XA
modulator around the PACI, a digital loop filter with programmable integral (Kip)
path, a locking process monitor (LPM), an LC based digital controlled oscillator
(DCO) with single variable inductor, and a divide-by 16 prescaler. By setting the
required integer (N;) and fractional frequency multiplication factor (Ny), we get
the total frequency multiplication factor (N). When the loop is locked, the output
frequency of the ADPLL will be N times of the reference frequency (frgr), which
means the relationship between the output and reference frequency is four=
frer™N, where N = N; +N¢ When'the circuit i1s- working, The PAC1 accumulates
one sixteenth of the total frequency multiplication factor (N/16), while PAC2

accumulates the prescaler outputi.phase—(fpvi¢). The phase difference (D)
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2
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High Speed Counter |« | 1164

Fig. 2-4 Block diagram of the proposed ADPLL.
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between frer and four/N is then resolved by a subtracter. In the locked state, the
difference between the contents in PAC1 and PAC2 is constant. The DPD is
operated in the linear mode during frequency acquisition (FA), and turned into
binary mode during the phase tracking (PT) process. In order to reduce the power
consumption of PAC2, a divide-by 16 prescaler is introduced after the DCO. In
the following section, the operation principle of the ADPLL will be discussed in

detail.

2.2.2 Overview of the Operation

In the initial phase of the locking process, the loop starts with the FA mode.
During this mode, the DPD operates in linear mode (Mode=0) and the
accumulator of the integral path in the,digital loop filter is disabled, which means
the integral path is transformed {0 a proportional path; meanwhile, the additional
negative feedback around the-PACI is also cut, leading the PLL to become a

second order frequency acquisition doop,~as _shown in Fig. 2-5. To accelerate

Delta-Sigma Fractional
Modulator number (Np) LPM
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number

(O
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_—— = — four=frerxN
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R + ) X

PACL DPD I— ______ 1

Fig. 2-5 Block diagram of ADPLL in FA mode.
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Fig. 2-6 Frequency detection by edge counting.

frequency acquisition, a larger forward path gain Kj,ra; 1s first applied and then
switched to a smaller K;, pa> after the loop is settled [13].

The principle of the frequency detection can be explained as following.
Consider the case shown in Fig. 2-6. If M denotes the number of the rising edge
appeared during a reference clock cycle, the relationship between the output
frequency four and the reference frequency frgr can be expressed as

J
M=o, 2-1
rer S

The difference between M and the frequency multiplication factor N is

M~ No= fOUT _fTARGET , (2_2)
I rer

where frarger 18 the target output frequeney Nfggr. Thus the frequency error can
be estimated by (M-N), which can lead to the frequency locked loop as shown in
Fig. 2-7. It can be shown that this architecture is equivalent to the structure
shown in Fig. 2-5, by moving the accumulator of the loop filter before the

subtractor and noting that K,;=0.
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Fig. 2-7 Equivalent frequency locked loop during FA mode.

After @ variation is within 1 LSB, the LPM will launch the PT mode. The
accumulator of the integral path in the digital loop filter and the additional
negative feedback path around PAC1 are theén activated, and the whole system is
turned into a 2nd order phase-locked loop, as shown in Fig. 2-8. In the meantime,
PACI1 and PAC2 are reset, while the content of the integrator in the loop filter (V)

is preset to the current DCO control code. Afterward, the DPD is switched to the
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Fig. 2-8 Block diagram of ADPLL in PT mode.
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binary phase detection mode by asserting the control signal Mode to 1 without
resorting to sophisticated time to digital converter (TDC). In the mode, the DPD
senses the phase difference ®g on every reference period and generates the output
bit stream to the loop filter according to its polarity. For example, if O is less
than zero, DPD outputs -1. If @ is equal or larger than zero, DPD outputs 1. The
term BBPLL will be used to represent the ADPLL during PT mode in this thesis.
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Chapter 3 Analysis of the ADPLL

3.1 ADPLL in Frequency Acquisition Mode

In order to achieve fast and wide locking process, two different locking
modes are used. At the beginning of the locking process, the frequency
acquisition mode is first activated and the DCO is locked roughly to the desired
frequency. During this mode, the accumulator of the integral path in the digital
loop filter is disabled, and the additional negative feedback around PACI is cut
(Kpg=0), therefore, the XA modulator genetates the required fractional number
without the additional negative feedback,-so the total divide ratio is N=N;+N; and
the system block diagram cantbe simplified as shown in Fig. 3-1. The scaling
factor Ki,ra Introduced in the*figure denotes the forward path gain during
frequency acquisition mode. In the frequency domain, it controls the gain of the
frequency detected in response to the frequency changed at the DCO output. The

gain factor Ki,ra also controls several key loop characteristics such as the loop
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Fig. 3-1 System block diagram during frequency acquisition mode.
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Fig. 3-2 Equivalent system block diagram during frequency acquisition mode.

stability, the transient response and the frequency error in the steady state.

In order to investigate into how Kj, ra affects the loop behavior, a discrete
time z-domain model is built. As mentioned in chapter 2, the block diagram can
be rearranged by moving the accumulating operation after the subtractor, and
replaces a differential operator on_feedback.path as illustrated in Fig. 3-2. Two
approximations are used to simplify! the model. The first one is to force the
uniform sampling or PLL update rate, despite the presence of a small amount of
jitter in the reference clock. This.approximationis very accurate since the period
deviation due to the jitter is several orders of magnitude smaller than the DCO
period. The second approximation is the infinite resolution of the phase detection
which neglects the fact that the phase information is quantized by the divided
DCO clock fprvi. If the free running frequency of the DCO is ignored and

assumed to be 0, the closed loop transfer function can be expressed as

3

2 K K
H,, . (Z) _ Jour (Z) _ 2 frer K2z where K, = DCOLC A (3-1)

N(z) 1+(K,-Dz"+K,,z" 32 fur
where Kpcoc denotes the frequency step per control code of the activated
varactor bank in the DCO during frequency acquisition mode.

According to the discrete time signal process theorem, the condition for

stability of a causal system can be derived by examining the position of its poles.
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Fig. 3-3 (a) Pole-zero plot and (b) the damping factor as a function of Kga of the
ADPLL during frequency acquisition mode

For a given system function of a linear and time invariant system, if the outmost
pole is included in the unit circle on the pole-zero plot, the system is stable.
Considering the transfer function.of the' ADPLL-in frequency acquisition mode,
Hga (), the pole-zero plot is illustrated-in-Fig. 3-3(a) for different Kga. It is clear
that the loop stability requires Kga to.be less then 1.To gain more clear insight
into the time domain behavior, the damping factor which is derived from the
equivalent continuous time poles by solving z=e*' is shown in Fig. 3-3(b). The
result shows that it’s an over damping system when Kga<0.244; a critical
damping system when Kpa=0.244; and an under damping system when
Krpa>0.244.

In order to validate the z-domain model of the ADPLL developed here, some
simulations are performed by using MATLAB Simulink. Fig. 3-4 shows the
simulation results of the time domain response with an initial frequency error of
7GHz. For Kga=0.6, it shows a fast response with overshooting while a slow
response with longer settling time is obtained for Kgs=0.09. The result shows a

good agreement between simulation and the analytical model.
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It should be noted by inspecting the result shown in Fig. 3-4 where some
ripples appear on the output frequency in the steady state. This can be explained
by taking the quantization effects into consideration. Due to the edge counting
nature of the phase detection, the phase error between the reference clock and
feedback is quantized with the resolution step determined by DCO clock rate.
When the loop is settled, the phase error will be located between two quantization
steps, leading to constant output of the phase detection. The phase error will
remain unchanged until the accumulated phase error exceeds one quantization
step. Then the phase error is corrected by the feedback loop. Thus the ripples are
generated on the output of phase detector and the output frequency.

After the loop is settled, due to the limitation of the capture range, the
frequency error must be taken into consideration before entering the bang-bang
phase tracking mode. As mentioned before, the output of the phase detector
iterates between two adjacent values when-the loop reaches steady state. In other

words, the average of the output frequency in steady state indicates the desired
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Fig. 3-4 Simulated time domain response of the ADPLL in frequency
acquisition mode with 3 different Kg, value.
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clock rate Nfggr. Therefore, the frequency offset of the loop can be characterized

by the frequency step
AfRES,FA = Kip,FAKDCO,C (3'2)

Equation 3-2 suggests that the forward gain K, ra should be kept lower to
enhance the frequency resolution. Unfortunately, this suggestion is in conflict
with the requirement for shortening the locking time, because when the frequency
quantization step is finer, the loop response is slower. Take the critical damping
case as an example, substituting Kga=0.244 and frgr=40MHz in equation 3-1, we
can obtain Afrgspa=Kip raKpco,c=312.32MHz, which is too large for efficient
phase tracking.

Therefore, to speed up the locking, process while keeps the frequency
resolution high, several different statéspare used during frequency acquisition
mode. At the beginning of the-FA mode; Kj, ra 18 set to 1 and the coarse tuning
bank of DCO is first modulated to ‘achieve ‘high loop bandwidth and fast
frequency tracking. When the loop is‘settled first time, the modulated bank is
changed to the fine tuning bank of DCO. After the loop is settled again, the first
two bits of the XA tuning bank is chosen and modulated with K;, pa=4 first, and
then the smaller Kj, rpa=1 1s applied later to improve frequency resolution and so
on. Therefore, the coarse, fine, and the upper bits of XA tuning bank are activated
step by step during this mode, and Kpco,c, Kpcor, and Kpcosa o, the frequency
variations correspond to one LSB of the coarse, fine, and the upper ZA tuning
bank, are about 400MHz/LSB, 150MHz/LSB, and 50MHz/LSB, respectively.
Thus from equation 3-1, Kga is 0.312, 0.117, 0.039 and 0.01, respectively. At the

end of the frequency acquisition mode, the frequency resolution is 6.25MHz.
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3.2 ADPLL in Phase Tracking Mode

3.2.1 Operation Principle of the ADPLL during Phase

Tracking Mode

After the initial frequency is locked roughly using the frequency acquisition
mode, the finer tuning bank of the DCO and the accumulator of the integral path
in the loop filter are activated and the additional negative feedback around PACI
is linked (K,q#0). Then the loop is switched into the bang-bang phase tracking
(PT) mode and the system block diagram during this mode is illustrated in Fig.
3-5.

In this design, the PAC1 willideally accumulate one sixteenth of the total
divide ratio (N/16) while the rising edge of the reference clock is coming. The
PAC1 adds this divide ratio onto the former result of the accumulator, therefore
the output of PAC1 can be viewed as an ideal reference phase value. Meanwhile,
the high speed counter in the PAC2, which is connected after the divide-by 16

prescalar, will add 1 onto the former output while the rising edge of the prescalar
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Fig. 3-5 System block diagram during bang-bang phase tracking mode.
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is coming, so the output of the PAC2 can be considered as the feedback phase
value. Therefore, the BPD subtracts the results of the PAC1 and PAC2 while the
rising edge of the reference is coming and sends the quantized result into the next
stage.

However, in traditional fractional PLLs concept, because the target
relationship between the output frequency of DCO and the reference frequency is
not an integer-N, the output phase of the DCO is not an integer-N, neither. In
other words, the output of the DCO actually is a fractional-N. Therefore, because
the nature of a simple high speed counter can count the integer number only, it
can not exactly detect the fractional part of a value while the rising edge of the
reference is coming, and an example with divide ratio N=2,,, is shown in Fig. 3-6.
On the other hand, the fractional part of the ‘eutput phase of the DCO will be
detected only after it is accumulated for a while to an integer number.

Ideally, PACI1, the referencé ‘phase—accumulator, will accumulate the
fractional divide ratio every reference. cycle, but PAC2, the feedback phase
accumulator, can not exact detect the fractional part of the feedback phase while
the rising edge of the reference is coming. The fractional part of the output phase
of the DCO must be accumulated for a while to an integer number then PAC2 can
really send the integer phase information. This phase quantization error
influences the jitter performance for the fractional-N PLLs very much. In order to
solve this problem, PAC1 is connected to an additional negative feedback with a

programmable gain (K,q) and a XA modulator in this design.
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Fig. 3-6 The timing diagram when the total divide ratio is 2.

The £A modulator will send different integer output in every reference cycle
and accumulate the residue information in its loops. Although the time variant
output is a group of integer numbers, the long term average of the XA modulator
output will become a fractional number, the:given Ny. In other words, though the
divide ratio which is added by PACI:is integer in every reference cycle, ZA
modulator will adjust its output every time to' make the long term average of its
output converge into the given fractional divide ratio, Ny.

Besides, because the long term detection on the output of the BPD, the
additional negative feedback from the output of the BPD will adjust the input of
the XA modulator to align the overflow timing of the output of the XA modulator
with the overflow timing of PAC2. That means if the additional negative
feedback loop collects enough information of the overflow timing, the outputs of
PAC1 and PAC2 can be synchronized perfectly. Therefore, when the fractional
part of the output phase of the DCO is accumulated in the high speed counter and
does not overflow, PAC2 can only detect the integer part of the feedback phase.
At the same time, the output of the XA modulator sends 0 into PACI1, so the real
divide ratio which is sent into PACI is also only the integer part of the total

divide ratio. When the fractional feedback phase overflows and PAC2 can detect
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it, the output of the XA modulator sends 1 into PAC1, so the real divide ratio sent
into PAC1 1s also the overflowed integer part of the total divide ratio. Taking
advantage of this mechanism, because the overflows of output of PACI1 and
PAC2 can be synchronized, the phase quantization error is reduced; meanwhile,
the locking time of the PLLs is shortened because the detection of the phase
difference is more accurate. Therefore, this digital fractional PLLs can use only a
simple integer accumulator to achieve non-integer divide ratio frequency locking

and do not resort to TDC or complicated mathematical algorithm.

3.2.2 Locking Transient of the ADPLL during Phase

Tracking Mode

As already mentioned in Chaptér 2, the‘architecture can be further simplified
as a digital bang-bang PLL (BBPLL) where a binary phase detector (BPD) and a
>A modulator controlled divide-by-N/N+1 frequency divider are used instead of
the binary quantizer, the accumulators and the subtracter as shown in Fig. 3-7.
The binary phase detector output @ggg is set to -1 when the rising edge of the
feedback clock leads the reference clock edge. Otherwise, ®ggg is set to 1 to
indicate that the feedback clock lags the reference clock. The variables D and ¥
introduced in Fig. 3-7 denotes the loop delay time normalized to one reference
clock period 1/frgr and the integral path output of the loop filter, respectively. In
our design, the value of D is 0.5 which is introduced by the re-synchronizing

operation before the digital loop filter output feds to the DCO.
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The classical frequency analysis of linear PLLs is derived by the Laplace
transform or the Z-transform. However, due to the presence of the nonlinear
binary phase detector block in: the loop, this approach cannot be used for the
ADPLL during PT mode. The:fundamental aspect of BBPLL is the presence of
limit cycles in the loop dynamics. In fact, a BBPLL cannot lock to the reference
clock in a traditional sense, where the output of the phase detector and the loop
filter voltages settle asymptotically around a fixed value, disturbed only by
thermal noise. In order to achieve more insight into the BBPLL characteristics
before the analytic equations of the loop property are given, some results of the
behavior simulations are shown. Fig. 3-8 shows the simulation results of the
locking behavior and the phase plane of a BBPLL with D=0.5, where the phase
error ¢ is the un-quantized phase difference between the reference and feedback
loop. It is clear from Fig. 3-8 (a) that the BBPLL output frequency oscillates
around a fixed value in locked state. The simulated phase plane is shown in Fig.
3-8(c), where the x-axis is the phase error ¢ and the y-axis is the integral path

output ¥ of the loop filter. Since the integral path output goes into the DCO
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directly, it can be thought as an inner frequency tracking loop. Thus the dynamics
of the integral path output W can be treated as the behavior of the tracking
frequency. When the stability conditions are met, the trajectory converges toward

center and then enters a periodic orbit.
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Fig. 3-8(a) Simulated output frequency, (b) phase error versus time and (c)

the phase plane of the BBPLL.

3.3 Output Noise Performance of the

ADPLL

After the rapid frequency acquisition, the ADPLL will finally reach a
steady-state condition in the bang-bang phase tracking mode. The output noise
performance in locked state including the spurs, timing jitter and output phase
will be investigated. In particular the spur emission will be derived using the
nonlinear model, while the output phase noise performance in the present of
internal and external noise source will be analyzed with the help of the linear

model.
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3.3.1 Output Spur

Because of the overflowing in the fractional part divide ratio of the
fractional PLLs and the presence of the limit cycles or orbit in the dynamics of
the BBPLL, the output clock four is frequency modulated by a periodic control
signal in locked state, leading to spurious tone emission.

To gain more insight into the loop dynamics, consider the BBPLL which is
free from any internal or external noise source and has the following parameters:
frer=40MHz, Ki=1, K;=0.04, Kpco=10000, D=0.5 and N=1000.1. Fig. 3-9(a)
shows the simulation result of the output frequency versus time in the locked
state of the BBPLL with above setting. The result shows that the modulating
signal of the carrier is similar to a sampled sine wave with some ripples and the
modulating rate is equal to 1/10fggr, or,itsthatmonic.

Under the assumption of narrow-band frequency modulation, the power

level of the spurious tones compared to the-carrier can be approximated as [5]:

P, =20log(fY(@Be), p=" (3-3)
(0]

m

where f is modulation index defined as the ratio of the frequency deviation Aw to
the frequency of the modulating wave o, in a frequency modulation system
when using a sinusoidal modulating wave.

The BBPLL output can be approximated as a frequency modulation signal
as the modulating input. By inspection of Fig. 3-9, the peak to peak frequency

deviation is given as
Aw,, = (4Kip)KDc0' (3-4)
From [6], the modulation rate of the BBPLL output is

Srer
a :2 _— 3'5
EREETVA (3-3)
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Fig. 3-9 (a) The simulation results of the output frequency versus time and

(b) the output spectrum in locked state of the ADPLL with the following
parameters: frgr=40MHz, K;,=1, K,4=0.04, Kpco=10000, D=0.5 and N=1000.1.
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where L is the integer value satistfying the following conditions:

D(2+R—RD)<L< (2-RD)D+1)

. (3-6)
2+R-2RD 2—-R-2RD

An inspection of equation 3-4 and 3-5 reveals that larger Ki,Kpco and D will
result in larger Aw,, and smaller o, thus increasing the power level of the spurs.
As the example shown in Fig. 3-9, substituting Kij=1, K;;=0.04,
Kpco=10000, and D=0.5 into equation 3-4 and 3-5, we obtain A(opp=4><104 rad
and w,=2m(4x10°) rad. This gives rise to spurs 4 MHz away on both sides from

the oscillating frequency. Their power level is at

P, =20log(B) =-55.9dB, (3-7)

spur
relative to the main carrier tone. In Fig. 3-9(b), the simulated output spectrum is
shown and the expression above is,confirmed. It should be noted that the analysis
is performed under the noise-ftee assumption. Obviously, this is not a practical

case. In fact, the noise will randomize the spurious energy.

3.3.2 The Linear Model of the ADPLL during PT Mode

Although the nonlinear model has been helpful to find the general properties
of the trajectories, this approach can not successfully describe the output noise
performance under the more realistic assumptions of the presence of internal and
external noise sources. A different approach will be demonstrated in the
following sections. A continue-time linear model will build for the ADPLL
during bang-bang phase tracking mode. Then the system transfer function will be

derived to estimate the performance of the loop.
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From the system architecture shown in Fig. 3-7, the difficulty to build the
linear model for this system is the hard nonlinearity introduce by the binary phase
detector. An approach for modeling the binary phase detector is reported in [7]
where the phase detector i1s modeled as a linear block with a gain Ky, as
illustrated in Fig. 3-10. The symbol At=t,-t4 is the difference between the rising
edges instants of the reference (t;) and feedback clock (t4). It is clear that in the
locked state, the average value of the BPD output E[®ggg] converges to 0.
Assume that for some reason the probability distribution of At is shifted away
from its equilibrium point by a small amount 1 in the positive direction. In this
case the average value of ®ggg will be slightly positive. Following this
circumstances, the phase detector gain can be defined as the rate of change in
E[®gpg] due to a small shift n of the probability density function (pdf) around the

locked condition:

0 .
Ky E%(E[CDEBB ['shift :nHW—W . (3-8)

Under this definition, the value of Kypq can be approximated as:

Kbpd = 2fAt (0) ’ (3-9)

where fj; denotes the pdf of At.
When the PLL is locked, the integral path will have centered the dynamics

so that we can assume

TREF_NTDCO,ﬁee_NKT\P[k_D]:O‘ (3'10)
frs—> BRD — Opg |::> r + A W O
* -
frer d

Fig. 3-10 BPD linearized model.
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Thus the nonlinear map in the presence of jitter on the reference and DCO clock

can be written as:
K
Atk +1]=At[k]+t,——sgn(At[k]), (3-11)
NREF

where t; is the timing jitter appeared on reference clock. To emphasize the fact
that the loop has a non-integer loop delay of D=0.5, the above expression is

rewritten as:

Afk +1]) = Adk] +1, —]\[;—pdsgn(At[k]). (3-12)

REF

If it is assumed that At[0]=0 and the values of At in the case of unjittered

reference and DCO clock is At', the value of At™ can be only on discrete states:
K

At =n—2L neZz (3-13)

Nfger

The probability occupancy of the:state n (At =aNPKr) is defined as:

; K
anP[At =an"" } (3-14)

then the pdf of At, fa;, will be given by the superposition of the pdfs of t;, shifted
by an amount equal to each occupied state and weighted by the probability of that

in steady-state

n=+w K y
fu@=3q.1, (a—n me] : (3-15)

. . . 2
In general, the f;; can be modeled as a Gaussian process with variance c;~ where

o;° denotes the jitter variance of reference clock. In formulas

,(6) == \l/gex {_%{Ui} } (3-16)

In order to find fj,, a statistical approach is used as following to obtain the

value of q,. From a given state n, At' might go to state n+lor state n-1, and the

transition probabilities from state m to state n is defined as
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P, =P|Af, en|AL em). (3-17)

Under the assumption that oy is much smaller than loop quantization step

—Kpa/Nirgr, the states n with |n[>2 occur with a probability which is negligibly

small. Then the state diagram of the system describe in equation 3-12 can be
simplified to a three state chain as illustrated in Fig. 3-11.

If fi; 1s symmetrical around O then q.,=q;, and Py ;=P,_;=1/2; therefore, in
the case that the loop stays in the same state at the next time index, there exist
two possible situations. For example, it might go from state 0 to state 1 at time
index k and stay in state 1 at the next time instance k+1 when At ;<0. Also, it
might start from state 1 at the previous time instance k-1 and stay in state 1 at
time index k. However, in this case it can never stay in state 1 at next clock cycle.

Thus, by inspection of equation:3-12 and noted that 6;<< K,¢/Nfrgr

0
By=P, =—2_, (3-18)
qdot 4
In the same way, we can find
% T4,
Ry=2—. (3-19)
qo T4,

To obtain the relationship between the state probability and transition probability,

note that qo can be expressed as:

P10 Po,1

Po.-1 Pio

Fig. 3-11 State chain to approximating the BBPLL.
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Qo =41P1o+aoFoo + 4P =2a0R,0 + P (3-20)
Since the states describe all possible events and they are disjoint, they must
satisfy the normalization equation
qg,+q,+q =1. (3-21)
From equation 3-19, 3-20 and 3-21, we can obtain q.;=qo=q;=1/3.Substituting

these values into equation 3-15 and 3-16 and using the definition of equation 3-9,

the equivalence gain of the binary phase detector is

1 Kp,{ :
1 _E[Nf 4_0'-]
K =~ l4+e 70 3-22
bpd UU, /277: ( )

It should be noted that the above gain expression is defined in the unit of (sec)-1.

It can be simply converted to the exptessioiiin the unit of (rad)” by applying the

relationship
Kpig™= ;;ZF ) (3-23)
so that
K ¥
Kappy % ———| 1+ ) | (3-24)

0, (27)2 fuuy

Fig. 3-12(a) and Fig. 3-12(b) show the discrete time model and the
corresponding continuous time approximation of the digital loop filter and the
additional negative feedback, respectively. Before the phase error output of the
linearized phase detector, ®g;, is sent to the digital loop filter, the
continuous-time signal, ®g, is first sampled by the reference clock, which is
indicated with the continuous-to-discrete-time (C/D) block. Assume that @ is a
band-limited signal and the effect of aliasing is negligible. Then the sampling
process can be replaced by a simple gain factor frgr. In the discrete-time IIR filter,

the delay in the loop is modeled by the z"' operator defined as z=exp(j2nf/frer).
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In Fig. 3-12(a), the signal reconstruction process

is represented as a

discrete-to-continuous-time(D/C) block. Obviously the DCO holds the frequency

constant until the digital loop filter changes its output value. Consequently, the

output sequence of the digital filter is reconstructed by the zero-order-hold

operation which can be expressed as a sinc function in frequency domain. Finally,

the approximated frequency response of the digital loop filter and the additional

negative feedback are

fREF—>>D/C
(I)EL
o o
e
) Sin(z [/ frer)

)

> K,
DFF
T
fREF
(a)
2xf
e Jrer
pd)
_L2mf
e 2wer
~ 2af Kip
1 —e Srer
(b)

C
DFF D/C |=3°
AN
frer frer
Sin(z f/ f+)| Cpbco

Fig. 3-12 (a) Discrete time model and (b) continuous time approximation of the

digital loop filter.
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127nf

K _jEka;F .
ip© SIN(7T [/ frer)

H . (f)= -
o l-e_j f’Rr/; 7 f frer
32nf (3-25)
32
K e > sin(zf/
K it o)
l-e_JfREF 7S [ rer

Fig. 3-13 shows the complete model of the ADPLL during bang-bang phase
tracking mode, in which the DCO is modeled as integration operation with a gain

2nKpco and the relationship between the phase of the output signal @oyr and

reference clock o@rgr is established by the multiplication (xN) block, where

N=N;+N¢. The deviation of the loop transfer functions will be done according to

the linear model and the phase noise performance will be analyzed later.

3.3.3 Generated Timing Jitter:and Phase Noise

In general, the major noisé sources of PLL are the external reference input
noise and the internal oscillator natural noise. However, due to the presence of
the bang-bang phase detector and the XA modulator, the noise introduced by the
quantization operation must be taken into consideration.

In Fig. 3-14 the linearized model of the ADPLL is illustrated again including

the internal and external noise sources. In particular ¢, rgr 1s the phase noise on

2n f

eifm':f'

A

pd

Sin(7 f 1 frer) e 2w K Coco 27K peo (ngT
zf i o

\i

Fig. 3-13 Complete linearized model of the ADPLL during bang-bang phase
tracking mode.
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the input reference clock, @, ppp and @, sarare the input referred noise due to the
quantization of the binary phase detector and the XA modulator, respectively, and
¢n,pco 18 the phase noise on the DCO output produced by itself. It should be noted
that only the deviation to their nominal value are considered for all the quantities
in the analysis.

To find the total output noise of the ADPLL, the expression of the power
spectral density (PSD) of each noise source is required. Since the signal generator
is used for generating the reference clock in the practical implementation of the
ADPLL, the phase noise PSD of the reference clock can be estimated as
following expression according to the signal generator specifications [8]. The

PSD of reference clock is estimate as:

S, 4 X47)=-132 (dBe/Hz) . (3-26)

In our analysis, the BPD is modeled as a linear block with a gain Kyyqe. In
order to emulate the quantization effect-of the BPD, a input refer jitter is

introduced and defined as

_sgn(Ap)-K,,,,A¢ _ sgn(Ap)
) % %

bpd

Ag. (3-27)

bpd

PNALY
Pnas ¢, A%

» H,p(f)

,DCO
pa pco ™ I

~ 1) O D1~

Fig. 3-14 Simplified linearized model of the ADPLL during bang-bang phase
tracking mode with internal and external noise sources.
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To find the total output phase noise, an approximation of the PSD of ¢, gpp is
needed. In general, if the jitter of the reference clock is smaller than the BBPLL
quantization step K,/Nfrgr, the BBPLL behaves like a first order AX modulator
having a one bit quantizer with step 2K,,¢/Nfrgr. Thus, @, gpp can be approximated
as a white process with uniform distribution and variance (2Kpd/NfREF)2/ 12.
However, if the jitter of the reference clock increases, the AX loop will be
overload and result in slewing [9]. Therefore the variance of ¢, gpp Will increase.
To obtain the expression of its variance for larger input jitter, the approach
proposed in [9] is resorted to simulation results. It shows that the jitter introduced
by the BPD has a standard deviation which is roughly 3/4 of the standard
deviation of the input jitter. From the above discussion, the PSD of the noise

produce by the BPD can be defined as [9]

(2”)2 J rer (Kpd ! Nfper )2 (3

S%,BPD (Af) - max{ 3 Zj SW,,,REF (Af)} (3-28)

As for the quantization noise of the XA'modulator, »,,.[k] is integrated by

H S .
—4L to transfer to phase quantization noise, ¢, s,
pd

and the PSD result of ¢,

can be expressed as[13]:

1 (Ar. Y
S%’AZ(Af):EX(AL}&] X

x(2sin A ] , (3-29)

REF

f REF

In equation 3-29, Af. is the quantization step which indicates the
corresponding frequency deviation of one £A modulator control code, Af is the
offset frequency from the carrier, frgr is the reference frequency, and n is the
order of the XA modulator. Due to the noise shaping capability of the A
modulator, the quantization noise energy induced by the finite frequency step

Afes 1s moved toward the high frequency offset at the RF output. With careful
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design, the output phase noise contributed from the quantization error of the A
modulator should decrease while the offset frequency increases, and it must be
made below the output phase noise resulted from the reference clock.

Finally, the phase noise of the DCO ¢,pco and its PSD will be derived.
Although the profile of the DCO phase noise can be easily obtained from
simulation results, the analytic approximation may give more insight about the
generation of phase noise in the circuit design phase. Consider the differential LC
tank cross-coupled pair oscillator. The generated phase noise can be express as

[10]

/A T2
A —n rms 3_30
S%,DCO( f) qunax 87T2Af2 2 ( )

where E/Af is the PSD of the .€quivalent parallel current noise, I';s 1 the rms

value of the impulse sensitivity function (ISF) associated with that noise source,
Qmax 18 the maximum signal charge‘swing-which is defined as the product of the
tank capacitance and maximum signal'swing CianViswing, and Af is the the offset
frequency from the carrier.

In a simplified stationary approach, the total noise power of the tank is
mainly due to the cross-coupled transistor pair and the ohmic losses in the tank
inductor:

Wy [T (3-31)
L R

P

i2[Af ~ 2kTyu,C

ox

where R,~2nfyLiankQ 1s the equivalent parallel resistance at the frequency of
oscillation fi, T is the temperature, k is Boltzmann constant, p, is the mobility of
the carriers in the channel, C,, is the oxide capacitance per unit area, W and L are
the width and length of the MOS transistor, respectively, and V., is the gate drive

of the MOS transistor. y, however, may be between two and three in the
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short-channel devices. For simplicity, the output waveform can be assumed to be
a sinusoidal waveform so that (I'yms)* equals to 0.5 [10].

From the model shown in Fig. 3-14, it is straightforward to calculate the
total output phase noise by summing the contributions of the different noise
sources:

S ()=S0 ()55, (AN i W] + 53
S‘Pn,nco (AJ[)"I_IDco,OUT(Af)‘2 +S,,m,m (Af)"HzA,our (Af)‘2
Hgrerout(Af), Hpco,out(Af), and Hsaour(Af) denote the transfer function from
reference signal to PLL output, from DCO output to PLL output and from A
modulator which can be found by inspecting Fig. 3-14. Thus the transfer

functions are

KDCOKBPD,q)HLF

H (Af)=N -
REF ,0UT 1+ KBPD,(pHAF )IAf + KDcoKBPD,q;HLF

=H(4f), (3-33)

Hocoour ()= —— S SIBRIEE )\ B (334
’ (I+ KBPD,ngAF )JAf + KDCOKBPD,q;HLF N
and
H,, () = KocoR oo ur _HADH - (3.35)

A+ K ypp o H ) JAN + KoK gy o H 1 N

As an example, Fig. 3-15 shows the transfer functions and the output phase
noise for the case with following loop parameters: frgrF=40MHz, N=1000.1,
KbpcoKip=7200, K,¢=0.004, DCO free running frequency is 40.004 GHz. The
result shows the loop bandwidth is about 300kHz. The result also reveals that the
output phase noise at lower frequency is dominated by reference noise while it is
affected by all DCO phase noise, reference noise, and XA modulator noise at

higher frequency.
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Fig. 3-15 Example computation of ADPLL transfer functions and contribution of
each noise source.
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Chapter 4 Design and Implementation

of the ADPLL

4.1 Block Diagram of the ADPLL

A prototype of the ADPLL has been designed and fully integrated in UMC
90nm CMOS process with 9 metal layers (1P9M). The detailed block diagram of
the implemented ADPLL is shown in Fig. 4-1.

The dual mode phase detector (DPD) senses the phase difference between a
reference signal (frgr) and feedback signal, from digitally controlled oscillator
(DCO) by subtracting the output'of phaseraccumulator 2 (PAC2) from that of
phase accumulator 1 (PAC1). The'phase information of reference signal is
estimated by PAC1 which accumulating the-total frequency control word N/16,
where N/16= N;+ Ny, at every rising edge 'of the reference signal. At the same
time, PAC2 measures the phase information of DCO output signal by counting
the number of the rising edge of the divide-by 16 DCO clock fpryi6. The counted

value is captured by a register at each reference cycle.
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The DPD sends the phase difference information into the additional
feedback loop, which consists of a programmable gain (K;q) and a £A modulator,
and the loop filter, which is a digital integrator with programmable integral gain
(Kjp). The additional feedback path adds the output of the XA modulator, which is
an integer series but the average of the series is the fractional frequency
multiplication factor (N¢), and the integer frequency multiplication factor (N;),
and then sending the result into the PAC1 as the total frequency multiplication
factor. As for the loop filter, it processes the phase error information and
generates the control code for the DCO. The DCO adjusts the output frequency
according to the control code and produces RF signal to output buffer. The
frequency of high speed clock signal generated by DCO is then reduced by four
stages of divide-by 2 frequency divider and the divided clock signal is fed back to
PAC?2.

In order to achieve dual mode operation-and dynamically loop gain
adjusting for fast locking, many multiplexerare inserted into the data paths of the
loop. The operation modes and loop gain parameters are controlled by the LPM.
In order to test only the isolated DCO performance, a multiplexer has been
introduced before the digital input of the DCO. In this way the DCO output
frequency can be controlled externally and important properties such as the DCO
tuning range and its tuning curves can be easily measured. For measurement
considerations, the loop parameters and operation modes can be programmed by
the control signals outside of the chip. Loop states and variables can also be read
out by the instruments through output ports. In order to reduce the number of pins
and occupied chip area, a simple serial-to-parallel interface is used to
communicate with external testing instruments.

Owing to most of the building blocks, excluding the DCO, the prescaler and
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PAC2, are in digital manner, those circuits can be implemented straightforwardly
with the conventional cell-based flow. By introducing the CAD tools in the
design flow, design automation techniques including logic synthesis, automatic
placement and routing can be utilized to accelerate design cycle of the chip. In
the following sections, the most critical building blocks of the ADPLL will be

investigated in more detail.

4.2 Phase Detection Circuits

The complete phase detection mechanism includes PAC1, PAC2 and DPD as
shown in Fig. 4-2. Although the phase information of DCO output can be
estimated by directly counting the number of the arrival rising edge of DCO
output, it is difficult to design a_counter which-can work at such high frequency
and the power consumption of the counter may:become unacceptable. Thus, a
prescaler which divides the DCO output-frequency by 16 is inserted between the
high speed counter and the DCO output [14].

The high speed counter counts the number of the arrival rising edge of the

fRﬁF ®e[7:0]

v Qrer 8

N/16— DFF |4 + .
8 \A /

< :F 1 g¥

¢EBB_IMP=¢E[7]

Y+

0
1l

-

PD_reset
PAC1 DPD
_| High Speed |
fovie—»p Counter > DEF /8 O
foke
PAC2

Fig. 4-2 Block diagram of the phase detector

50



divided signal fpvi6 and produces the counter value ®gg when the rising edge of
reference clock frer arrives. To calculate the phase difference information ®g, a
subtractor which subtracts the feedback phase information ®gg from the reference
phase information ®ggp is placed after PAC1 and PAC2.

As described in Fig. 4-2, the output of the subtractor is separated into two
signal paths. The quantizer connected after the subtractor generates a single bit
output Pgpp pvp form the phase difference information ®g. The binary phase error
signal ®ggp vp implemented as the sign bit of the phase difference signal ®g and

the relation between them can be expressed as following equations:

0if ®,>0

. 4-1
1if @, <0 “-1)

q)EBB_IMP = {

From this equation, it should-be noted that.the output of ®ggg mpis 0 or 1
rather then -1 or 1. The reason for.it is to stmplify-the multiplication operations in
loop filter and more detail descriptions-will-be given in section 4.3.

Due to the settling time during PT.mede is largely determined by the initial
phase error and frequency offset, the starting point of the bang-bang phase
locking operation is important and the perturbation caused by the switching
between different modes should be minimized. When the loop is in steady-state
condition at the end of the fast frequency acquisition process, the DCO control
code is stored to a register as the operation mode is changed from the FA mode to
the PT mode. This saved DCO control code corresponding to the target
oscillation frequency is loaded to the register of integral path in loop filter as the
loop entering the PT mode. Simultaneously, the output of phase detector is reset
to 0 by equalizing the two input signals of the subtractor. This operation can be
achieved by introducing a multiplexer before the register of reference phase

accumulator and setting the control signal PD_reset to high.
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4.2.1 Modulo arithmetic of the phase detection circuit

Due to the practical limitation of the word length of the arithmetic
components, PAC1 and PAC2 are implemented in modulo arithmetic [11]. The
reference and feedback phase information, ®gpr and Opp, respectively, are linear
and grow without bound with the development of time. However, the registers of
accumulators can not hold unbound values and the stored values are restricted to
the range of 0 to 2°-1, where v represents the bit length of the accumulator, and
the accumulator will overflow when the accumulated value reaches the upper
bound. If the carry-out bits of the accumulator are simply disregarded, the
behavior of the accumulator can be modeled as an ideal accumulator followed by
a modulo-v operator as illustrated in Fig.4-3. After considering the effect of
limited bit length of the accumulators,,ablock diagram representing the
simplified phase detector is shown in Fig. 4-4.

In Fig. 4-4, the reference and feedback-accumulators are replaced with two
ideal accumulators and modulo-2" arithmetic units. The signals, ®rgro and Ogpo,
represent the ideal reference and feedback phase information, respectively. To get
a clear insight into the characteristics of the architecture, the modulo arithmetic
on Oggrp and Do could be visualized as two rotating vectors as shown inFig.
4-5. In this figure, Orgr and Opp are positive numbers which have a maximum
possible value of (2°-1) without rollover. If the output of the subtractor is treated

as a 2’s compliment number, the phase detector output ®g has the same range but

u-bit Ideal

U
Input—s{ \imulator |7 Output |:> Input—s |\ imulator | MO9(2") [e-Output

Clk Clk

Fig. 4-3 Behavior model of v-bit accumulator.
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Fig. 4-4 Simplified modulo block diagram of phase detector.

is symmetric around zero. It can be shown that the value of ®g lies within [-2(”'1),
2"V_1] and invariably the phase detector output @y, indicates the smaller angle
between the two vectors.

Due to the modulo arithmetic, the phase detector is not only the arithmetic
subtractor of two numbers but also performs.-a cyelic adjustment as suggested by
Fig. 4-5. For the phase detector output.to be-corresponding to the phase error in
perspective, the difference between Ogrgro and Pgpp should be restricted to the

range of [-2®", 20°D_1]. Under this limitation, the output of phase detector can be

expressed as

—@,,, when -2 <(Dp — Py, ) <20 -1, (4-2)

Fig. 4-5 Rotating vector interpretation of the reference and feedback phases.
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From equation 4-2 it can be shown that under this condition, the output of
phase detector ®g is simply an arithmetic subtraction of the two outputs of
reference and feedback accumulators. From the design point of view, this
condition sets the upper bound of the frequency offset between the target
frequency and DCO output frequency (frerN-four). Assuming the initial phase
error @ is 0 and the DCO output frequency is four. At the next rising edge of
reference clock (frer), the values of PAC2 and PACI increase by N/16 and

four/161rer, respectively. To avoid aliasing, the following condition must be met:

_2(0—1) < E_ fOUT S2(1}—])_
16 frpr16

= 'fREF 2(U+3) < (fTARGET - fOUT ) < fREF 2(U+3) -1

; (4-3)

where frarger=NTfgrer 1S the target frequeney. It should be noted that during fast
frequency acquisition process, the absolute value of the phase error (Prgro-DPrso)
might raise over the upper bound even.if the condition mentioned in equation 4-3
is met. Neglecting the overshooting behavior during locking process, the phase

detector output should be settled to some value within [-20D 20D_17:

fOUT = fDCO,free + KDCOKip,FAq)E

— _2(u—1) < NfREF _fDCO,free < 2(u—l) 1

K ..K

ip,FA"*DCO

(4-4)

In equation 4-4, K, ra, Kpco, fbco,free are transferred integral path gain in fast
frequency acquisition mode, DCO gain and DCO free running frequency,
respectively.

The possibility of aliasing due to the modulo arithmetic during PT process
should be also taken into consideration. Assuming the DCO output frequency
four equals to the target frequency Nfggr, the range of the phase offset between

reference and feedback phase normalized to reference clock period can be
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expressed as

_ (0-1) (0-1)
2 32r << 2

327, (4-5)

which has been discussed in chapter 3.

In the implementation of the ADPLL, the bit length of the reference and
feedback accumulators must be made sufficiently large to ensure that the
conditions list in equations 4-3, 4-4 and 4-5 would be always met. In the design
presented in this thesis, two 8-bit accumulators are utilized to construct the PAC1

and PAC2.

4.2.2 PAC2

As shown in Fig. 4-1, the PAC2 is implemented as a high speed counter with
the rollover effect as described above. Thé counter can be implemented quite
easily using register-type circuits such- as ‘the flip-flops, and a wide variety of
design exists. There are two major types of flip-flop based counter according to
the clocking mechanism of the registers, namely asynchronous counter and
synchronous counter.

The simplest asynchronous counter circuit is a D type flip-flop with input
fed from its own inverted output. This counter increase once for every clock
cycle and takes two clock cycles to overflow, so every cycle the output of the
counter will alternate between 0 and 1. It should be noted that the counter creates
an output clock at exactly half the frequency of the input clock and hence it also
perform a divide-by 2 operation. The generated signal can clock the next counter
stage if more than one stage is connected in series to extend the range of the

counter.
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An example of a 4-bit asynchronous down counter along with its time
diagram is illustrated in Fig. 4-6. This down counter can be easily transformed to
an up counter by simply inverting the output of each stage (Q;~Q,). Note that it
can be shown from Fig. 4-6 that each counter stage working at half of the
frequency of previous stage and the rising edge of each output (Q~Q,4) does not
align to each other. The existence of the unavoidable propagation delay of the
flip-flop results in the unstable outputs as the overflows "ripple" from stage to stage.
In the case where the instantaneous count is important, the timing skew between stages will
cause incorrect counting results. Besides, the increasing of the input frequency and the counter
length will worsen the situation. If each stage of the output of an asynchronous counter is
sampled by the same clock phase, for an L bits asynchronous counter with the D flip-flop
which have a clock to output delay of t¢gand a setup time of tgewp, the maximum operating

frequency fin max can be expressed as

f;n,max o (Ltc—q i tsetup )71 ° (4-6)

To solve this issue in the applications where a stable count value is
important across several bits, the synchronous counters could be used. Compared

with the asynchronous counters in which each flip-flop is triggered by the output

Qq Q. Q3 Q,

Q | | | | | | | L
Q 4| |—|
Q [ I [
» Time

Fig. 4-6 Asynchronous counter.
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Fig. 4-7 Synchronous counter.

of the preceding stage, the flip-flops of synchronous counters are all triggered by
the same clock source. Fig. 4-7 shows a 4-bit synchronous counter composed of
logic gates and flip-flops. The time diagram of the counter is also shown in Fig.
4-7 and it can be observed that the sighal edge of-each stage (Q;~Q) is aligned to
the input clock fi,. The synchronous output of this-counter solves the issue of
unsettled output; however, carriet sighal propagates in asynchronous counter
circuit at the expense of larger power consumption because all the flip-flops in
the synchronous counter circuit operate at the frequency which is as high as input
clock frequency, so the synchronous counters consume much more dynamic
power than asynchronous counters. In addition to the issue of power consumption,
the synchronous also suffer the problem of slower operating speed because the
maximum operation speed for a L bit synchronous counter can be determined by
the time for the carrier signal to propagate from the first stage (LSB) to the last
stage (MSB) and could be derived as:

f;'n,max = [tc—q + (L - 1)Z‘AND + tXOR + tsetup :I‘] > (4-7)
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where tc.q, tserp, tanp and txor are the clock to output delay of the flip-flops, the
setup time of the flip-flops, the gate delay of the AND gate, and the gate delay of
the XOR gate, respectively.

To solve the edge skewing issue and preserve the advantages of high speed
operation and low power consumption of the asynchronous counter, a
skew-insensitive high speed counter is proposed [14]. The complete block
diagram and time diagram of the high speed counter is shown in Fig. 4-8. In this
design, the counter consists of a serial of 1-bit counter cells which is composed of
a basic 1-bit flip-flop based asynchronous counter, a D type latch to perform
sample phase generation and a D type flip-flop to fetch the output from the 1-bit
asynchronous counter. Furthermore, it should be noted that the 5 MSBs
asynchronous outputs fps-fpg are sampled by the same signal S,. From the

simulation results, the delay time of the sampling signal S, satisfies the time

Asynchronous Counter
fD1 fD2 D3 fD4 fD5 fDG fD7 fDS
I-»D q I-»D a4 I-»D al I-»D al4 I-»D al I-»D a4 I-»D a4 I-»D zil—l—
fov b Cik »b cik »b cik »b cik »b cik »b cik »b cik »b cik
Opp[0] DOpp[1] Drp[2] DOpp[3] DOrp[4] Opp[5] DOrp[6] Dep[7]
o o> [0 o> o o> o o> o o o o> Lo s efo o»
Spe Spr Sp2 Sps Sps Sps Spe Spr
b Cik b Cik > Clk > Cli b Cik b Cik > Clk > Cli
fREF—§—>D a}»{o ws1 b “Sz~n *83‘0 *845
: Dy4 Dy, Dy :

fDIV16—§&,’> ik |fpoqwob ciic |fppsabcik | fgmmob cik

Sampling Phase Generator

1 GTDQO= 1 G/fou'r
frer, — >
fDIV16 N T Ty T oy Y O oy TR TR Yy Yy T N N Ty Y oy Yy, Yy T Y Y T
fo1 _1—\8_11{1—\_:—\_1—\_1—\_:—\_1—\_:—\_1—\_
fD2 _\—Szl_/'g_l I 1 1 I 1 | p—
o3 L m— — -
fpa S4_T .
fos T
fos .
fD7 T
fos -
Py te » Time
«—64Tpco—> cq

Fig. 4-8 Bock diagram and time diagram of the proposed high speed counter.
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requirement for the “carry” signal to propagate from the fourth stage to the last
stage of the divider chain, so further generation of the sampling phase is
unnecessary.

In addition, due to the non-bound relationship between frgr and fprvie, it 1s
quite likely that under certain condition, the flip flop may face the metastability
problem. During metastability, the output of the flip flop could be undefined at a
given clock cycle which is not acceptable for proper system operation. This
problem can be solved by passing the lower frequency signal through a series of
flip flops which are clocked by the higher frequency clock. The overall
probability of metastability condition at output of the system decreases
exponentially with the number of the flip flop. Furthermore, the probability of a
metastable state of a single flip flop can be reduced by increasing the speed of the
flip flop. In order to reduce theprobability of a-metastable state, the first stage of
sampling phase generator in [14] is performed by a pair of sense amplifier based
flip flops [12], and Fig. 4-9 shows the schematic of the sense amplifier based flip
flop. The advantages of this topology are the fast response time and low power
consumption.

When fzgr comes into fetch the information of PAC2, the sampling phase S;
for the 1% stage of the asynchronous counter is generated by resampling fzzr
through 2 D flip-flops to avoid metastability. S; is then postponed by D-latchs
Dy ;-Dy 3, which are triggered by the falling edge of the 1% — 3" stage divider
outputs fp,-fp3, to generate the sampling phases S, — S,. Thus, a minimum setup
time of 4T pco-1., can be guaranteed when retrieving the contents of the ripple

counter.
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Fig. 4-9 Schematic of the tactical flip flop [12]

4.3 Additional Feedback L.oop, Digital Loop

Filter and LPM

The additional feedback loop is composed of a programmable gain (K,q) and
a XA modulator as shown in Fig. 4-1. The data path of the XA modulator is 10 bits
wide and represented in two’s complement arithmetic, and Fig. 4-10 illustrates
the block diagram of the detail implementation of the additional feedback loop.
In addition, several multiplexers are used to simplify the operation of PLL. In the
beginning of locking, K4 zero gain sends 1 when PLL is in frequency
acquisition mode and sends 0 later when PLL is in phase tracking mode. It should
be noted that the multiplied by K,q and - K,q operation is also replaced by

selecting the positive or negative value from multiplexer inputs for easy
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Fig. 4-10 Implementation of the additional feedback loop

implementation. After going through the bang-bang operation, the output of DPD
is quantized as the multiplexer input to select K,q. Subtracts the selected Kq
value from the fractional frequency multiplication factor (N¢) and sends the result
into the XA modulator. The XA modulator 1s implemented as digital second-order
MASH-type architecture [13]-which can- be. conveniently realized in digital
domain by cell based design flow. its-output is' fed to add together with integer
frequency multiplication factor (Nj)-and then the consequence is sent into the
PACI as the total frequency multiplication factor (N).

The digital loop filter is an integral path with programmable gain (Kj,) as
shown in Fig. 4-1, and the data path in the loop filter is 24 bits wide and
represented in two’s complement arithmetic. Fig. 4-11 illustrates the block
diagram of the detail implementation of the digital loop filter. As mentioned
before, the multiplied by K, and - K;, operation is replaced by selecting the
positive or negative value from multiplexer inputs. In order to perform the
dynamic loop parameters and modes switching, several multiplexers are
introduced in the loop filter. The activity of the loop filter incorporated with these

multiplexers during the locking process will be described as following.
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Digital Loop Filter
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Fig. 4-11 Implementation of the digital loop filter

At the beginning of the locking' process, all memory elements are reset
synchronous by asserting a centrol signal." At-first, LPM cuts the additional
feedback, disables the accumulator 1 the digital loop filter, and transfers the loop
gain to a programmable gain K,z by set K4 zero_gain to 1, Code_ctrl to 1, and
BBPD switch to 0, respectively. During the FA mode, the output of the phase
detector @ 1s scaled by a value K, ra and the output of the digital loop filter first
controls the coarse tune bank. After the loop finish the first FA state, the output of
the digital loop filter controls the fine tune bank secondly. The scaling operation
is implemented in an efficient manner as programmable right-bit-shift operation.
To further enhance the locking performance, the FA mode is divided into four
stages, one for coarse bank tuning and three for fine tune bank tuning with
different gain Kjp ga.

At the beginning of this mode, a large gain K, rs 1s used to allow the output
frequency to lock quickly and roughly to the target frequency. As mentioned in

chapter 2, the time for the control circuit to perform gain scaling is determined by
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Fig. 4-12 Time diagram of the locking state in PT mode.
the existence of the locking state. The time diagram of ® and ¥ in the locking

state can be shown inFig. 4-12. It should be observed that the value of ®g is
jumping in a small range just like ¥ is when the loop is in a locked state;
therefore, this implies that if the loop reaches.steady-state condition in FA mode,
the behaviors of the peak values of ¥ and ®g are exactly the same, and since ®g
also will stay in a small range,:the trigger signal ®gc only has to sample the peak
values of ®g, and then the existence of the locking state can be detected.

Fig. 4-13 shows the implementation of the sampling signal ®gc and the LPM
system. The signal ®gc indicates that there is a top falling transition of the phase
detector output @y and also a local maximum value appears on ®g. Thus, this
operation can be treated as the gradient polarity detector (GPD) of ®g. The peak
holders store the peak values by using the signal ®@gsc to clock a shift register and
send the stored value into the first 4-input adder. The result of the adder @,
which is the total value of 4 neighbor peak values of ®g, is then averaged by a
divide-by 4 operation to generate @, ,,, the average of 4 neighbor peak values of
®g. After extracting the difference of ®4,, and the absolute value of the
difference, if the absolute value is smaller or equals to 1, the ‘®;s Enable’ signal

is generated to turn on the second locking detector.
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Fig. 4-13 Implementation of (a) the sampling signal ®g¢c and
(b)the LPM system.

This second locking detector consists of another set of holders which store
the values of @, by using the signal ®45c to clock a shift register, where the
holder trigger signal, ®4sc, is the divide-by 4 sampling signal ®gc. Thus, the
stored values of @, is sent into the second 4-input adder to form the total value of
4 neighbor values of @4, @4, and then the output of the second adder is divided

by 16 to generate @4 .., the average of 16 neighbor peak values of ®g. Just like
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the processes mentioned above, after extracting the difference of ®j4,,, and the
absolute value of the difference, if the absolute value is smaller or equals to 1, the
gain_change and PD_reset signal are transferred from 0 to 1, so the new K, ga 1s
loaded and PACI1 is reset to PAC2, and then LPM comes into the new observation
of FA mode.

When the digital loop goes into the next FA mode, the DCO control code
Cbco 1s stored to the first temporary register as Cpcoq; by the falling edge of the
reference clock. Furthermore, because Cpcog; 1s connected to a multiplexer which
is controlled by gain change signal and gain change is set to 0 to block Cpcoq;
from the next stage and Cpcoar, the second temporary register controlled by
gain_change, still stores the initial value, the output of the multiplexer controlled
by Code ctrl is still Cpcoq. However, when the LPM determines to change the
gain, the digital loop filter comes-in the transition mode. LPM sets gain_change
to high to not only load the value Cpcoar-iate Cpcogx but also make the output of
multiplexer controlled by Code ctrl equal to'Cpcoq1; meanwhile, control signal
PD_reset shown in Fig. 4-1 is also set to high to reset the phase detector. When
the digital loop filter goes into the next stage, the smaller allowed gain for Ki, ra
is applied and gain change signal is set to 0 to load Cpcogz as the initial locking
value in this stage. By repeating this process several times, the output frequency
will be locked near the target frequency with fast locking time and low frequency
error.

After LPM and the digital loop filter repeat the observation and reload
operation several times, the output frequency is settled near the target frequency,
so, finally, the PT mode is entered. After the last reload in FA mode, at the

beginning of PT mode, LPM reconnects the additional feedback and enables the
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accumulator in the digital loop filter by set K,q_zero_gain to 0 and Code_ctrl to 0,

respectively.

4.4 Digital Controlled Oscillator (DCO)

In this section, the design and implementation of the digitally controlled
oscillator (DCO) will be illustrated. The implemented block diagram of the DCO
system is shown in Fig. 4-14. The DCO receives a 22-bits wide control word
Cbco[22:0] from the loop filter without the sign bit and delivers a differential
signal with frequency around 40GHz to the buffers. The structure of the DCO

will be introduced below.

md [ R'| R R
SW2 SW3 Sw16
3 <_ - - \,)"4- jj— el
M2 ‘ L . ¢ . . , ARA AITA “‘—'V'\?N—

\AAJ \AA A
w Modulator | Latch | | Latch |
‘D‘ ] ] ] ] ]
| Bin to Thermo | | Bin to Thermo |
Cpcol16:0] Cpco[18:17] Cpcol[22:18]

Fig. 4-14 Implemented block diagram of DCO system.

4.4.1 Structure of DCO

Due to its relatively good phase noise, ease of implementation, and better
rejection of common-mode additive noise, the cross-coupled inductance
capacitance (LC) oscillator is chosen and an equivalent conventional LC
oscillator model is shown in Fig. 4-15. However, conventional LC tank VCO in

mm-Wave band will suffer from some problems. Compare to the early design of
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Fig. 4-15 Equivalent conventional LC oscillator model

the DCO, the dominate Q factor is from the inductors (Qr), but the higher and
higher operation frequency lowers the Q factor of varactor (Q,) and complicates
the design. Also, the high frequency tuning range is approximately proportional
to reciprocal of the tuning capacitance, 1/Cypying, and the tuning bank must be
divided into several parts to achieve the high tuning resolution. Nevertheless, if
the high frequency tuning range and resolution must be met simultaneously, the
parasitic capacitance Cparsiic also increases and higher the total load capacitance
Cloag; consequently, the overall operation frequency is dropped down. Therefore,
there are some compromises among the operation frequency, the tuning range,
and the resolution.

In order to break the contradiction, a concept of DCO with single variable
inductor is introduced and the equivalent model is illustrated in Fig. 4-16. In this
model, through adjusting the inductor, the burden on the capacitor is released;
furthermore, the minimum frequency tuning range becomes independent of
resonant frequency and Cj,g, and the multi-band operation turns possible.

The equivalent model of the single variable inductor [15], VID, is shown in
Fig. 4-17 and the equivalent inductance and resistance is described in equation

4-8 and 4-9, respectively, where R, 1s XXX resistance, C, is the parasitic
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Fig. 4-16 Equivalent model of DCO with single variable inductor
capacitance, k is the coupling factor of the transformer, and L1, L2 are the
inductance of primary and secondary coil, respectively.

RL[1-0*Cils(i-4) | + oL L (1-K)
R (1-0’G L) 1=’ G Li(L-K) |+ 0’ L (1-k)

L,(R.0)= (4-8)

RLA-oCL-1)] + o’LL (1-£)
Rk’L, '

R, (R,0)= (4-9)

By observing these equations, ifithe self resonance frequency of secondary

coil is greater than the operation frequency, i.e. ’L,C, <1, the minimum and

maximum value of the equivalent inductance are derived:

Ly =L, (0,0)=L (1-F). (4-10)
(o, 4

Zin ——c, ‘ Zin g Leq(Rv, W) zReq(Rv,w)
(0, L

Fig. 4-17 Equivalent model of the single variable inductor [15]
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2 2
Lmax:Leq(oo,a))zL,(1+Mk2]>L,. (4-11)

-0/

Also, define the tuning percentage of the equivalent inductance, o, and the

resonant frequency tuning percentage, f3:

o = Leq (Oo’a))_Leq (0,(0) — k > k2 . (4-12)
L, (»,0) 1-(1-8) e’ /e;
=2(a)max _a)min) 2(1_ =k )zk_z (4-133)

p= @ T O g 1.,.@ 2
and these two equations show that a and B are proportional to the coupling factor
k only and are independent of resonant frequency and Cig,g.

Fig. 4-18 shows the final DCQjatchitecture in the FPLL. VID in this
structure consumes no power dug to sec¢ondary coil of the transformer connects to
ground. M1 and M2 construct ‘the negative impedance just as that in the
conventional LC oscillator. The induector-switches 1 to 16, controlled by 4-bit
input, forms the coarse tuning bank, and‘only one switch is opened each time.
Different opened switch influences the equivalent value of VID and determines
the final operation frequency of DCO. Furthermore, 4-bit varactor bands are

introduced in the primary coil of the transformer to provide finer frequency

R R
sw3 SW1600\
R R

Fig. 4-18 Final DCO architecture
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tuning by separating them into 2-bit fine tuning bank and 2-bit £A bank which are

controlled by a 16-bit XA modulator.

4.4.2 Varactor Banks

Due to the finite DCO frequency resolution, the quantization error will
introduce noise to the RF output signal. To gain insight into the quantization
effects on the DCO phase noise, consider the quantization noise model, shown in
Fig. 4-19 [13]. The quantization process can be modeled as an infinite-precision
tuning signal added by an uniformly distributed random variable Af,( with white
noise spectral characteristics. The quantization noise is then converted to phase
noise through the 2n/s integration. The output phase noise due to the finite

quantization error can be expressed as {13 ]:

2
o Ak
L NASf )= x| =5
Quannze( f) 12X[ Af ] b

A
X [2sinc Y

REF

4-14
fREF ] ( )

In equation 4-14, Af. is“the*DCO~“quantization step which indicates the
corresponding frequency deviation of one DCO control code and Af means the
frequency offset from the carrier. It can be seen that the output phase noise due to
quantization process can be reduced by increasing the DCO frequency resolution.
With careful design, the phase noise contributed from the quantization should be

made below the natural DCO phase noise resulted from the finite quality factor of

Quantization

Input — I_rr Afy 2?" — @,
Kbco
Input Afo 2?" > O,
Kbco
Afn,O

Fig. 4-19 DCO quantization noise model.
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the LC tank and noise of active devices. As mentioned before, the phase noise of

the LC tank oscillator can be expressed as [10]

/A T2
A —n rms 4_15
S%,l)co( f) qunax 87T2Af2 ( )

where E/Af is the PSD of the equivalent parallel current noise, I';s 1 the rms

value of the impulse sensitivity function (ISF) associated with that noise source,
Qmax 18 the maximum signal charge swing which is defined as the product of the
tank capacitance and maximum signal swing CianViswing, and Af is the the offset
frequency from the carrier. Consider the DCO with different frequency step Afies
and assume that the quality factor of the inductor is 7 and the phase noise
spectrum due to frequency quantization s shown in Fig. 4-20. The spectrum
shows that the quantization noise is bélow the DCO natural noise when Afi is
less than 100kHz. This result suggests that the DCO frequency gain Kpco should
be below 100kHz/LSB. Howeyver, :the-finest  frequency step achievable by

switching a minimum size capacitance is ‘about S0OMHz which is much higher
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10 “f|= === 100KkHz
~ NN || =—50kHz
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Fig. 4-20 Phase noise due to frequency quantization of different frequency
resolution step.
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than 100kHz. In order to get finer resolution, a high-speed XA dithering [13]
method is used. Due to the wordlength limitation of the digital dithering circuit,
there will still be a phase noise contribution due to the finite resolution per
equation 4-14, with Afres=Afres,1/2WF. Where Af.; is the frequency step without

utilizing XA dithering and WF is the wordlength of the dithering circuit.

The structure of the XA modulator is illustrated in Fig. 4-21. It is
implemented as digital second-order MASH-type architecture [13] which can be
conveniently realized in digital domain by cell based design flow. Its output is fed

to three ZA capacitors. Table 4-1 reports the tuning characteristics of the DCO.

CDCO[15:0] ?Gh» Carry Out o
o 1
> : ;
REF
Carry Out OoTo ZA Cells
> 16
T > 16

- »| DFF o——o

fo (four/128)—12MHz 1 ] frEF

Fig. 4-21 Block diagram of the 2™ MASH-II order £A modulator.

Table 4-1 Tuning characteristics of the DCO.

Frequency Step
Varactor Bank Weighting
Coarse Tuning Bank 5-bit Binary 400MHz
Fine Tuning Bank 3-bit Unity 150MHz
>A Bank 3-bit Unity 50MHz
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4.4.3 Simulation results of DCO

The time domain and frequency domain simulations are performed by
Hspice and ANSOFT.Fig. 4-22 and Fig. 4-23 shows the frequency tuning range
and the phase noise simulation result of the DCO, respectively. The frequency
tuning range covers from 37.5 to 45.5GHz and the phase noise reports
-110dBc/Hz at 10MHz offset from a 40GHz carrier. The power consumption is

about 23mW in TT corner while delivering 700mV,, single-ended output swing.

1N
(@))

N

™

A~ A
w
I
“,
1

N

o N

] ]
.

[ [

LN
o
' v
1

P _'
e i
I I/ N [ N [ N [ N [ o [ )

0 50 100 150 200 250
Input Digital Code

w
O
' LJ

Resonant Frequency (GHz)
w
(0]

w
~

Fig. 4-22 Simulated frequency tuning range of the DCO.
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Fig. 4-23 Simulated phase noise performance of the DCO.

4.5 Divide-by-16 Prescaler

Since our goal is focusing on wide-band design, frequency divider with wide
locking range is needed. Although conventional injection locked divider could
operate at a high speed, it does not provide us with a sufficient locking range, so
static current mode divider is necessary. But according to the available
information, static frequency divider normally works around a few tens of giga
hertz. Even with inductive peaking such as shunt peaking, the operating
frequency could hardly exceed 40GHz. Thus a modified version of static
frequency divider is readily needed. Fig. 4-25 [16] shows the so-called spilt load
frequency divider utilized in this PLL as the first stage of the divider chain. This
architecture operates at a higher speed than conventional static frequency divider

with inductive peaking since the gate and drain are no longer simultaneously
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Fig. 4-25 Schematic of the first stage of the divider chain[16]

loading each of the pre-amplifier stage.

For second stage divider, we use conversional static frequency divider as
shown in Fig. 4-24 and the following two stages divide-by-4 prescaler is
implemented as two cascade divide-by-2 frequency dividers. Each stage employs
two D-latches in a master-slave configuration with negative feedback, as shown

in Fig. 4-26 [12]. The top PMOS devices act as variable resistance loads,

—I M3 M4 I— M5 M6 —| M3 M4 M3 I‘M M6

CLK CLK
CLK—I Ml M2 BAR Bar LM M2 |— CLK

Fig. 4-24 Schematic of the second stage of the divider chain.
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— E'JHEP'_
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Fig. 4-26 Schematic of the 3rd and 4th divide-by-2 frequency divider. [12].

controlled by fin p and fin n. Iaput and cross-coupled differential pairs are
placed in parallel to accomplish'sensing and regeneration action. It can be noted
that there has no stacked devices and pass gates, which makes it to be suitable in
low voltage operation.

The last divider stage is followed by a differential to single ended converter
and inverter-based buffers. The simulation results of the divider chain are shown
in Fig. 4-27 and the power consumption simulation results are 26.11mW,

27.35mW, and 28.16mW in SS, TT, and FF corner, respectively.
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Fig. 4-27 Output simulated wave of each stage divide.
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Chapter 5 Experimental Results

5.1 IC Chip

Fig. 5-1 shows the die photograph of the ADPLL. The total silicon dimensions
are about 1.265mm’ (1150pum x 1100pm) including the bonding pads and digital
I/O cells. The active area is about 0.594mm’. Due to the automatic metal filling
procedure which is now standard in the advanced CMOS process, there is not
much to be seen from the chip photograph. Only some sensitive analog circuits
such as inductor coil, MIM capacitors and the varactor bank have been excluded

from the filling pattern to diminish.the 'ﬁéfé'sific_ effects.
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Fig. 5-1 Chip photograph of the implemented FADPLL.
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5.2 Evaluation Board

To evaluate the performance of the implemented ADPLL, two printed circuit
boards (PCBs) constructed of four layers have been built as shown in Fig. 5-2.
Although placing the chip in package enables protection from stress and
contamination while eases the connection between chip and printed circuit board
(PCB), the package may degrade the chip performance especially in radio
frequency applications. Thus, the chip is directly attached to the AC PCB (Fig.
5-2 (a)) and the 1/O pads are connected to the signal traces on AC PCB through
the bonding wires. The AC PCB is then mounted to the DC PCB (Fig. 5-2 (b))
which provides DC supplies and biases current for the test chip. As the result of
the partition, it is facile to repl_acé .t.he tes.t_ Ehip by simply substituting the AC
PCB without re-soldering the régﬁlator ICS and bfher passive components.

As shown in Fig. 5-2 (a), t-IIIe._d_i'e'-.is l.o.c.-ate_:c.l- at the center-left of the AC PCB.
The 40 GHz RF output is measured on probe, while 40 MHz reference clock and
the 1.25 GHz divide-by-32 clock are connected using subminiature version A

(SMA) connectors, which provide DC to 18 GHz broadband performance with

(a) (b)
Fig. 5-2 (a)AC PCB and (b)DC PCB for evaluating the chip
79



<} Wei ADPLL

—Mode Selection—— Data_Sent

@ OpenLoop O Close Loop 000000000000000000000000000000000000000000000000

— Setting 1 —Setting2————
_gige“:?::a! '"PO”t o ] SDM Enable R antol
_ - CIPRBS Enable L1 | Kie
Fine Tune | 0 | [0-3] Clinv_Checksum 102 Kpd= 0.1
DSEM Tune |0 | [0-B5536] ({16bits) i
i 0 hWiHz Apply

— Divide Ratio [ Output Mode Enable

| 60 ;Integer 768 fFractionaI: 0.7%

Output Frequency= 3838  GHz Freq_Hopping ARl

FSh_Reset

Fig. 5-3 GUI program for controlling the chip

low reflections and constant 50-Q impedance. The connector on the up side
attaches the DC PCB to the computer,” whose purpose is to control the chip by
reading and writing its registers. by means. o0f a graphic user interface (GUI)
program (Fig. 5-3) through the parallel port of the PC. The operation mode, the
serial output mode, the initial DCO control code and the loop filter parameters of

the synthesizer can be remotely controlled by the GUI program.

Three light-emitting diodes (LEDs) are used to indicate the power state, the
output pin of the chip serial interface and the result of parity check which
provides simple error detection of the input serial data. A push bottom is used as
the reset bottom and its output is filtered by a low pass filter to solve key

bouncing problem.

5.3 Measurement Setup
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Fig. 5-4 shows the measurement environment setup and the equipments. The RF
output is measured on probe by the RF1 microwave probing station and then sent
to an Agilent E4448A spectrum analyzer, and the reference input clock and the
divide-by-32 clock are connected by SMA connectors with 50-Q characteristic
impedance. The 40 MHz reference clock is provided by an Agilent 8257D signal
generator which has a phase noise of about -134 dBc/Hz at a 20 KHz offset. The
40 GHz RF output is measured by probing station and then connected to the bias
tees to block the DC bias and then fed to the spectrum analyzer or the
oscilloscope. The phase noise and spectrum of the closed loop PLL is measured
using the Agilent E4448 A with the option 226 phase noise measurement utility.
The Tektronix DPO71254 real time oscillpscope with 12.5 GHz input bandwidth
and up to 50 G sampling rate f)ro.vides._ﬁrec_ise timing waveform and jitter

measurement.

RF1 Microwave
Probing Station Agilent 8257D
Signal Generator

- T & ]
3 — S Y

..... .- | S —— YT
: & vied
Bl 40 GHz 40 MHz Ref. Clock
g RF Output
Divided by 32
1.25 GHz Output ‘
....... E'EE' :
Agllent E4448A I——EJ
Spectrum Analyzer Agilent 53310A

Modulation Domain Analyzer

Fig. 5-4 Measurement setup of the test chip.
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The frequency hopping time and modulation domain behavior are provided
using Agilent 53310A modulation domain analyzer (MDA). Due to the input
bandwidth limitation of the MDA, instead of the 40 GHz RF output, the 1.25
GHz divide-by-32 signal is used for measurement. The chip serial interface is
connected to the PC parallel port for remote control through an interface on the
DC board, which converts TTL signals of the parallel port to open collector

signals while provides noise isolation between PC and the test chip.
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Chapter 6 Conclusions

This work demonstrates a 40GHz all digital fractional frequency synthesizer for
60 GHz UWB system. Fractional frequency locking ability is achieved by an
additional negative feedback with a XA modulator around the reference phase
accumulator while without using multi-mode dividers. With the dual mode phase
detector, the loop rapidly locks to the target frequency and then reconstructs to a
bang-bang PLL without resorting to the time to digital converter.

A DCO with single variable inductor with varactor bank incorporating 4-bit
unity-weighted coarse tuning and 2-bit unity-weighted fine tuning to ensure
linearity is presented. The frequency resolution 1s: further enhanced by employing
high speed dithering through an 8-bit MASH-11'AX modulator.

Governed by the programmable. gains in the digital loop filter and in the
additional negative feedback around the reference phase accumulator, the loop
bandwidth is self-adjusted during the frequency acquisition and is fixed in phase
tracking process. The simulated phase noise is -90dBc/Hz at 1MHz frequency
offset.

Using the UMC 90nm CMOS technology, the implemented prototype
occupies only 0.594mm’ active area and the simulated power consumption is
about 52mW.

Finally, because of the digital nature, the ADPLL can be further scaled down

for future CMOS process and suitable in SOC designs.
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