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ABSTRACT

The ANSI S1.11 1/3-octave filter bank is-popular.in.many acoustic applications because it
matches the human hearing .characteristics. However, the long group delay and the high
computational complexity limit the usage in hearing aids. A Quasi-ANSI S1.11 18-band
1/3-octave filter bank is proposed to reduce the group delay. With the proposed matching error
optimization method, the results show that the filter bank achieve comparable good matching
between prescriptions and hearing aid response. The maximum matching error is only slight
increase from 0dB to 1.5dB. Besides, the group delay is significantly reduced from 78ms to
10ms compared with the ANSI S1.11 1/3-octave filter bank design in [20]. On the other hand,
the complexity-effective filter bank architecture is developed by exploiting the interpolated
FIR and multirate processing techniques. Results shows that the proposed algorithm saves
about 93% of multiplications and 74% of storage elements compared with a straightforward
FIR filter bank. The low-delay complexity-effective 1/3-octave filter bank is implemented in
UMC 90nm CMOS technology. The design consumes only 104uW, which is lower then other
works in the literatures with group delay small then 10ms.
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1 INTRODUCTION

Hearing aids are hearing.instruments that are designed to compensate the hearing loss
and improve the speech intelligibility for-hearing impaired people. Hearing aids compensate
the hearing loss and improve the.speech intelligibility with the auditory compensation
algorithm. More over, the echo cancellation, the noise reduction, and the speech enhancement
algorithms are also used to improve the sound quality. The auditory compensation algorithm
makes up for the perceptual distortion, such as the raised hearing thresholds and the squeezed
hearing dynamic ranges, by performing the frequency-dependent and non-linear amplification
on the input sound. Therefore, a hearing aid needs a filter bank to decompose the input signal
into different frequency component and then the prescribed gains can be applied to each
component to match the prescriptions. For better match the human hearing characteristics and

the NAL-NL1 [1] prescription, the 1/3-octave band filter bank is desirable for hearing aids.

However, the long group delay and the high computational complexity limit the usage of

1/3-octave filter bank in hearing aids. Researches have shown that delay more than 15ms can



cause disturbing perception for hearing aid users hearing their own voices [1]. When the delay
becomes longer, the hearing impaired may notice an echo effect. And when even longer (more
than 40 ms), the auditory information may out of synchronization with the visual information
and disturb lip reading. Besides, the hearing aid is a portable device in which the power
consumption is a critical concern. So, we must try our best to reduce the computational

complexity in the constraint of delay and matching error.

An 18-band 1/3-octave filter bank has been designed and implemented in [20]. This
work adopts the ANSI S1.11 standard base on the fact that the mostly used fitting formula
NAL-NL1 prescribes the target gains on each 1/3-octave frequencies defined in the ANSI
S1.11 standard. As a result, the hearing aid’s magnitude response can have the best capability
to match any type of prescriptions.by the use of ANSI S1.11 1/3-octave filter bank. The work
also makes use of the multistage IFIR and multi-rate techniques to largely reduce the
computational complexity (in-terms of number of the multiplications per input sample). The
complexity-effective architecture saves about 96% of multiplications comparing that with a
straightforward FIR filter bank. However, the-price this work pay is the long group delay
which is up to 78ms and will largely limit the usage of this design. We observe that the
unacceptable long group delay is due to the very sharp transition in lower frequency part of
ANSI S1.11 1/3-octave bands. Even using the straightforward FIR or IR to implement the

filter bank, there still have group delay up to 27 ms and this can not be shortening further.

The rest of this thesis is organized as follows. Chapter 2 will give an overview on the
human hearing system and hearing impairments. The function of a digital hearing aid and the
design considerations also described in this chapter. Current related design of filter bank have
been surveyed and summarized. In Chapter 3, we propose a quasi-ANSI S1.11 1/3-octave
filter bank design to reduce the group delay. With the proposed matching error optimization

method, the error only slightly increases. The filter bank results and verifications on various



types of hearing loss are also shown in this chapter. In Chapter 4, we proposed a
complexity-effective architecture to implement the filter bank and use some low-power
techniques to reduce the power consumption. Then we show the complexity and
implementation results by using UMC 90nm CMOS technology. Chapter 5 concludes this

thesis and describes the future works.



2 BACKGROUND

In this chapter, we firstly review the human hearing system and the problems faced by
people with hearing impairment. Secondly, the basic functions of an advanced digital hearing
aid are introduced and we focus.on the auditory compensation which aims to compensate the
hearing loss and maximize the speech intelligibility. It can be done by fitting the hearing aid
to match the prescriptions (typically prescribed by the 1/3-octave prescription formula,
NAL-NLZ1). Thirdly, current researches results about the acceptable group delay of hearing aid
are surveyed. Finally, we summarize the requirements and challenges to the filter bank for

digital hearing aids.



2.1 Human hearing system & hearing loss

2.1.1 Human hearing system

Human’s hearing is an obligatory and sophisticated system which has high sensitivity,
sharp frequency tuning, and wide dynamic range. A normal ear is able to distinguish and
process acoustic signals varying in large magnitude and frequency range (from twenty to

twenty thousand hertz). The ear can detect fine variations in pitch, loudness, and intonation.

The physical processing of acoustic information occurs in three groups of structures,
commonly known as the outer, middle, and inner ears as described in Figure 2-1. Each of

them has specific function and plays an‘important-role in hearing the sound.
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Figure 2-1 Human’s hearing system

m The outer ear

The outer ear has three main components: the pinna, the auditory canal, and the eardrum.



The outer ear serves to collect the sound, assist in sound localization and function as a
protective mechanism for the middle ear. The resonance of the canal favors the high pitches

that are important to understand many consonants in the spoken word.
s The middle ear

The middle ear is an air-filled space located within the temporal bone of the skull. It
consists of the eardrum and the ossicles (malleus ~ incus -~ stapes), linking the membrane to the
oval window of the cochlea. Sound pushes the eardrum, thus vibrating the eardrum at the
same frequency of the sound wave. The middle ear function as a bridge between the air-borne

pressure wave and the fluid-borne traveling of the cochlea.
s The inner ear

The inner ear consists of cochlea, semicircular canals, and the auditory nerve. The inner
ear is important for hearing and balance. The cochlea is the sensory end-organ of hearing
which consists of fluid-filled membranous channels within a spiral canal that encircles a bony
central core. Here the sound waves, transformed-into-mechanical energy by the middle ear, set
the cochlea into motion in a manner consistent with their intensity and frequency. There are
thousands of cells along the cochlea. The cells convert the mechanical motions into electrical

signals and sent to the brain via auditory nerve.

2.1.2 Hearing Loss

There are two types of hearing loss: conductive hearing loss and sensorineural hearing
loss. Conductive hearing loss happens when there is a problem conducting sound waves from
the outer ear through eardrum and middle ear to the inner ear. The causes of the conductive
hearing loss include earwax blocking the canal, middle ear inflections, or perforation of the

eardrum. The conductive hearing loss can recover after some treatments. The earwax can be



removed, the eardrum can be reconstructed and the diseases in the middle ear usually can be

cured.

Sensorineural hearing loss is the most common form of hearing loss. The sensorineural
hearing loss results from damage to the inner ear. Hearing loss involves a multifaceted loss of
hearing ability. The acoustic distortions faced by people with sensorineural hearing loss can

summarize into four categories. [1]

m Decreased audibility

Hearing-impaired people do not hear some sounds at all. People with a severe or
pro-found hearing loss may not hear any speech sounds, unless they are shouted at close range.
People with a mild or moderate hearing loss are more likely to hear some sounds and not

others. In particular, the softer phonemes, which are usually consonants, may not be heard.

We recognized the sound by noting which frequencies contain the most energy.
Hearing-impaired people have-trouble understanding speech because essential parts of some
phonemes are not audible. The ‘hearing. loss-causes some frequencies components to be
inaudible. Figure 2-2 is the audiogram of typical hearing-impaired person. The
hearing-impaired person can’t hear clearly the sounds of the frequencies which are above
1000 Hz. For approximately 90% of hearing-impaired adults and for 75% of hearing-impaired
children, the degree of impairment worsens from 500Hz to 4000Hz. Furthermore, the sound

energy is dominated by low-frequency component.
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Figure 2-2 Audiogram of typical hearing loss

In order to overcome these. difficulties, a hearing aid needs to compensate the
frequency-dependent audibility loss by amplifying the-signal with various gains on each
frequency. A filter bank is needed to decompose the signal into different frequency bands.
Then the hearing aid has the capability to -provide. different amount of gain in different

frequency regions.

m Decreased dynamic range

Dynamic range is a term used frequently in numerous fields to describe the ratio between
the smallest and largest possible values of a changeable quantity. The human ear has a
dynamic range of about 130 dB between the threshold of just hearing and threshold of
uncomfortable loudness level. In the above argument, soft sounds can be made audible by
amplifying the sounds. Unfortunately, it is not appropriate to amplify everything for the same
amount of gain. Because the dynamic range of a hearing-impaired ear is less than the dynamic

range of the normal ear.
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Figure 2-3 Decreased dynamic range

Figure 2-3 shows the problem at one of the frequencies which has decreased dynamic
range. For normal person, the dynamic range-of sounds can fit between the threshold of
hearing and threshold of uncomfortable-loudness-level. The normal people can hear sounds
comfortably in a large dynamic range. For hearing-impaired person, the dynamic range
reduces. The weak sounds below the threshold of hearing and the intense sound exceed
threshold of uncomfortable loudness level. They can’t hear weak to moderate sounds. If we
only amplify the sound to make the weak sounds audible, the moderate to intense sound may
exceed the uncomfortable loudness level and it is unacceptable for hearing-impaired people.
For overcoming this difficult, hearing aids need to compress the input sounds. The hearing aid
must provide more gains for soft sounds than intense sounds. The function reducing dynamic

range of sounds is called dynamic range compression.
= SNRloss

The sensorineural hearing loss can cause a hearing-impaired person to understand much



less than a normal-hearing person in the same environment, even the hearing-impaired person
is wearing hearing aid. In the other way, the hearing-impaired person needs a better
signal-to-noise ratio (SNR) than does a normal-hearing person. Loss of clarity results in a loss
of ability to understand speech, especially in noise. The noise reduction of the hearing aid can
improve the signal-to-noise ratio and thus, improve speech intelligibility in the noisy listening

environment.
s Frequency resolution loss

Another difficulty faced by people with sensorineural hearing loss is separating sounds
of different frequencies. Different frequencies are represented most strongly at different place
within the cochlea. When the cochlea gets damaged, it decreases the ability of the sensitivity
to frequencies. If these frequencies are close enough; the cochlea will have a single broad
region of activity rather than separate regions. The normal-hearing cochlea would separate the
two broad regions. The impaired cochlea just recognizes a single broad region. For
compensating the hearing loss, the speech enhancement function of the hearing aid improves

some perceptual aspects of speech forthe human listener.

2.2 Hearing aids & auditory compensation

2.2.1 Functions of advanced digital hearing aids

Hearing aids are hearing instruments that are designed to compensate the hearing loss
and improve the speech intelligibility for hearing impaired people. As described in the Figure
2-4, a person’s hearing loss can be represented by an audiogram. The hearing thresholds in the
audiogram describe the softest sounds that one can hear at the frequency. Then the

prescriptive gains can be calculated from fitting formula to compensate the hearing loss and

10



maximize the speech intelligibility with respect to each audiogram. The most well-known
fitting formula NAL-NL1 [2] calculates the amplification targets on 1/3-octave frequencies
from 125 Hz to 8000 Hz defined in the ANSI S1.11 standard [3]. The main task of hearing aid

is to selectively amplify the sounds such that processed sounds have a good match to one’s

prescription.

i Fitting formula o
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Figure 2-4 Audiogram & prescription

The block diagram of an advanced digital hearing aid is illustrated in Figure 2-5, which
comprises four function blocks, i.e. the auditory compensation, echo cancellation, noise
reduction and the speech enhancement. We focus on the auditory compensation algorithm

which makes up for the perceptual distortion such as the raised hearing thresholds and the

squeezed hearing dynamic ranges.

11
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Figure 2-5 Function of an advanced digital hearing aid

The auditory compensation system mainly contains two modules: a filter bank and a
compressor. Filter bank decomposes the input signal into different frequency component and
then the prescribed gains can be appliedto each component to match the prescriptive targets.
And the task of compressor is to dynamically reduce-the gains to match the prescriptive

targets at higher input level.

2.2.2 Delay requirement of hearing.aids

An important concern in designing hearing aid is the overall delay. This time delay can
cause disturbing effects to occur. For people who wear hearing aids, sounds are transmitted
into the ear canal via two different paths. In the first path, signal transmits directly into ear
canal with minimum delay via bone conduction. In the other path, the processed and delayed
signal delivers to ear canal through hearing aids. These two paths have different time delays

before perceived by the hearing aid user.

It is know that when the delay is about 10 milliseconds, the direct sound and the
processed sound interact with each other and cause severe degradation to sound quality,
known as comb filter effect. And when the delay becomes longer, the hearing impaired may

notice an echo effect. And when even longer (more than 40 ms), the auditory information may

12



out of synchronization with the visual information and disturb lip reading. Besides, the effects
of hearing aid delay are dependent on the severity of the hearing loss. As the hearing threshold
worsens, the individual is able to hear less of the direct sound transmission and the delay is

not as noticeable. The question is how much delay is acceptable for the majority of patients?

The delay introduced by the hearing aid has become more of an issue in the past 10 years.
A summary of six recent papers related to the effects of delay in hearing aids is attached as

follows. [3] ~ [8]

Table 2-1 Researches on the delay in hearing aids

Noticeable Objectionable [Objectionable across-

overall delay (ms)|overall delay (ms)| frequency delay (ms)
Moore, 1999 [3] NA 20 NA
Thornton, 2000 [4] 4 14 NA
Moore, 2002 [5] NA 15 NA

Moore, 2003 [6] NA NA 9

Kates, 2004 [7] 5~25 NA NA
Moore, 2005 [8] NA 15 NA

Over the past 10 years, Stone and.Moore-have done many researches about tolerable
hearing aid delay. In general, their findings suggest that disturbance increases monotonically
with increasing delay, with delay times as low as 15 to 20 ms rated as disturbing for those
with mild-to-moderate hearing losses. Another group of researchers working with actual
commercial hearing aids found that delays larger than 10 ms may be objectionable to hearing

aid user.

In summary, delays as short as 4 milliseconds that are constant across frequency are
detectible for normal hearing people and 5 to 25 milliseconds are detectible for hearing
impaired people depend on hearing loss. The overall delays in the range of 14 to 20

milliseconds can be judged as disturbing or objectionable.
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2.3 Considerations for filter bank

m Matching prescription capability

As described in Section 2.2.1, the main task of hearing aid is to selectively compensate
the hearing loss according to prescriptions such that make the sound audible and recognizable
for hearing-impaired people. The auditory compensation system, especially the filter bank,
has a great influence on the matching capability of a hearing aid, because the hearing aid is
only able to adjust the gain on each sub-band signals. So, a filter bank with suitable spacing

will be more flexible to adjust the magnitude response and have a better matching capability.

In general, a sound change of 3dB SPL is just noticeable for human ear. [10] To
compensate the hearing loss properly, we can derive a necessary requirement that the
maximum matching error of -hearing-aid’s frequency response to the prescriptive targets

should keep smaller than 3dB.
m Digital signal processing delay (group delay)

As described in Section 2.2.2, the group delay is a crucial issue in hearing aids. The
superposition of processed signal and the bypass signal may provoke strong comb filter

effects for long signal processing group delay and degrade the sound quality.

Filter bank usually contributes the most group delay in the data path. But somehow it is
the price that needs to pay to have a higher frequency resolution in the filter bank. And this
can not be shortening according to the acoustic uncertainty principle. [11] It says that if we
want to have a good resolution in frequency domain, more input samples need to be
referenced in time domain and so introduce more group delays. That is, the narrower the

channels are, the larger the group delay will have.

Considering other components in the data path (microphone, receiver, A/D, D/A) will
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contribute from 2 to almost 5 ms group delay [12], we can derive the group delay

specification for filter bank. The group delay of filter bank should not greater than 10ms.

= Signal processing complexity & power consumption

Due to the limited battery size in hearing aids, power consumption plays an important
role. Algorithmic complexity is directly related to the power consumption so we must try our
best to minimize the computation complexity. Filter bank usually contributes the most
computational load. Therefore, signal processing algorithms have to be realized as efficient as

possible.

2.4 Related works

The auditory compensation, especially-the filter bank, is an important function in hearing
aids because it makes the sound audible for the hearing-impaired people. Famous prescriptive
formula like NAL-NL1 or HSE give the amplification targets on 1/3-octave frequencies from
125Hz to 8000Hz. The filter bank should.be designed to well match the prescriptions, so that
the hearing loss can be compensated accurately and maximize the speech intelligibility.
Furthermore, the overall signal processing delay and the power consumption is a critical issue
for hearing aids as well as for the filter bank design. To the best of our knowledge, designing
the filter bank for the digital hearing aids in the literature can be classified into two categories:

uniform filter banks [13] ~ [16] and non-uniform filter banks [17] ~ [20].

The uniform filter bank means that the bands are equally divided the frequencies from 0
to m. A 16-band discrete Fourier transform (DFT) filter bank is designed in [13], while an
8-band filter bank with equal-spaced finite-impulse response (FIR) filters is implemented in
[14]. [15] and [16] exploit the interpolation finite-impulse response (IFIR) techniques to

realize a 7-band and a 8-band uniform filter bank respectively. The drawback of uniform filter
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banks is that they do not match the non-uniform frequency characteristics in human auditory
system. As a result, the uniform filter bank may face difficulties at matching the prescriptions
for various types of hearing loss. Consequently, the using of non-uniform filter banks is more

suitable.

As depicted in Figure 2-6, the common-used non-uniform filter banks can go a step
further to classify into critical-band [17], symmetric-band [18][19], and 1/3-octave-band [20]

filter banks.

I\/IAagnitude (dB)

BERRENE

Frequency (Hz)

I\/IAagnitude (dB)

[P R

I\/IAagnitude (dB) frrequenty (Hz)

[0

F H
Magniude (¢8) requency (Hz)

T\~

Frequency (Hz)

Figure 2-6 Different types of filter banks

In order to provide the frequency characteristics similar to that of the human auditory
system, a critical-band filter bank is designed in [17]. The critical bands are divided according
to psychoacoustics and have good match to human perception. However, the irregular

property of the critical bands makes the implementation difficult. The design in [17], for
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example, implements 16-band critical-like filter bank with rather high-order (110-tap) FIR
filters, which has significant computation complexity. On the other hand, Lian and Wei
proposed an 8-band and 16-band symmetric filter bank [18][19]. The symmetric filter bank is
symmetric at /2 and has higher frequency resolution at both high and low frequencies. With
the IFIR and frequency-response masking (FRM) technigues, the computational complexity is
largely reduced. However, these symmetric banks have relatively small number of bands at

middle frequencies and may not have sufficient resolutions for hearing loss compensation.

The preliminary results of matching capability for four types of filter bank are reported
in Figure 2-7. Each type of filter bank is normalized to have 18 bands and designed at the
sampling rate of 24 KHz. Then we evaluate the maximum matching error between the hearing
aid’s frequency response and the«18 amplification. targets prescribed by NAL-NL1. The
uniform filter bank has equal-space bands from 0 to. . It has a lower frequency resolution in
low frequencies so the matching error is large there. The: maximum matching error is up to
8.4dB. The symmetric filter bank has alower frequency resolution at middle frequencies. So,
it has maximum matching error of 6.2dB_at_middle frequencies. The critical-like filter bank
has a good match to the human hearing characteristics and the spacing is close to 1/3-octave
filter bank at the middle and high frequencies. The bands are equally spaced at low
frequencies, so it will have a larger error there. The maximum matching error is 3dB. Finally,
by the use of 1/3-octave filter bank the hearing aid response can perfectly match the
prescribed targets because the prescription formula calculates the prescriptions on 1/3-octave

frequencies.
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Figure 2-7 Matching capability. comparison for four types of filter bank

An 18-band 1/3-octave filter bank has been designed and implemented in [20]. This
work adopts the ANSI S1.11 standard base on-the fact-that the mostly used fitting formula
NAL-NL1 prescribes the target gains on_each-1/3-octave frequencies defined in the ANSI
S1.11 standard. As a result, the hearing aid’s magnitude response can have the best capability
to match any type of prescriptions by the use of ANSI S1.11 1/3-octave filter bank. The work
also makes use of the multistage IFIR and multi-rate techniques to largely reduce the
computational complexity (in terms of number of the multiplications per input sample). The
complexity-effective architecture saves about 96% of multiplications comparing that with a
straightforward FIR filter bank. However, the price this work pay is the long group delay
which is up to 78ms and will largely limit the usage of this design. We observe that the
unacceptable long group delay is due to the very sharp transition in lower frequency part of
ANSI S1.11 1/3-octave bands. Even using the straightforward FIR or IR to implement the

filter bank, there still have group delay up to 27 ms and this can not be shortening further.
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3 Low-DELAY FILTER BANK DESIGN

In this chapter, we propose a desigh method of 18-band 1/3-octave filter bank. The input
sampling rate is 24 KHz to cover the whole frequency range that have prescribed
amplification targets from NAL-NL1 fitting formula. Firstly, a quasi-ANSI S1.11 1/3-octave
specification is developed to reduce the group delay. Secondly, we present a systematic design
flow to design and optimize the FIR filter coefficients such that filter use minimized orders to
meet the specification. Thirdly, a matching-error optimization method is proposed. Finally, the
filter bank exploration results and verifications on various types of hearing loss will be

demonstrated.
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3.1 Quasi-ANSI S1.11 1/3-octave specification

The ANSI S1.11 standard is a specification for octave-band and fractional-octave-band
analog and digital filters. This standard provides performance requirements for analog,
sampled-data, and digital implementations of band-pass filters that comprise a filter set or
spectrum analyzer for acoustical measurements. The extent of the pass-band region of a
filter's relative attenuation characteristic is a constant percentage of the mid-band frequency

for all filters.

ANSI S1.11 1/3-octave specification defines 43 bands in the 0 ~ 20 KHz frequency

range. Each band is specified by its mid-band frequency f_and the bandwidth Af. The

mid-band frequency of nth band is defined as
() =29 300 < f; (3-1)

where f, is the reference frequency and set to 1 KHz. For example, the mid-band frequency
of the 22" 1/3-octave band f,(22) is 160 Hz and the mid-band frequency of 39" band f,(39) is

8 KHz. We donate the lower and upper band-edge as f, and f, where

1

— 1
f(n)=f,(x2® and f,(n)=f, (N)x2® (3-2)

Then the bandwidth is defined between two band-edge frequencies

Af (n) = f,(n) = f,(n). (3-3)
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Figure 3-1 Magnitude response limitation in ANSI S1.11 1/3-octave standard

Furthermore, Figure 3-1 (a) illustrates the magnitude specification for the nth 1/3-octave
band, where maxA(w) and minA(w) describe the detail limits on the maximum and minimum
attenuation of nth filter respectively. As-shown-in Figure 3-1, the pass-band ripple is allowed

to be less than or equal to 1-dB, while the filter should have at least 60dB attenuation at

frequencies smaller than 27*"f  and at frequencies greater than2*'° f_.

Based on the fact that the ANSI S1.11 1/3-octave filter bank is exponentially spaced in
frequency domain, the frequency resolution will become two times higher every three bands.
Bands are very narrow in low frequencies so we must use up to thousands of orders to design
filter coefficients to meet the ANSI S1.11 1/3-octave standard. The group delay is a useful
measure of time distortion, and is calculated by differentiating the phase response versus
frequency. In other words, group delay is a measure of the slope of the filter’s phase response.
A simpler way to calculate the group delay of linear phase FIR filter is that the group delay is

equal to half of orders. The group delay in seconds can be calculate by equation (3-4)

group delay = order 3-4
2*sampling rate (3-4)

The FIR filter design in [20] adopts the optimal equiripple design method, i.e.
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Parks-McClellan algorithm. But it still require 1488 orders in the lowest frequency band to
meet the ANSI S1.11 1/3-octave filter bank standard. The sampling rate in [20] is 24 KHz. So
we can calculate the group delay which is up 31ms, and is much larger then 10 ms. This fact
also largely limits the applications of ANSI S1.11 1/3-octave filter bank in digital hearing aids.
But ANSI S1.11 is still a good reference 1/3-octave filter bank specification because
well-known hearing aid prescription formula NAL-NL1 also prescribes the amplification
targets on each 1/3-octave frequencies defined in the ANSI S1.11 standard. As a result, we
must slightly simplify the ANSI S1.11 1/3-octave filter bank specification at which the band’s

group delay is larger then 10ms.

Remember that a useful formula derived experimentally by Kaiser [21] can be used to

estimate the order of filter designed:by Parks-McClellan algorithm.

~10l0g4 (6,5, )13
2.324 x\W

(3-5)

where ¢, and § s are the pass-band.ripple and stop-band attenuation respectively and the W
is the transition bandwidth. From equation (3-4) and (3-5) we can derive that the group delay
of Parks-McClellan filter is linear proportionally to the transition bandwidth. The pass-band

ripple and stop-band attenuation seem to be less sensitive to order by comparison.

We propose a quasi-ANSI S1.11 1/3-octave filter design flow, which is outlined in Figure
3-2. The quasi-ANSI S1.11 1/3-octave filter has wider transition bandwidth then origin filter

at low frequencies such that the group delay requirement is satisfied.
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Figure 3-2 Quasi-ANSI S1.11 1/3-octave filter bank design flow

The development of quasi-ANSI S1.11 specification is conducted as follows. As depicted in
Figure 3-3 (b), the magnitude response specification of maxA(w) is kept unchanged. Then we
stretch the minA(w) specification by a factor k for the bands whose group delay are larger than
10 ms. The constraint on transition region will be released but the stop-band attenuation is
still constrained to have more than 60dB and the pass-band ripple is still constrained to be less
than 1dB. So, the limitation on the pass-band is without any degradation. The thing we do is
to stretch the transition bandwidth specification such that the filter’s transition slope is flatter

and reduce the group delay to below 10ms.

Then an exploration method will be described in Section 3.2. We propose an algorithm to

explore the feasible solutions such that the filter meets the specification and the filter order is
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minimized. A matching error optimization method is developed and described in Section 3.3.
By finding the optimal insertion gains of each band, we can minimize the maximum matching

error between the hearing aid response and the prescriptions.
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Figure 3-3 (a) Magnitude response limitation in ANSI S1.11 1/3-octave standard
(b) Quasi-ANSI S1.11 1/3-octave specification

3.2 Filter coefficient design

To reduce the group delay as well as the computational complexity in filter, the orders of
each filter should be determined as small as possible. We apply the widely-used
Parks-McClellan algorithm to design the coefficients of each filter. Parks-McClellan
algorithm is an optimum equiripple FIR design method [22]. The design parameters dy, Js, fs1,

fso, fp1, and fy, of the band-pass filter are depicted in Figure 3-4 where 6, and Js are pass-band
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ripple and stop-band attenuation respectively. fs; and fs, are stop-band bandage frequencies. fy:

and fy, are pass-band bandage frequencies.
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Figure 3-4 Parameters for designing band-pass filter

Nevertheless, it is not straightforward to find the lowest-order filter such that the filter
response satisfies the specification. So, we propose a filter coefficient design flow to design

the filter as shown in Figure 3-5.
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Figure 3-5 Filter coefficient design flow

According to the specification we set J, = 1dB and Js = 60dB. Then in order to reduce

the exploration time, we estimate the transition width firstly. The transition width are defined
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by TW; = fy — fss and TW, = fs, — fpo. The estimation of TW, and TW, can be conducted as
follows. We decompose the band-pass specification into low-pass and high-pass specification.
Then design the low-pass filter (high-pass filter) that has maximum TW; (TW,) and satisfies
the low-pass (high-pass) specification. Note that the maximized transition width leads to the
minimized filter order. After we get the estimated transition width, we evaluate their
feasibility. That is, we explore the possible values of f;; and fs, respectively to verify that
whether there exists a band-pass filter meets the specification. If the transition width TW; and
TW; are not feasible, it will be decreased by 5% each time alternately until the band-pass filter

meet the specification.

3.3 Minimize the matching-error

In hearing aid system, gain changes dynamically to satisfy different hearing loss people.
ANSI S1.11 filter bank use the sharp transition to prevent the alias between neighbor bands.
When fitting the hearing aid to'match. the prescriptions, an intuitive configuring method is to
choose the prescribed gains as insertion gain-of each sub-band. But the filter bank is not ideal,
there are aliasing between bands. The insertion gain on one band will affect the others more or
less depends on the amount of attenuation on the other bands. Because the quasi-ANSI S1.11
filter bank have flatter transition bandwidth in low frequencies, the aliasing is heavier
between two neighbor bands, the insertion gains may affect neighbor frequencies. It will

become more difficult to configure the hearing aid matching the prescriptive gains.

There have better choices for the insertion gains. We develop a configuration generator
which can generate the configurations like insertion gains such that the hearing aid’s overall
response can best match the prescriptions. The aliasing between bands are taken into
consideration and compensated properly. By choosing the suitable insertion gains, the

matching error can be minimized.
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Firstly, we formula the matching error of mth prescribed gain as equation (3-6)

Em = 20|09(| I:)m _iAn,mGn |j (3'6)

where the amplitude of the mth prescribed gain is represented by P, wherem=1, 2, 3, ..., 18.
Similarly define the amplitude response of filter bank as A, n, where represent the amplitude of

nth band at the frequency of mth prescribed gain. Let G, denotes the amplitude of nth

18
insertion gain. Then ZAWGn represent the amplitude at the frequency of mth prescribed

n=1

gains. So, we can derive the mth matching error E, to the mth prescribed gain.

Secondly, by using the minimization function called fmincon in MATLAB, we can find
the optimal insertion gains G, such that.the maximum matching error of Ey, is minimal. The

syntax of fmincon is described.in equation (3-7)
[G, error] =fmincon(objfun, xs, LB, UB) (3-7)

where objfun is the objective function and equal to max(Ey,) and Ep, is the matching error of
mth prescribed gain derived in equation (3-6). The initial condition value of insertion gains
can be assigned by setting the xs. We set the initial value of insertion gains as prescribed gains.
The LB and UB represent the lower and upper bound of insertion gains. Finally, the optimized
insertion gains for each sub-band can be found and save to G. The error is save the maximum

error to all prescribed gains.

3.4 Result & verifications

We evaluate the group delay and the maximum matching error with respect to different

stretch factor k as reported in Table 3-1. With the increasing stretch factor k, the transition

27



bandwidth increase gradually and the group delay decreases from 27.3 ms to 9.4 ms. Notice
that when the stretch factor goes from 1.2 to 1.4, the group delay is unchanged. This is
because when the stretch factor is larger then 1.2, the stop-band frequency of the
lowest-frequency band intersects the zero point. We only can stretch the transition bandwidth
when the stop-band frequency is a positive value. Besides, the maximum matching error of
prescribed targets increases from 0.8 dB to 7.1 dB. But after applying the matching-error
optimization method, matching error only increase from 0dB to 2dB. Note that a feasible
solution is found for stretch factor k larger than 0.8. The filter bank satisfy the group delay

(smaller then 10 ms) and maximum error (smaller then 3dB) constraint.

Table 3-1 Group delay & matching error with respect to k

Matching error (dB)

Stretch factor k g ?roup inal with error
elay (ms)|. origina reduction

0.0 27.3 0.8 0.0
0.2 21.6 1.1 0.0
0.4 17.0 1.5 0.8
0.6 13.4 2.4 1.4
0.8 10.0 3.3 1.5
1.0 9.8 4.2 1.5
1.2 9.4 5.7 1.9
1.4 9.4 7.1 2.0

The magnitude response of the quasi-ANSI S1.11 1/3-octave filter bank is depicted in
Figure 3-6 and Figure 3-7. The bands in lower frequencies have a wider transition bandwidth
to reduce the group delay. Besides, only the nine lowest-frequency bands have been modified,
the other bands which are located at the frequencies larger then 1000Hz still satisfy the ANSI

S1.11 1/3-octave standard.
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Figure 3-6 Magnitude response of quasi-ANSI S1.11 1/3-octave filter bank
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Figure 3-7 Magnitude response comparison between (a) ANSI S1.11 1/3-octave filter bank
(b) quasi-ANSI S1.11 1/3-octave filter bank

We use the quasi-ANSI S1.11 1/3-octave filter bank to match the prescriptions from
NAL-NL1 of three different type of hearing loss as shown in Figure 3-8 ~ Figure 3-10. Firstly,

the audiogram in Figure 3-8 is the most common type of hearing loss called presbycusis type
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which is the hearing loss due to aging. The hearing loss will increase with the frequency. The
maximum matching error of the 18 prescribed amplification target is 0.4dB. Secondly, the
hearing loss in Figure 3-9 increases with the frequency decreases which is contrary to
presbycusis type. Moreover, the hearing loss in Figure 3-10 is a severe hearing loss and is
almost flat across all the frequencies. Because the difference of the adjacent prescribed gains

is larger then the two cases before, this case is more difficult to match. The matching error is

1.5dB in this case and is still small then 3dB.
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Figure 3-8 Matching result for hearing loss due to aging
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Figure 3-9 Matching result for rising hearing loss
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Figure 3-10 Matching result for severe flat hearing loss

In order to evaluate the matching capability of the proposed filter bank, we are going to
examine it using various hearing loss audiograms. The results are illustrated in Figure 3-11 ~
Figure 3-16. These audiograms are..downloaded. from the Independent Hearing Aid
Information which is a public.service by Hearing Alliance of America. [23] These audiograms
are also adopted in [18] to verify the matching capability. But the work in [18] is trying to
match the audiograms itself not the prescriptions.We think that we can compensate the
hearing loss more properly by matching the prescriptions to the hearing loss. If we fitting our
hearing aid to match the audiograms, it may have the amplification exceed actually what
hearing loss people need. Moreover, matching the audiograms is easier due to less
amplification targets. Even through it is more difficult to match the prescriptions, the
matching results show that the proposed filter bank can have a much smaller matching error

compared to the filter bank design in [18].

In the following, the hearing loss levels are defined as described in Figure 2-2 and

summarized as follows.
= Normal hearing: 0 ~ 19 dB
m  Mild hearing loss: 20 ~ 39 dB
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m Moderate hearing loss: 40 ~ 59 dB
m Severe hearing loss: 60 ~ 89 dB
m Profound hearing loss: 90 + dB

Figure 3-11 shows an audiogram with mild hearing loss around frequency 4 KHz. Such
kind of hearing loss results probably from diseases or career injury. People can not hear most
consonants and will have severe trouble in noisy environments. The maximum matching error
is 0.2 dB, while that in [18] is about 8 dB after optimization. Therefore the maximum

matching error is considerably reduced.
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Figure 3-11 Matching result for mild hearing loss at 4 KHz

Figure 3-12 shows an audiogram with mild hearing loss in the whole frequencies.
People with such kind of hearing loss have difficulties in hearing most vowels and consonants
and will have more trouble in noisy conditions. The maximum matching error is 0.2 dB,
whereas that in [18] is about 3.5 dB after gain optimization. The matching accuracy is higher

than that in [18].
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Figure 3-12 Matching result for mild hearing loss in whole frequencies

Figure 3-13 shows an audiogram with mild to moderate hearing loss at low frequencies
and mild hearing loss at high frequencies. The primary effect will be a loss of overall loudness
because most vowels cannot be heard.-Very close distance conversations may be necessary.

The maximum matching error is 0.1 dB; whereas that in [18] is about 2.5 dB after gain

optimization.
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Figure 3-13 Matching result for mild to moderate hearing loss in low frequencies

Figure 3-14 again shows a most common type of hearing loss which is due to aging and
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has moderate to profound hearing loss at middle to high frequencies. As the frequency
becomes higher, the hearing impaired has higher hearing loss. The sensitivity at low
frequencies is relatively good to get some vowel information and know that someone is
talking. However, the loss of too many consonants will make one unable to distinguish one
word from another. The maximum error is 0.3 dB, whereas that in [18] is about 8 dB after

optimization. The matching error is significantly reduced.
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Figure 3-14 Matching result for hearing loss due to aging

Figure 3-15 shows a type of hearing loss which is common seen in older workers in
noisy industries and has severe hearing loss in middle to high frequencies. It is generally due
to the effects of too much noise for too many years on the inner ear and related structures.
Note that in the lower frequencies, the hearing sensitivity is good enough to give some vowel
information. However, the high hearing loss in high frequency leads to miss so many
consonants and may have a large problem distinguishing one word from another. The
maximum error is 0.6 dB, whereas that in [18] is about 8 dB after optimization. The matching

error is significantly reduced.
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Figure 3-15 Matching result for hearing loss

Figure 3-16 shows an audiogram with severe to profound hearing loss at all frequencies,
where almost all hearing thresholds are around 90 dB. Because the hearing loss is severe to
profound, the prescribed gains. are very large and change largely between two gains. It is
difficult to match all of the amplification targets. The maximum error is 2.5 dB. It is well

known that people are not sensitive to a matching error below 3 dB, so the matching result is

satisfactory.
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Figure 3-16 Matching result for hearing loss

35






4 |IMPLEMENTATION RESULTS

We exploit the natural property of 1/3-octave filter bank to design a complexity-effective
architecture by the use of multirate & interpolated finite-impulse response (IFIR) techniques.
We fold our filter bank into an-architecture using-only one filter to reduce the complexity. To
avoid the computation conflicts or stalls, the-scheduling method is also provided to minimize
the required storage elements. Besides, we apply some low-power techniques to reduce the

power consumption.
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4.1 Complexity-effective architecture design

FIR digital filters are well known to have some desirable properties like stability and
linear phase response. The main drawback of it is the large mount of arithmetic operations
needed in implementation, especially for the filters with narrow transition bandwidth. In order
to cope with the computational complexity of sharp narrowband FIR filters, the interpolated

finite-impulse response (IFIR) filter technique is introduced [24].
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Figure 4-1 IFIR implementation of H(z) (frequency domain)

Suppose the band-pass filter H(z) with the specification [dp, s, fs1, fs2, fp1, fp2] as
described in Figure 3-4. The basic IFIR structure can be composed of an image suppression
filter 1(z) and a model filter G(z) where L is the interpolation factor. IFIR filter is to implement
the filter H(z) as a cascade of two FIR sections which are 1(z) and G(z") as described in Figure
4-1. G(z") is produced from G(z). The impulse response of G(z") is formed by interpolating

the impulse response of G(z) by a factor L and padded with zero. Figure 4-2 illustrates the
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relationship between G(z), G(z%), 1(z) and H(z) in time domain for a interpolation factor of 2.
From the view of hardware implementation, G(z") is formed by using L storage elements to
replace the original single storage element in G(z). Besides, 1(z) is a image suppressor. In
frequency domain analysis, G(z") has a periodic frequency response at high frequencies called
image terms with period 2z/L. The task of 1(z) is to suppress the unwanted image terms of
basic pass-band filter at higher frequencies. In time domain analysis, the meaning of the
cascaded 1(z) and G(z") is that 1(z) try to “fill in” the expected value of impulse response to
G(z") in stead of “filling in” zero which will generates high frequency image, as described in

Figure 4-2.
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Figure 4-2 IFIR implementation of H(z) (time domain)

Observe that if we increase the interpolation factor L the computational complexity (in
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terms of multiplications per sample) of G(z) will decrease and the complexity of 1(z) will
increase. There exists an optimal interpolation factor L such that the complexity of H(z) is
minimized. We can evaluate this value through some analytical derivation as follows. Suppose
the band-pass filter H(z) with the specification [y, Js, fs1, fs2, fp1, fp2] as described in Figure 3-4.
Rely on the order estimation formula of Kaiser [21], we can estimate the order of optimal

equaripple FIR filter which is designed by using Park-McClellan algorithm.

_ -10log,,(,6,)-13  D(s,.5,)
O 2324xW W

(4-1)

Besides, by exploiting the symmetry property of linear phase FIR filter, the number of
multiplications per input sample can be approximate by N/2. Hence, the total number of

multiplications per sample of H(z) can be expressed as(4-2)

(4-2)

where Ny is the order of G(z) and N; is the order of I(z). The terms L(f,—f,) and

(ZTﬁ_ fszj— f,, are the minimum transition bandwidth of G(z) and I(z) respectively. The

pass-band ripple is estimated to be roughly half of the desired ripple specification. Finally, we
can evaluate the complexity for all possible integer values of L to obtain the optimal

interpolation factor for each filter.

With carefully selecting the interpolation factor L and choosing the best method to
implement each band’s filter, there will be an optimum IFIR filter design with minimum

hardware complexity. The price paid for these reductions is only a slight increase in the
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number of delay elements as compared with direct implementation.

For example, we use the IFIR technique described above to design the lowest frequency

band. Let the band-pass filter specification is as follows.

fu=149Hz  f,=10Hz &, =1dB
(4-3)

f,=168Hz f,=300Hz &, =60dB

A conventional linear-phase Parks-McClellan linear phase FIR filter design requires orders up
to 368. It requires 189 multiplications per input sample and 368 storage elements to buffer the
input sample. After using the IFIR filter implementation method, it only requires 33
multiplications per input sample and the required storage elements slightly increase to 388.
The exploration of the computational complexity (in terms of multiplications per sample) with
respect to different L is shown in Figure 4-3. With the increasing of the interpolation factor L
the computational complexity of G(z) will largely decrease at the beginning and the
complexity of 1(z) will increase gradually. Finally, we can implement the filter with optimal
IFIR filter structure. That is, when the interpolation factor is equal to 10, the filter will have
minimum hardware complexity. The detail value for each interpolation factor is listed in Table

4-1.
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Figure 4-3 Explore the optimal L for IFIR filter implementation

Interpolation factor L

Table 4-1 Computational complexity (multiplications per sample) with different L

L 2 3 4 5 6 7 8

# mult. of G(2) 90 59 44 36 30 25 22
# mult. of 1(z) 1 4 5 7 8 10 11
# mult. of H(z) 91 63 49 43 38 35 33
order of H(z) 362 362 362 374 376 370 374
L 9 10 11 12 13 14 15

# mult. of G(2) 20 18 16 15 14 13 12
# mult. of 1(2) 13 14 16 20 24 27 30
# mult. of H(z) 33 32 32 35 38 40 42
order of H(z) 386 388 384 396 412 418 420

In addition to the IFIR implementation method, we also exploit the multirate processing
technique. Multirate means multiple data rates and it offers many advantages, such as reduced

computational complexity for a given task, reduced transmission rate, and reduced storage
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requirement. Broadly speaking, if the filter is band-limit and its stop-band frequency is lower
then /M, we can down-sample the filter by a factor of M to reduce the data rate. The M is
called decimation rate. Ones the data rate is reduced, the computational complexity
(multiplications per sample) are reduced. The filter can process the input sample once upon
every M sample. By the theory of multirate systems [24], a synthesis bank with up-sampler
and interpolation filter is necessary. The task of interpolation filter is to suppress the image
terms in higher frequencies after the signal is up-sampled. So, the price needs to pay is the
cost of the interpolation filter in synthesis bank. The interpolation filter will contribute extra
computational complexity. This is a trade-off between analysis bank and synthesis bank.
When the decimation factor M increase, we have a lower data rate and can save more
computational complexity in the analysis bank. But when the decimation factor M increase,
we need an interpolation filter- with_narrower transition bandwidth and so have larger

computational complexity in the synthesis bank:

Considering the architecture shown in Figlire 4-4 (a), the cascaded I(z) and G(z") is the
IFIR implementation architecture described before. Then by the noble identity of the theory of
multirate systems, we can derive the architecture in Figure 4-4 (b). Because the data rate is
down-sampled by a factor M, the filter G(z) can process the sample once for every M sample.
More over, G(z) only need to buffer one sample from Ia(z) for every M sample. As a result,

not only the computational complexity but also the storage elements are reduced.
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Figure 4-4 Illustrations of multirate IFIR architecture and noble identity

Use the similar method in equation (4-2), we can derive the total number of

multiplications per sample of the system in Figure 4-4 (b) as follows

#Mult = c N, N
2 2
S 1 1 1 (“-4)
=—xD| —,5; |x + +
3 O )| Tl Bl 2y e (27 Y
L s2 p2 M s2 p2

When we increase the interpolation factor L, we have a lower computational complexity of G
and a larger computational complexity of Nya. Like wise, when we increase the down-sample
factor M, we have a lower computational complexity of G and a larger computational

complexity of Nis.

For example, we use the IFIR and multirate technique to implement the filter with
specification shown in equation (4-3). The exploration in order to entirely make use of the
down-sample factor M, we set the down-sample factor equal to the interpolation factor L. The

results are as shown in Figure 4-5.
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Figure 4-5 Illustrations of- multirate IFIR architecture and noble identity

With the increasing of the interpolation and down-sample factor, the computational
complexity of G(z) will largely decrease at the beginning and the complexity of 1(z) will
increase gradually. Note that the 1a(z) and the Is(z) are the same due to the same factor of
interpolation and decimation. Finally, we can implement the filter with optimal IFIR and
multirate structure. That is, when the factor is equal to 4, the filter will have minimum
hardware complexity. The complexity comparison with the directly implementation method is
shown in Table 4-2. The number of multiplications per sample is saved by 88%. The number

of storage elements which are used in delay line is saved by 73%.

Table 4-2 Complexity comparison with directly implementation

direct FIR + IFIR + multirate
# multiplications 189 32 23
# storage elements 368 384 100

Now we use the IFIR and multirate implementation technique to realize 18 filters with
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the specification found in Section 3.2. The optimal interpolation and down-sample factor of

each band is reported in Figure 4-6.
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The final complexity-effective architecture of the analysis bank and the synthesis bank is
depicted in Figure 4-7. Note that the factor is the same from band; to band;, and the image
suppressor can be shared to further reduce the computational complexity. Besides, the band;,
will pose the strictest constraints on designing image suppressor among the twelve filters. So,

we only need to consider the constraint of bandi, when we design Ia2 and Is;.

The complexity comparison of the three 1/3-octave filter bank implementation is
reported in Table 4-3. Compared to the direct implementation in [20], the proposed filter bank
architecture achieves a 93% reduction in the multiplications per sample and a 74% reduction
in the usage of the storage elements. Compared to the iterative-architecture implementation in
[20], although the proposed filter bank have a 60% increasing in the multiplications per
sample, the usage of the storage«elements 1s saved by 85%. Because the delay of the
iterative-architecture 1/3-octave filter bank-is up to 78ms; it needs a lot of storage elements to

synchronize the delay between -bands.

Table 4-3 Complexity comparison of three 1/3-octave filter bank implementation

# multiplications per sample # storage elements
analysis | synthesis total analysis | synthesis total
Direct implement [20] 3144 0 3144 1308 641 1949
Iterative architecture [20] 120 20 140 246 3060 3306
Proposed 208 16 224 192 310 502

4.2 Hardware implementation

For an area-efficient implementation, we fold the complexity-effective architecture in
Figure 4-7 and use only one filter computing module to do the filtering of 18-band filter.
The hardware architecture of the proposed filter bank is shown in Figure 4-8 which is consist

of three modules: system controller (sys_ctrl), register module (reg), and filter unit (filter).

47



The hardware is designed to operate at 24KHz sampling rate with 16-bit wordlength. In
addition to the clock (clk) and reset (rst) signals, the input and output have its own valid
signal (in_valid & out_valid) to hand shake with other module.

in_valid
data_in[15:0]

7 out_valid
| data_out[15:0]

vy

anabank

in_valid in_oct[2:0] ~ coefl[15:0] 7 out_valid
do_oct[2:0] .-
data[15:0] . ata_out[15:0]
sys_ctrl filter
i 2
—> —>

data_wb[15:0]

Figure 4-8 Hardware architecture of the proposed filter bank

The system controller coordinates the data flow according to the scheduling and handles
the input interface. The register module contains two parts: the coefficient memory and the
data register. Coefficient memory stores the coefficients of the 18-band filter. Data register
contains three delay lines to buffer the input signals from system controller or write-back
signals (data_wb) from filter module. The filter module will load the 25 coefficients and the
49 buffered data simultaneously in one cycle and compute the result of a 49-taps sub-filter. If
the output of filter module is an intermediate signal, the data will be sent to data_whb and then

buffered by delay line in register module.

The proposed quasi-ANSI S1.11 1/3-octave filter bank contains 20 sub-filters and has
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architecture as illustrated in Figure 4-7. For an area-efficient implementation, we fold the
whole architecture. The folded architecture only use a filter computing unit which is
composed of 25 multipliers. However, the using of folded architecture arises the scheduling
problem. In order to prevent the stalls or conflicts between each sub-band filter, we must
schedule properly each computation. The computation scheduling of our filter bank is
described in Figure 4-9. Each time slot represents the number of input sample from 0 to 7.
The colored circle stands for the computing of filters. For example, we need to compute the
yellow, orange and gray circles (i.e. la1-2, Gig-13 and Gg-g) when the first input sample is
coming and it will need 12 cycles to finish all computation. The allocation of each colored
circle is based on the idea that we want to balance the computational loading among each
input sample. Because the data rate«is' different, we can schedule the computation in an
interleaved manner. Firstly, we need to.compute I & Gis-16 every sample. Secondly, Gis-13 IS
computed every two samples.andis allocated at the sample 0, 2, 4 and 6. Thirdly, Gi,-19 is
computed every four samples‘and is interleave allocated at the sample 1 and 5. Note that if we
schedule Gi,-10 at the sample 0 and 4, we will have an unbalanced computation loading and
need a higher operating frequency. Finally, the data rate of G- is decimated by 4 and only
need to do the computations every four samples. We divide Gg-; into four group and
interleaved schedules them. Because the Gg-; have larger tap length, we need to spend two
cycles to finish the filtering of each filter. By the interleaved scheduling, we only need 12
clock cycles per sample to finish 18-band filters” computation. At the 24 KHz sampling rate,

we only need an operating frequency of 288 KHz to achieve real-time filtering.
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4.3 Result comparisons

This section describes the implementation results of the proposed filter bank design and
the comparisons between other reported related works.-We use PrimePower to do the gate

level simulation to evaluate the power consumption.

Table 4-4 summarizes the comparisons between the proposed designs and other reported
filter banks in the literature. Note that there is relatively less number of bands in [14] and [16]
respectively. The power performance of the filter banks may greatly increase if more bands
are necessary. Moreover, the filter bank in [16] only has 40dB attenuation. The attenuation is
usually required to have at least 60dB. Furthermore, the design in [14] and [17] operate at 16
KHz sampling rate, so the highest-frequency band-pass filter can not cover the frequency of 8
KHz which has a prescribed amplification target on it. On the other hand, the design in [17] is
complicated, which implements each of the 16 bands with a 109-tap FIR filter. For the
purpose of fair comparison within different process technologies, we normalize the power

with respect to the sampling rate, the process, the square of supply voltage, as well as the
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number of filter bands as described in equation (4-5)
P

24000 0.09 1.0 18 &
normalized — Power x . X X X (4-5)
sampling rate process) \VDD #bands

As shown in Table 4-4, we conclude that the proposed 1/3-octave filter bank is the most

low power design except the design in [20] and [16]. But the stop-band attenuation in [16] is
only 40dB which is much smaller then 60dB stop-band attenuation in other works. Besides,
the price the work [20] pay is the long group delay which is up to 78ms and it will largely
limit the application of the design. More over, the synthesis bank in [20] will need a lot of

memory to synchronize the delay between bands.

Table 4-4 Power comparisons of filterbank for hearing aids

# bands Sampling} Process | . Supply | Power [P_normalized
rate (Hz2)| (um) | voltage (V)| (W) (LW)
[16] 7 20K 0.70 1.55 471 77
[14] 8 16K 0.18 1.60 316 208
[17] 16 16K 0.35 1.10 341 122
[20] 18 24K 0.13 0.60/1.20 87 41
Proposed 18 24K 0.09 1.20 104 104

Table 4-5 Overall comparison between [20] & proposed design

Max. matching| Group delay | Power

error (dB) (ms) (LW)

[20] 0.0 78 185
Proposed 1.5 10 139

We re-implement the filter bank design of [20] (without the voltage scaling design) by
using the UMC 90nm high-V; cell library. The comparison of maximum matching error,
group delay and the power consumption (analysis bank + synthesis bank) is reported in Table
4-5. Compared with [20], the proposed 1/3-octave filter bank has the advantages of low group
delay and low power when take synthesis bank into considerations. There are only slight and

acceptable degradation in matching capability as verified in Section 3.4.
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5 CONCLUSIONS

This thesis addresses the low-delay low-power filter bank design for advanced digital
hearing aids. Due to the high group delay and the high computation complexity, the standard
ANSI S1.11 1/3-octave bank is rarely adopted in the literatures, even though it has the
advantage of good matching to the famous prescription formula NAL-NL1 and the human

hearing characteristics.

We develop a quasi-ANSI S1.11 1/3-octave filter bank design method to meet the group
delay constraint. The group delay is largely reduced from 78ms to 10ms compared with the
ANSI S1.11 1/3-octave filter bank design in [20]. We also proposed an error minimization
method such that the matching capability only has slight and acceptable degradation. The

maximum matching error only slightly increases from 0dB to 1.5dB in worst case.

Complexity-effective filter bank architecture is designed by using the IFIR and multirate

technique. The implementation of 18-band quasi-ANSI S1.11 1/3-octave filter bank needs
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only 7% of multiplications and 26% of storage elements of a straightforward parallel FIR
filter bank. We also investigate and apply some lower-power VLSI techniques such as the
clock gating and polyphase implementation to save the power consumption. The 18-band
quasi-ANSI S1.11 1/3-octave filter bank has been implemented in UMC 90nm CMOS
technology. The design consumes only 104uW for processing 18-band, 24 KHz audio signal.
The proposed filter bank is 10ms-group-delay, low-power, and being able to precisely

matching the prescribed gains generated by the widely used NAL-NL1 formula.

Our future work is trying to further reduce the power consumption by any other
optimizations. For example, we can achieve further power saving by applying voltage scaling
technique for two reasons. Firstly, our filter’s delay line is implemented with register chains
instead of memory generated from memory compiler.in which the supply voltage is fixed. On
the other hand, the lower supply voltage will -cause. the circuits operating slower then origin.
The timing slack of our design is large because the operating frequency is only about 300

KHz in our design and will be benefit to apply voltage scaling technique.
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