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Abstract

ECC codes generally require the selection of a flexible coding rate to meet
different channel characteristics. In‘addition, the-high.code rate schemes are required
to increase channel efficiency for high throughput systems. Since conventional turbo
decoders in high code rate usually apply high radix trellis structure, the complexity of
trellis increases exponentially as the code rate rises. In this thesis, we introduce the
reciprocal dual trellis to reduce the trellis complexity for high code rate. The sign
magnitude representation is introduced to lower the hardware complexity. We apply
puncture methodology to turbo code of WCDMA to generate different code rates.
After investigate four code rates 1/3, 1/2, 2/3, 4/5 of punctured turbo codes, the
simulations results reveal that the performance can be improved by using lower code
rate.

The synthesis results of the four code rate SISO decoders show that there is a

moderate increase of logic gates as code rate rises. Finally, a multiple code-rate turbo



decoder architecture using the reciprocal dual trellis is proposed. As the operating
code rate rises the throughput also increases. Fabricated by UMC CMOS 90nm 1P9M
process, the proposed decoder which contains 370K gates and 58kb storage elements

can achieve 101Mb/s with 80mW under code rate 4/5.
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Chapter 1

Introduction

1.1 Motivation

The fundamental block diagram of traditional digital communication system is illus-
trated in Fig. 1.1. The system transmit an-information source to a destination through
an unknown channel. Generally, the communication system is simplified to three compo-
nent parts which consists of transmitter,receiver, and channel. The transmitter includes
source encoder, channel encoder; and modulator;is used to transmit the information more
effectively and more reliably over unknowmn channels. Furthermore, the receiver will re-
verse the signal received by demodulater, channel deeoder, and source decoder. Since the
channel impairments such as noise, interference and distortion may cause the error in the
received signal, the channel encoder is used in the system in order to minimize the trans-
mission errors by adding certain redundancy to the source codeword. These redundant
bits can be used for error detecting and correcting. Thus, the channel coding eliminate
the effects of noise disturbances compared with an uncoded communication system.

However, most channel code schemes are not flexible and efficient for modern data
transmission. For videodata, some important parts must be well protected to ensure
reconstructed quality. Therefore, we can use more check bits to protect the important
part of videodata and use less check bits when transmit less important data. Further,
this encode manner can also apply to meet different channel situations. For example, we
can use more check bits when data will be transmit through a noisy channel and use less

check bits when transmit through better channel.
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Figure 1.1: Block diagram of digital communication system.

From the view of the communication-system, we integrate the features of data type
and channel to design a flexible channel decoder: Furthermore, we focus on turbo decoders
because it performs excellently on error correction ability. However, high code rate turbo
decoder design is a real challenge since the complexity of.its trellis structure. In this
thesis, we will apply another decoding con¢ept mentioned in Ref. [1] to slove this problem.
Furthermore, we try to apply various cede rates to.protect different kind of data and to
achieve unequal error protection. Finally, we want to design a multiple code rate and low

hardware complexity turbo decoders.

1.2 Thesis organization

This thesis consists of 6 chapters. In chapter 2, the concepts of several iterative de-
coding algorithms of turbo codes will be introduced. In chapter 3, we will apply puncture
tables to turbo codes of WCDMA system to achieve high code rate. Furthermore, the
simulation analysis and hardware architecture parameters are also described. Chapter
4 introduces the design of reciprocal dual trellis turbo decoder, including the hardware
architecture and characteristics of decoder. In chapter 5, the hardware implementation

result will be shown. Finally, the conclusions and future works are given in chapter 6.



Chapter 2

Turbo Code

The parallel concatenated convolutional code, also named turbo code, was invented
by C. Berrou, A. Glavieux, and P. Thitimajshima in 1993. It has been proved to have
a excellent performance near Shannon limit. The common turbo encoder is composed
of two recursive systematic convolutional code with, parallel concatenated and separate
by a pseudo random interleaver. «Turbo code.is adopted in 3GPP, 3GPP2, DVB-RCS
and WiMAX standards due to its-excellent error correction ability. In this chapter, turbo
decoding with original trellis and-reciprocal dual trellis will be introduced. The error floor

effect in turbo decoding and some decoding techniques will' also be interpreted.

2.1 Turbo principle

2.1.1 Encoder of turbo code

The turbo encoder is composed of two recursive systematic convolutional (RSC) en-
coders. Which are connected in parallel but separated by an interleaver. The block
diagram of the turbo encoder is illustrated in Fig. 2.1. Puncture table is used to select
the send bits or is an option to increase the data rate. In the first encoder, the information
bits are encoded to the systematic part ¢o(D) and the parity part ¢;(D); thus, c¢o(D) =
x(D). The second encoder encodes the bit stream z(D), which are the information bits
passing through the interleaver. However, the systematic part after interleaving (D) will

be not be send during transmission. Code rate of an encoder is defined:

R = (information bits in a codeword)/(total codeword bits).

3



RSC1 &

Puncture
Table OutStream

Interleaver

X(D) RSC2

Figure 2.1: Turbo encoder with puncture.

The following derivations for R, we do not consider the puncture table. Hence, the
OutStream in Fig. 2.1 is the codeword. Encoder 1 produces p; check bits and encoder
2 produced p, check bits, and the code rates are Ry and Ry, respectively. If there are k
information bits pass the turbo encoder and the overall turbo encoder code rate R can

be derived as :
k

C k4pitpe

And we substitue p; and ps by applying code rate equations of encoder 1 and encoder 2.

k k
= , R2:
ko py kDo

Ry

Finally, we can derive the code rate of the overall turbo encoder.

LS S )
R R, R, '

After encoding the information sequence, several terminating methods will be applied to
stop the encoding process. We briefly describe three terminating methods. First, the
simplest method is to truncate the information directly after encoded a block length.
Therefore, this terminating approach results some performance loss. The second method
is using dummy information bits at the end of the information sequence forcing registers
in the encoder back to all zero states. This approach will maintain decoding performance,
however, because of transmitting another dummy information bits, the code rate also
decreases. The third is tail-biting method. This method encodes information bits twice.

The first encoding procedure is aim to find the final register states in the encoder. The

4



second encoding procedure is the actual encoding, and the encoder starts at the state
which is the final state of first encoding procedure. Hence, tail-biting approach results
the end of the register not necessary to all zero. This method ensures the same error
protection as the second method mentioned above, but the code rate is not changed.
If the ending state of the decoding trellis was known, we can set initial condition more

precisely, and theoretically, the decoding performance can be improved.

2.1.2 Turbo interleaver

This is a process of rearranging the ordering of a data sequence in a one-to-one de-
terministic format. In turbo code, the interleaver such as in Fig. 2.2 is an essential
component for bit-error-rate performance. A proper coding gain can be achieved with
small memory encoders since the interleaver scrambles a long block input symbols. The
interleaver de-correlates the input symbol between two encoders, therefore, an iterative
decoding algorithm can be applied between-two component decoders. The performance
upper-bound corresponding to a tmiform random interléaver has been evaluated in [2].
Theoretically, the block size (V) of interleave increase; the.performance of bit-error-rate

is expected to get better, and the factor 1/N-salso called the interleaver gain.

Figure 2.2: Interleaver of turbo decoder.

2.1.3 Decoder of turbo code

A common iterative turbo decoder is shown in Fig. 2.3. Where r, is the received
systematic information, r,, is the received parity generated by the first component RSC
encoder, and 7,5 is also the received parity generated by the second component RSC
encoder. The iterative turbo decoding consists of two series constituent SISO (soft in

/ soft out) decoders, and are concatenated by the interleaver and de-interleaver. An



interleaver is used to permute the systematic information and delivers the scrambled data
into the second SISO decoder. During this iterative decoding procedure, each constituent
SISO delivers the output extrinsic L., which is the a priori L;, for the next constituent
SISO, therefore, L} = L?, and L? = L., after the interleaver or de-interleaver process.
Generally, the performance of bit-error-rate can be improved when the number of decoding
iteration increases, however, there is no obvious improvement if a threshold of the iteration

number has been reached.

Interleaver l
SISO | 1 L. 2 SISO —»{ Deinterleaver
Decoder B Interleaver |3 Decoder

1 T

1 2 Hard
L. L ar
oL Deinterleaver |€—== Decision

Figure 2.3: Conventional Turbe decoder.

2.1.4 FError floor effect

Although turbo coding provides an‘excellent performance, the bit-error-rate (BER)
certainly decrease quite slowly and almost saturate at high signal-to-noise ratio (SNR).
This phenomenon is due to relative small free distance of turbo codes and is called an error
floor [3]. Consider the relation of minimum free distance and the bit error probability in

turbo coding, which can be expressed by

E
P, x Q ( 2dfreeRﬁz> : (2.2)

where djye. is the minimum free distance of the codeword space, R is the code rate, and

Ey/Ny is the SNR.



2.2 Decoding algorithm

In turbo decoding algorithm, the maximum a posteriori probability (MAP) [4] algo-
rithm and soft-output Viterbi algorithm (SOVA) [5] are commonly applied for the SISO
decoders. Unlike the SOVA which uses maximum likelihood (ML) algorithm to minimize
the word error probability, whereas, the MAP algorithm exploits the information of code-
word to minimizes the symbol error probability. Therefoe, in this section, we will focus
on MAP algorithm, because it has been proved that the MAP algorithm is the optimal
decoding method for turbo codes compared with SOVA [6]. Moreover, some useful for
hardware implementation algorithm such as the Log MAP and Max-Log MAP will also
be introduced briefly. Finally, an effective decoding algorithm for high code rate will also
be introduced [7].

2.2.1 The MAP algorithm

The MAP decoding algorithm (also‘called as BOJRalgorithm), is introduced in 1974
by Bahl, Cocke, Jelinek, and Rayiv [4}-—For each transmitted information symbol wuy,
the MAP algorithm estimates its a posteriori probabilities (APP) based on the whole

received codeword sequence r over a discréte memoryless channel (DMC) and computes

the log-likelihood ratio (LLR), which\was defined as:

P(Ut = +1‘I‘)

L(wr) = Liwr) SI8¢ 5ro——5.

(2.3)

for 1 <t < N, where N is the received codeword length, and compares this value to a

zero threshold to determine the hard estimatimation of wu, :

+1, if L(u,) >0
ut = ’ ( t) (24)
—1, otherwise
As an example, a rate 1/2 memory order 2 RSC encoder and its state transition are
illustrated in Fig. 2.4. Note that the solid lines represent the state transitions correspond-
ing to an information bit u; of 4+1, while the dotted lines represent the state transitions

corresponding to an information bit u; of —1. Its decoding trellis diagram is shown in Fig.

2.5. In Fig. 2.5, the APP’s in (2.3) can be computed by the summation of state transition
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Figure 2.4: A rate 1/2 memory order 2 RSC encoder and its state transition diagram.

probabilities. Therefore, the equation can be further expressed as :

P(u; = +1|r
L(u;) = log PEuZ:——l;r;
— log >t myent P (Se—1 =m’, Sy = m]r)
Z(m',m)eB;1 P(SiLy=m/, S, = m|r)
— log z:(m',m)eB+1 P(S;_q=m,S; =m,r) 05
2 myeBy” P(Si_1 =m/S; =m,r)’

where P(S;_; = m/,S; = m,r) represents the joint probability of the existing transition
from S;_; at time t to S; at time ¢+ 1t B and B; ' is/the sets of (m’,m), denoted the
state transitions which are due todnput it u; = +1 andwu; = —1 respectively.

In order to compute the joint probability required for L(u;) in (2.5), we define the
following metrics equations:

Forward Path Computing o Backward Path Computing /3

Figure 2.5: The trellis diagram of the (2,1,2) RSC encoder.



e The forward recursion metric « :
ai(m) = P{S; = m,r}} (2.6)
e The backward recursion metric (3 :
Bi(m) = P{r;{3'[Sy = m} (2.7)
e The branch metric v :
Ye(m',m) = P{S; = m,r|S;_1 =m'} (2.8)
e The joint probability A :
Ae(m/;m) = P(S;_1 =m',S; =m,r) (2.9)

Since we assume the codeword sequence after encoding is transmitted through discrete

memoryless channel, the joint probability can be expressed as

Ai(m',m) = P(S;1 =m/, S; = m,ro rt,rﬁrll)

P(rﬁ_}l‘st,l = m/, St m ré 2 t) . P(St — m,Tt]St,l = m/,rffl) . P(St,1 = m I’é 1)
P

(rﬁr_11|5t =m) - P(8y= myreSe.h = m/ )" P(S;_1 = m/, r5 ).
(2.10)

Here, rf " represents the recéived codecotd sequence at-time instance 0 to t — 1, while
rﬁll is at time instance ¢ + 1 to the end of sequence. “The second equation of (2.10)
results from Bayes’ rule, and the third equation is-due to the Markov process in the state
transitions. Therefore, the joint probability defined in (2.9) can be expressed by terms of

(3.1.2), (3.1.2) and (2.8), hence (2.9) can be written as :

Ae(m/,m) = a1 (m') - v(m',;m) - By(m). (2.11)
Now we will derive the equations (3.1.2), (3.1.2) and (2.8) as follow:
a;(m) = P(S; =m,ry )

= Z (Sio1=m', S =m,r5 ™)

m/eS

= Z =m,ri1|Si—1 = m',t5?) - P(Sim = m/ 1 ?)

m/eS

= Z P(S; =m,r1|S;i1 =m) - P(Si_y =m/, v ?)

m/eS

= > aga(m) - w(m',m).

m/eS

(2.12)



Since that the registers of the encoder are all zero in the beginning of encoding process,

hence, the initial condition of oy are :
ap(0) =1, ay(m)=0 form #0 (2.13)
Similarly, we have
Bi(m) = P(r}3'|S: = m)
— Z P(Si1 =m/ )7t S: = m)

m'eS

= Z P(Si1 = m’,rtﬂ,rﬁgl, Sy =m) / P(S; =m)
m/eS

- Z P(rﬁél\stﬂ =m', 1141, St = m) - P(Spp1 = m/, re1]S = m)
m/eS

= Z P(rﬁ}l\&“ = m’) . P(StJrl = m/,rHl]St = m)

m/eS

- Z Yesr (m,m') - Brya (m)

m/eS

(2.14)

where S represent the set of all states. -If-the trellis of encoding finally converges to zero

state at £ = N — 1, the following.initial conditions of g; are::
On(0)=1, " Bn(m) =10 form.# 0 (2.15)

Note that in Fig. 2.5, the forward metric-e~and the backward metric § are computed
recursively in opposite direction, furthermore, the calculation of them requires the branch
metric first. Hence, for any existing transitions from state m’ to m in a trellis stage, the

branch transition probability 7,(m’, m) can be derived as :

Y(m',m) = P(Sy = m,r|Si—1 =m')
o P(Stfl = m/7 St =m, rt)

P(St—l == m/)
_ p(St,1 = m’, St = m) ] p(St,1 = m’, St = m,rt) (216)
P(St,1 = m’) p(St,1 = m’, St = m)

= P(St = m]St,l = m/) . P(?ﬂt’Stfl = m/, St = m)
= P(ug) - P(re|vy),

Note that P(uy) is the a-prior probability of u, and vy is the codeword associated with

the transition S;_; = m’ to S; = m corresponding to encoder input ;.

10



As a summary of the MAP algorithm, with computation of v;(m/, m) in (2.16), we can
derive o and 3 for each state at different time instances. As a result, the joint probability
in (2.11) is also available for ¢ = 0,1,--- , N — 1. The log-likelihood ratio L(u;) can be

calculated by
> myenit -1 (m) - y(m’,m) - Bi(m)

Z(m’,m)eBt_l at—l(m/) ’ Vt(m,7 m) ’ ﬁt(m)

L(uy) = log (2.17)

2.2.2 The Log-MAP and MAX-Log-MAP algorithm

The MAP algorithm requires large memory and a large number of operations involving
exponentiations and multiplications. The hardware realization of MAP decoder will be
quite complex and difficult. Therefore, the Log-MAP algorithm is proposed to solve this
problem. First, we transfer the branch metrics defined in the MAP algorithm to the

logarithmic domain; that is
Fe(m',m) == logrg(m’, m). (2.18)

Referring to (2.12) and (2.14), the forward path metric. oz can be expressed as

() = log aw(m)

S log Z e&t—l(m’)+’7t(m/7m)’ (219)
m/eS
and the backward path metric 3, can’be expressed as
Bt(m) = log (3;(m)
(2.20)

— log Z e:Yt-ﬁ-l(mvml)‘i’Bt-ﬁ-l(m/)'

m/'eS
Note that the initial conditions of path metrics also have changed, since all computations

work with the logarithm domain.

ap(0) =0, ay(m)=—oc0 form#0 (2.21)

Bn(0) =0, BN(m) =—oc0 form#0

After substituting (2.18), (2.19) and (2.20), the APP information L(4,) in (2.17) can be

rewritten as _
Z( , )€B+1 e@t—l(m')Jr'% (m/,m)+B(m)
m’ m p

L(u;) =lo = .
( t) : Z(m’,m)eBt_1 etmr(mtmlmlmGrm)

(2.22)

11



Considering the following Jocobian algorithm [§]

log (e’ 4 €%2) = max*(-)
— max(dy, 6) + log(1 + e[~ |) (2.23)
= max (01, 02) + fo(|02 — d1]).
where f.(-) is a compensation function and thus the performance can be improved. By a

recursive procedure of (2.23), the expression log(e® + €% + --- + ¢%) can be computed

exactly, as follows
log(€51 + 662 + -+ 66") = 10g(A + 65"), A = 651 4+ eén—l — 66
= max(log A, 5,) + fe([log A = d,]) (2.24)

Now we can use (2.23) to represent forward metrics in (2.19) and backward metrics in

(2.20) as

ay(m) = g%gé*{@t—l(m,) +Ylm!,m)}, (2.25)
and
Bi(m) = gl,g*{’?tﬂ () + Gia(m)}, (2.26)

Therefore, the (2.29) can be éxpressed as

L(t) = max *{alp@i@)y+5%0m',m) + 5:(m)}
(m/,m)GBzr1

(2.27)

= max a4 (m') +5(m',m) + Gi(m)}.

(m/,m)eB; !

The Log MAP algorithm, the (2.27), are considered to reduce the hardware complexity
comparing with MAP algorithm. However, some difficulty for hardware implementation
still exists since computing f.(-) also involves exponentiations and multiplications. This
problem can be solved by using a look up table, but this approach might result a little
bit-error rate degration and increase the size of hardware.

In order to further simplify the complexity, consider the approximation derived in
(2.28). As the approximation is used to reduce the complexity of the MAP algorithm,
the performance of the Max-Log MAP algorithm is sub-optimal.

log(e51 +e%2 4.4 65") ~ z‘e{Hllgan} ;. (2.28)
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Note that the term f.(-) is ignored in comparison with (2.24). Then we can simplify the

equation (2.22) as follows:

L(ug) = ( ,m?EXBH{dt_l(m/) + Y (m',m) + By(m)}

(2.29)

= max _{a_1(m) +5(m',m) + Bi(m)}.

(m’,m)EB;1
Therefore, compared with the MAP algorithm, the Max-Log-MAP algorithm utilizes
additions to replace the multiplications and avoids the complicated exponentiations. How-

ever, the performance would degrade because of the information loss in (2.28).

2.3 Decoding with reciprocal dual trellis

To meet the growing demand of high data rate at high bandwidth and power efficien-
cies, some researches have been focused on high code rate and their decoding algorithms
that are powerful in the view of correction-ability; yet reasonable complexity. However,
for high rate k/n convolutional code (n.—=k < k);the branch calculation in normal MAP
algorithm applying on trellis constructed by encoder polynomial is highly complicated
(Radix — 2’“). In such case, the-MAP algorithm working on the corresponding reciprocal
dual code’s trellis is less complexity (Radz’x £ 2""“) sinee the number of codeword in
reciprocal dual code space are less than.that of the.original code.

Decoding trellis shown as Fig. 2.5 can be treated as a linear block code. All of the
paths are possible codewords generated by one of the RSC encoder, and one can calculated
by other codewords. For example, for an (n = 3,k = 2) encoder with 2 registers and the
decoding trellis using original and reciprocal dual trellis are illustrate in Fig. 2.6. Each
state in reciprocal dual trellis is connected to 2 branches and that in original trellis is
connected to 4 branches. Thus, if interleaver length is fixed and k gets larger, this decoding
procedure seems to be difficult due to the complexity of original decoding trellis.

In [7], a new MAP decoding algorithm for high code rate convolutional codes using
reciprocal dual convolutional code is presented. The advantage of this approach is a
reduction of the computational complexity since the number of codewords to calculate is
decreased for code rate higher than 1/2. According to [7], the log-likelihood ratio of a

posterior probability L(u;) can be alternatively calculated by its reciprocal dual codewords

13



Encoder
state

e

Original decoding trellis Reciprocal dual trellis

Figure 2.6: Origianl trellis and reciprocal dual trellis comparison.
&, 1 < i <2VK that is

N-1 &t
2ereet g utanh (L(cjiy;) /2)™
&t TN-=-1 &L
2o ca=0) T =0 tanh (L (csiy5) /2)™

Note that at the rightest side of (2.30) is-the log-likelihood' ratio of extrinsic value L(1u;) :

L(w) = L(ci; y1) + log (2.30)

N-1 ek
Zé#—ecj‘ Hj:o,jﬂ tanh (L (¢j3y;) /2)™

L(u;) = log ~ _ (2.31)
L N1 s
2oz (TUEIT S s tanhL (5 ;) /2)™
where ¢ = (cg, c1, ..., cy_1) is a codeword of a.systematic block code C, ¢+ = (éé, &y, 61%771)

is a codeword of reciprocal dual code C of C, and y; refers to the matched filter output

associated with ¢;.

L (yjlcj) + L(cj), if ¢; is an information bit

L(cj3y;) = (2.32)

L (yilc;) . if ¢; is an parity check bit

Under an additive white Gaussian noise (AWGN) and has the varience 0? = Ny/(2FE,),

the term L (y;|c;) can be written as :

E; : : : :
L (yjle;) = 4F -y;, where Ny/(2E;) is the signal-to-noise ratio (2.33)
0

And L (¢;) ia the LLR of a prior probability, which is denoted :

P(c; =0)

L (c;) = log Pl = 1)

(2.34)
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2.3.1 Construct reciprocal dual trellis

In this section, we will introduce reciprocal dual trellis from some basic algebric prop-
erties of convolutional codes. A rate R = k/n convolutional encoder under the field

F = GF(2) generates codeword v; at time ¢

+ o

vi= (0, . v e B

and given u; = (u, ..., uf 1) are information bits. Sequences of u; and v, can be written

as
uD)=> wD' |, v(D)=) vD'
t=0 t=0

and the encoder can realize the mapping by the polynomial G(D) such that v(D) =
u(D)G(D).

The dual convolutional code C* of a convolutional code C' is a (n — k)-dimension
which consists of all code seqence v*(D) orthogonal to all v(D) € C. Hence, C* is a
(n,n — k) convolutional code generated by H with property G(D)H” (D) = 0.

With a code C, a reciprocal eonvelutional code. Chcan be obtained by substituting
D~! for D in G and by multiplying the j=th row with-D?? where 1 < j < k and d(j) is
the degree of the j—th row of G(ID). As a result, ¥(D) € € is equal to the time-reversed
sequence v(D™1).

We summarize the steps to construet.reciproeal-‘dual trellis for convolutional codes

when its encoder is given by G(D) :

1. Transfer G(D) to equivalent systematic encoder Gy,s(D) if G(D) is not systematic.

2. Apply the property G(D)H” (D) = 0 to find the corresponding parity check matrix
H(D).

3. Calculate the reciprocal polynomial of H(D), and denote it as H(D).

4. The reciprocal dual trellis of G(D) can be constructed by using H(D).

Here, we show an example. A rate 2/3 convolutional code C' is described by the

nonsystematic polynomial generator matrix

1+D D 1+D
D 1 1

G (D) =

15



and is generated by the equivalent systematic matrix

1 0 —L
D+D2

Gy (D) = n
01 1+D4D?

Then the rate 1/3 dual code C* is encoded by
H(D)=(1 14D 14D+ D?)

Note that H(D) is the parity check matrix of G(D) with the property G(D)H” (D) = 0.
Hence, the reciprocal dual code Chis generated by H(D)

H(D)=D* H(D™) = <D2 14 D2 1+D+D2>

2.3.2 Decoding based on reciprocal dual trellis structure

In [7], (2.31) can be represented as the relationship of encoder states transition. First
of all, we define two sets Sa (s) and.Sp(s) to describe the possible transitions from a
state s to another state within one ftrellis stages S, (s)-contains the states s; such that
there exits the transition s; — s,"and Sp(s).is'the set of destination states s; from state
s (s — s;). Therefore, Sy and Sp are the same meaning as o and 3. Here, we apply «,
[, and v parameters to represent forward and backward recursions.

Moreover, bits associated with transition s; — sg-are combined in the n tuple, that
are (bo (s1,82) , ..., bn—1 (s1,82)). Using the substitution g; = tanh (L (c;;y;) /2) at t trellis

stage, and define the partial products :

(s1,52) H grs (2.35)
The forward recursion
/ /
i (8) = Z ap(s') -7, (s,s), 0<t<N-—1 (2.36)
s’€SA(s)
The backward recursion
Bioi(s)= > B(8)-v(ss), 2<t<N (2.37)
s’€Sp(s)

If we direct truncate the trellis at the end of receiving a codeword, the boundary conditions

are op(s) =1, 0<s <2 fn(s) =0, 1<s<2and By (0) =1 where v is the
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number of register in one RSC and 2V is the state number of the encoder. Thus (2.31)

can be rewitten as (2.39), where the special products 7, (1,s,s’)

n—1
~ bi(s1,s
/Yt (17 Su S,) = H gt?n(oil—jQ) (238)

J=0,j#l—t-n
The time instant ¢ = |1/n] depends on index 1.
32 20 Yeespen e(s1) - Fi (Ls1,82) - i (2)
sz;é sreSp(s1) Xt(S1) - (—1)b-tnls1s2) - 5, (1,81, 85) - Brya (S2)
Finally, the LLR of a posterior probability (APP) can be represented by equations
(2.33), (2.34), and (2.39)

L(@) = log (2.39)

L(u) = L (¢;) + 4% cy; + L(@). (2.40)

2.4 Sliding window method of turbo code

In the traditional SISO decoding algorithm, the LLR of APP computation requires
the path metric values generateduby the-forward and backward processes. Furthermore,
since the backward recursive computation initials from the end of decoding trellis, as
shown in Fig. 2.5, the decoding process can-be started after the entire block message to
be received. If the received sequeénce length is large, it ‘will lead to long output latency
and huge memory requirement for hardware-implementation. For example, the maximum
block length of 3GPP standard is 5114, which means 5114 LLR values and path metrics
should be stored. It is the main disadvantage of turbo code for real applications.

The main problem is that long block length can not be divided into several short
sub-block immediately, since the unknown initial condition of backward recursive metrics
computations will damage the performance of turbo codes. Therefore, the sliding window
approach was proposed [9] to overcome it. This algorithm utilizes the fact that the
backward metrics can be highly reliable even without the initial condition if the backward
recursion goes long enough. Fig. 2.7 shows the process of the sliding window algorithm
and will be further illustrated as follows. First, the received codeword sequence is divided
into several sub-blocks of length of W. And W is called the convergence length, which
normally is set to be five times the constraint length of component encoder in turbo code

to ensure the reliable initialization. In the sliding window approach, the end of sub-block
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Figure 2.7: The process diagram of sliding window algorithm.

is the initial of next sub-block whether the forward or backward recursive operation. Thus,
the initial metric values are inherited from the last metrics calculated in the previous sub-
block. Note that the dummy backward recursion f3; is employed to establish the initial
condition for the true backward recursion 3 rFAlthough the initial condition for the [;
is unknown except the last sub-block, we utilize the €qually likely condition for the (;

values at time instance (i 4 1) - Wz
1
Brlm) = i for all m e S (2.41)

where S represents all possible states and M is equal tothe total state number. During the
forward recursion « proceeds in the i-th'sub-block and stores these values into memory, the
dummy backward recursion (3; is performed in the i 4+ 1 sub-block concurrently. As soon
as the #; computation is finished, the initial metrics in the i-th sub-block are available for
the (35 recursion. And L(1u;) can be calculated based on the a metrics in the memory, the
(2 metrics in computation, and the corresponding branches metrics in the ¢-th sub-block.

For example, we concatenate two truncated component codes defined by

1 0 %
cw={, |
01 555

and using a block interleaver with length= 400 to abtain a (800, 400) code of rate= 1/2.
Compared to different sliding window, the bit error rate(BER) after six iterations is
shown in Fig.2.8( SW25 represents window length=25 trellis stage and SW200 represents

no sliding window). The reciprocal dual trellis decoding with sliding window is signifi-
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cantly less complex than its optimum counterpart in terms of memory cost, however, it

achieves for both codes virtually the same bit error performance.

BER

Figure 2.8: Different sliding window length Comparison
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Chapter 3

Reciprocal Dual Trellis Algorithm

3G mobile multimedia communication systems based on WCDMA support a flexible
transmission capability to provide packet data service as well as voice service. Mobile mul-
timedia communication requires a coding scheme that can accommodate various code rate
requirements. In this thesis, we apply puncture skill.to get various code rates and adopt
WCDMA turbo code as the mother code, and-using reeciprocal dual trellis as decoding

trellis.

3.1 Log domain approach

For high code rate, MAP algorithm working-on the reciprocal dual trellis is preferable.
However, in (2.39) reqiures both adders and multipliers, it is considered to be much hard-
ware complexity. Hence, we further reduce the hardward cost by taking LOG operation
of all metrics which is similar to Log-MAP method. However, the challenge involved in
log domain implementation of this algorithm when bit metric value tanh (L (¢;;y;) /2) is

negative. To present these metrics, some numerical transformation is applied.

3.1.1 Sign magnitude scheme

In [10], the sign magnitude is a simple representation to represent the reciprocal dual
trellis metrics. In this, a real number z is represented as x = Xge M = [Xg, X], where
Xg = sign (z) and Xy = —log (|x|). The arithmetic operations with this representation

were defined here.
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Negation :
—x = [-Xg, Xu] (3.1)
Addition :
x+y=min*(z,y) = [S(min(Xy, Yar)), min(Xa, Y ) — log(1 + XSYSe*‘XM*YM‘)]

where S(Xy)=Xg or S(Yy)=Ys

(3.2)
Multiplication :
rxy=Sum*(z,y) = [XsYs, Xps + Y/ (3.3)
Division :
v/y = [XsYs, X — Y] (3.4)

In the normal log-MAP, additionis implemented by the equivalent E operation. For
the addition of two non-negative real numbers a and b, represented in log domain a A
and B, we have

a+b= AEB =wun(A, BY =log(l + ¢~ 4=8) (3.5)
the second term — log(1+e~1), where disthe difference between the log domain values, is
called the correction term. Another log domain operator that gives the absolute difference

between two non-negative real numbers ‘as”

la — b = AEB = min(A, B) — log(1— e 14-5)) (3.6)
this is also called the correction term. In sign-magnitude representation, the correction
terms perform the algebraic addition of two real numbers, could involve either an E or E
operation depending on the relative signs of the two values. The correction term in the
E operation which only takes values in the range [—log(2),0], however, the E operation
—log(1 — e~ !¥) shown in Fig. 3.1, can have any value in the range [0, 0]. This makes the
fixed point hardware implementation more complex since the representation range should

be chosen carefully, and warrants a large look up table (LUT) for the correction terms.

3.1.2 Proposed equation for calculating extrinsic value

In this section, we will discuss the computation of extrinsic value according to log

domain scheme. According to (2.31), let us define the bit metric g,
9; = tanh (L (¢;;y;) /2)
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correction term
w

3
|d
Figure 3.1: Correttion term of E operation.

and summation metric U}.

e The forward recursion metric o.:

ay(sy) = min* (Sumg(a_1(8;-1), ve(si—1,8¢)))

e The backward recursion metric (3 :

Bi1(si-1) = min"(Sumg(Ve(si-1,8¢)), Bi(st)))

e The branch metric v :

o w7 bj(si—1,8¢) bjyn—1(St—1,5¢)
Ye(St-1,8¢) = Sum (gj o Yin—1 )

where ¢t = [j/n] is the time index ([x] denotes the integer part of x), b is the transition
bit from s;_; to s; at decoding index [, and S is the set of possible transitions from state

s;—1 to s;. The denomirator of (2.31) can be represented by the summation of two parts,
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it 1s :

Therefore, (2.31) can be simplified to :

Ul

1 I
+ Ugi
Ut
Ulg,

L(u;) = log (3.8)

1—

Equation (3.8) is also described in [10]. .Insfaect; UUTI; can be represented as [U}, Ul,] due
i

to sign magnitude representation. Hence, (3.8) can be

I Uklge_Ule

~ 7rl,-UL
g

L(w) = log (3.9)

Using the relation tanh(z/2) = (1 — e7")/(L'+e="), hence,. (2.31) can also be written as

(@) = —log(Jtanh(U,/2))y i UL =1 (3.10)
1) = :
log(|tanh(U,/2)]), if UL = —1

(3.10) is the proposed equation for calculating extrinsic values. Hence, the extrinsic
equation (3.10) is much suitable to hardware design. According to (2.40), the LLR of a

posteriori probability L(u;) is written as

L(u;) = log p(0) + C x rg+ L(u;), where C is a constant and 7 is a recieved symbol.

pi(1)
(3.11)
Hence, the rule of decision is made by:
1, if L(ul) <0
0, if L(w) >0

decision = (3.12)

For convenient, we call the sign magnitude algorithm to SM and reciprocal dual trellis

algorithm to Dual-MAP in the following sections.
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3.2 Punctured convolutional codes

In this section, we want to generate high rate encoder polynomials. A general way
to generate high rate convolutional code is to use a low rate (1/2) encoder and delete
some of its parity check bits, and this is called puncture method. Some codeword bits
might be punctured according to a deterministic puncture pattern or puncture matrix.
The bit error rate may be a little different because of using different puncture pat-
terns. The puncture procedure is shown as Fig. 3.2, assume that a source sequence
(Xo, X1, ...y X8y ..., X 1) is sent to an encoder of code rate (1/2), and is encoeded to
codeword sequence (X, By, X1, B, ..., Xg, Bs, ..., Xk 1, Bk _1). Before modulation, the
codeword is stolen some bits according to a puncture pattern. In Fig. 3.2, the puncture

pattern is defined
1111
pP—
0001

the column number of this matrix represents-the puncture period, and element 1 means

Source Data Xg X; Xy X3 X4 Xs Xeg X7 Xg

i

Xo X1 Xag X3 Xg X5 Xs X7 Xsg
Bo B:1 Bz Bz Bs"Bs Bg B7 Bs

i

Punctured X, X; X, Xz Xa Xs Xe X7 Xg
Codeword B; B~

i

Sent Codeword Xo X1 Xo X3z Bz X4 Xs5 Xg X; B7 Xg

Encoded Date

means punctured

Figure 3.2: Puncture procedure.

that the corresponding codeword bit must be sent whereas element 0 means that corre-
sponding the bit is punctured or stolen. Finally, this puncture procedure increases the
code rate from (1/2) to (4/5) and produces anther codeword sequence (X, X1, Xo, X3, Bs,
oo Xsy ooy Xig 3, Xic—0, Xic—1, B 1)

We take an example, assume an original systematic encoder of code rate 1/2 is :
2
Gays (D) = <1 %)

24



and using the puncture pattern
11

10

an equivalent punctured encoder with rate = 2/3 is defined by :

1+D 1+D 1
D 0 1+D

GI(D) =

Hence, the reciprocal dual code can be generated by the polynomial generator matrix:

H(D>=(1+D2 14D+ D? 1+D)

The relationship of trellis (Gyys (D), G/ (D), H (D)) is shown in Fig. 3.3. G/(D)
trellis is a readix-4 for turbo decoders, however the reciprocal dual code H (D) is a radix-
2 architecture. In Fig. 3.4 shows the performance of decoding algorithm using H (D)
trellis (Dual-MAP) and G7 (D) (MAP) trellis. The interleaver length is 400 which results
a (600, 400) punctured block code. The result-doesvery make sense due to both decoding
algorithm reach the same performance. However, using original puncture trellis is not

efficient compared to reciprocal dual trellis.

3.2.1 Apply rate compatible punctured turbo code to WCDMA

RCPC(Rate Compatible Punctured Convolutional) codes are one practical solution
to adaptive coding mentioned in [11]. RCPC codes use a single rate-(1/n) convolutional
encoder/decoder pair and only to share a puncturing table. RCPT(Rate Compatible
Punctured Turbo) code can be used in a similar way a RCPC codes. This section will

focus on applying RCPC to turbo code in WCDMA. The used puncture tables are shown

Table 3.1: Puncture tables

Table PT1 | PT2 | PT3 PT4
Systematic 1 11 | 1111 | 11111111
Parity 1 1 01 | 0001 | 00000001
Parity 2 1 01 | 0001 | 00000001

Coderate | 1/3 | 1/2 | 2/3 4/5

in Table 3.1. The ”1” or ”0” in these tables represents send or punctured. The systematic
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Figure 3.3:.Trellis transformation relationship

bits are reserved for all code rates, however, the parity bits are reserved for only some
period. The first row is systematic information, the sécond row is first parity bit, and the
third row is the second parity bit. The characteristic of the tables is that codeword of
lower code rate must contains codeword of higher rate.

In 3GPP(WCDMA) standard, the scheme of turbo encoder is a Parallel Connected
Convolutional Code (PCCC) with 8-state constituent encoders and one interleaver. The
nonpuncture code rate of turbo encoder is 1/3. The structure of turbo encoder is shown

in Fig. 3.5. The transfer function of the 8-state constituent code for the PCCC is

G(D):<1 M)

1+ D%+ D3

The bit sequence input for a given code block to channel coding by cg,c1,¢9,¢3,...,cx 1,
where K is the number of bits to encode. After encoding, the bits are denoted by déi),
dﬁi), dg), dgi),...,d%)_l, where D is the number of encoded bits per output stream and 2

indexes the encoder output stream.
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Figure 3.4: Performance of msing Dual-MAP and MAP under punctured code

The initial value of the shift registers of the 8-state eonstituent encoders shall be
all zero when starting to encode-the input bits. -“The output from the turbo encoder is
d,(CO) = xk,d,(:) = zk,d,(f) =z for kK =0,1;2, ..., K — L-The bits input to the turbo encoder
are denoted by c¢g,c1,¢9,¢3,...,ck—1, and the'bits ‘output from the first and second encoder

are denoted by z0,21,22,23,...,2x —1 andz(,2],25,25,...,2% 1

3.2.2 Decoding with SM and Dual-MAP algorithm

When puncture table PT1 is applied, that will produce a nonpunctured generator
G1 (D) which is the same as G (D). We define G5 (D), G5 (D) ,and G4 (D) are punctured
generator when applying P72, PT3, and PT4, respectively. The systematic punctured

generator polynomials are :

G1 (D) — (1 1+D+D3 >

1+ D%+ D3

2
1 O 1+D+D

_ 1+ D%+ D3
G2 (D) a 0 1 1+D+D?4 D3
1+D2+D3
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Figure 3.5: Turbo encoder for WCDMA.

D2

USROS

14D

Gg(D): 0—1700-0 1+Dj+D3

D3
3
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2403
01 000700 0 H2H2
D2+ D3
00100000 Z£5
00010000 355
Gy (D) = Dgf
00001000 5%
3
00000100 525
D+D?
00000010 55
24 D3
0000000 1 P

And their corresponding reciprocal dual trellis are generated respectively by H; (D),
fig (D), f{3 (D), and f{4 (D) :

H, (D) = (1+D+D3 1+D2+D3)

Hy (D) = (D+D2+D3 1+ D+ D*+ D? 1+D+D3s)
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Flg(D):<D+D3 D>+ D3 D3 1+ D? 1+D+D3)

H, (D) = <D+D2 D> D D D+D3 D+D?*+D? D?4+D3 1+D?*+D3 1+D+D3>
Notice that the row number of these matrix is only one even if their original code rate

are higher than 1/2. Here, we use these reciprocal dual trellis as decoding trellis and the
BER performance are shown in Fig. 3.6
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Figure 3.6: Performance of different code rate with block length 2048.

3.3 Performance analysis

In this section, we will present the simulation results and some parameter setting
for hardware implementation. All the simulation results are signal-to-noise(SNR) versus

BER under BPSK modulation and AWGN channel. In Fig 3.7, there is about 0.05dB

loss between the sliding window size of 32 and 64 at the BER= 107> under the fixed 6
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iterations. At code rates 1/3, 1/2, 2/3, and 4/5, the block length of each is 2048, and
the performance of different iterations are presented in Fig 3.8. The BER performance of
each code rate is almost saturate at 6 iterations. Thererfore, we choose iteration number

6 to our design.
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Figure 3.7: Comparison of different sliding window size.

The fixed point representation of the internal variable in the SISO decoder is determined
from the received symbol quantization. Fig. 3.9 shows the simulation result with different
input symbol quantization under block length 2048, code rate 1/2, window size 32, and
6 iterations. Note that a,b in the figure denotes the quantization scheme where a is
the integer part, and b is the fractional part. We can observe that the performance loss
of (3.3) is quite small compared with (3.4) format. And we decide that the quantized
format 6 bits (3.3) is suitable scheme for our design. In addition, the width of extrinsic
information, branch metric, and path metric can be derived and we summarize the fixed

representations in Table 3.2.
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Figure 3.8: Comparison of different iteration.

Table 3.2: Summary of fixed representation in MAP decoder

e Input Extrinsic | Branch | State
quantities ) ] ) )
symbols | information | metrics | metrics
width 6 10 12 12
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Figure 3.9: Fixed point comparison.

Finally, we talk about the look up.table approximation shown in Fig. 3.1. Since
the correction term log(1 — e~!¥) can has any value in the range [00, 0] if d goes from
0 to oo, this makes correction term changes severely when d closes to zero. Therefore,
segment method of d is a very significant issue. Fig. 3.11 shows performance of two ways
to segment the range of d. The simulations are under interleaver length 2048, code rate
= 4/5, and sliding window size = 32 trellis stages. In Fig. 3.10, uniform segment is to
divide the range to some equal intervals, and nonuniform segment is to divide the range
according to the slope of correction term function. Here, according the performance of
bit error rate, we shall choose nonuniform segment method to divide the range of d.

The design parameters and methodology are applied to our decoder. The performances
of each code rate are shown in Fig. 3.12, and floating point simulations also are list. The

fixed point performance loss is 0.3 to 0.5dB compared with floating point at BER = 107°.
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Figure 3.11: Performance comparison of different segment method.
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Chapter 4

Dual-MAP Turbo Decoder

Architecture

According to equation (2.39), there are 1, 2, 4, and 8 extrinsic values can be calculated
during a trellis stage when we use P11, P12, PT3,/and PT4 puncture tables respectively.

In this chapter, we will disscus the.architecture-of reciprocal dual trellis turbo decoder.

4.1 Architecture overview

The architecture of proposed turbe decoder using reciprocal dual trellis is shown in
Fig. 4.1. The SISO decoder performs Dual-MAP algorithm and outputs extrinsic values.
The Input Buffers are used to store the received values from channel. The extrinsic
memory stores the extrinsic values from SISO. Under each iteration, the SISO computes
the extrinsic values which is a priori value estimation for the next iteration. There are
two stages in a iteration. In normal stage, data is read from Input Buffer and extrinsic
memory in normal order, and the extrinsic values are witten into the extrinsic memory
in interleaved order. In interleaver stage, data is read from Input Buffer and extrinsic
memory in interleaved order, and the extrinsic values are witten into the extrinsic memory
in normal order. However, by using the reciprocal dual trellis, we can just apply radix-2
branch calculational circuit to achieve the turbo decoder design.

We apply sliding window approach mentioned in [9] to the SISO decoder. In Fig.
4.1, Window BUF's store the input soft values for evaluating o and 3. The SMM is the
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Figure 4.1: Iterative decoding of turbo decoder

abbreviation of sign magnitude multiplication: and calculates the branch metrics. Each
SMA is the abbreviation of sign magnitudepaddition and calculates the path metrics for
each recursion. To avoid waiting*for the-whole codeword for 3 evaluation, we use SMA-3,

from the end of the next sliding window to-evaluate the“initial values of 5. And the

a-Buffer performs the Last-In/First-Out” (LIFO) forthe reversing output of «
Fig. 4.2 is the decoding schedule of the SISO decoder. At the first time interval Ty,

the input values are written into a Window BUF1'in reversing order. At the second time
interval 77, the second input data(W;) are written into the other Window BUF2 also in
reversing order and SMA-j,; calculates 3, to evaluate the initial conditions of 3. Simulta-
neously, the SMA-« utilizes the data in W, to compute « reversely and saves the results
in the a-Buffer. Finally, the first window data will be read at T5 interval for § calcula-
tion and the third window data(W5) will be written into Window BUF1 simultaneously.
When the SMA-( unit starts to calculate, the extrinsic values can also be calculated by

Extrinsic sets. As a result, the latency of the SISO decoder is about two sliding window

size.

36



Window Window ; ; .
BUFL  BUE2 «—— Timeinterval —— Soft-input

\ writein
\&I 2 ﬂ v | —» Calculate S,
. \ ——» Calculate ¢¢
\&I* @ ﬂ g S CaquIaIeIB
_ \ — P Extrinsic
‘ o ﬂ b A
~ N
a ﬁ | Writing in

Read for ¢¢
To T1. T, T3 T, ... XXNWiteafterread

Figure 4.2: Decoding schedule of Dual-MAP decoder.

4.2 Dual-MAP decoder

4.2.1 SMM unit

The SMM in Fig.4.1 performs, the multiplication of sign magnitude algorithm and the
circuit is illustrated in Fig.4.3. ;The output of 7Sign™ is calculated by the XOR logical
operation of input signs and the.” Mag” is the summation of input magnitude parts.

Mag_1—»
Mag_2—»

<)
) @ Mag_3—»
S!gn_S @ Mag_4 —» +
Sign_4
. (@—» Mag_Out
Sign_5 @ Sign_Out B
&

Sign_1
Sign_.

Sign_6 Mag_5—p +
@ Mag_6—»
Sign_7
Sign_8
Mag_7—»
Mag_8—» +

Figure 4.3: Architecture of SMM unit.
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4.2.2 SMA unit

Each SMA unit used in recursion calculation is illustrated in Fig. 4.4, and is mainly
used to perform sign magnitude addition. In Fig. 4.4, two sets of AFA(«) and Gamma(~y)
represented in sign magnitude type are inputs of SMA unit. Magl is the magnitude part
and S1 is the sign part of Sum*1 output. The Sign bit will select the minimum between
Magl and Mag2, and the output sign is also selected by Sign bit. The difference(ABS)
between Magl and Mag2 is sent to the look up tables. And the look up tables(LUT)
are used to approximate functions log(1 + e~4=5l) and log(1 — e~14=Bl) as described in
3.1.1. Finally, the adder calculates the output of magnitude. To avoid overflow in finite
datawidth, we adopts the modulo normalization of path metric [12] in our design.

Now, we further analysis radix-4 Log MAP recursion unit. According to [13], radix-4
recursion unit has four candidates to select. As we mentioned in equations (2.23), the
function of radix-4 Log MAP recursion can be written as (4.1), and directly implement

this function into architecture Fig.4.5.

log(e‘sl +e% 4 % 664) =max’ (01, 09, 03,04)

(4.1)
= max" (max"(d;, 03), max*(ds, d4))
——| ABS : ¥
sign i LUT_1| |LUT_2
AFA 1 P1: [S1, Mag1] \L — — St
—.___|Sum*1 |——— 1
Gammal— ¥ 4
ag M | Sign_out \_MUX_Z—{xr)
— K U
X S2
MagZT —‘ .
AFA_2 : Mag min | » Mag_Out
Gammaz2— ST P2: [S2, MagZ] >/ safler ag_u

Figure 4.4: Architecture of SMA unit.

In Log-MAP algorithm, for a (n,n — 1) code rate RSC, there will be a radix-2 trellis
at the decoder for n = 2. For higher code rate, assume (n = 3), and there will be a radix-

4 trellis at the decoder. Notice that, in radix-2 Log MAP architecture, the hardware
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Figure 4.5: Radix-2 and radix-4 Log MAP recursion units.

complexity is lesse than SMA unit. However, in radix-4 situation, the number of the

computational units are much more than SMA unit.

4.2.3 Extrinsic unit

An architecture of Extrinsic unit/is-proposed according to (3.1.2) and is illustrated in
Fig. 4.6. The inputs are forwardybackward, branch metrics; and the bit metric (g;) which
is at the position that we intendto decode.-The PMN(Path Metric Network) unit is the
connection between path metrics’and two HMP (Hierarchical Min Processor) according to
the transition bit at decoding indexj: ‘I'he connections of PMN various with decoding
index j, and Fig. 4.6 shows an example.” min* in HMP performs the sign magnitude
addition and both HMP perform the summation of (3.7) for b = 0 and b = 1. Finally, a
look up table is required to perform (3.10) function. The output of look up table is the
extrinsic value. Parallel Extrinsic units can be used to decode all extrinsic values of the

trellis stage to achieve high throughput.

4.3 Throughput evaluation

In MAP decoding algorithm, the decoding process through pre-decoding round and
post-decoding round is called one iteration. That is why the denominator of equation
(4.2) are two times of iterations. Based on all factors mentioned above, the throughput

in our design can be evaluated eventually. The throughput of our design will show in the
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Figure 4.6: Architeeture of Extrinsic unit.

next chapter in Table 5.1.

Block Length
Needed cycles

T hroughput(bits/s) = x clock rate

B fx Block Length
2 x iteration#(Block Length/Parallel + 2 x Sliding Window Size + C)
(4.2)

f: Operation frequency

Parallel : Parallel Extrinsic units numbers

e C : some latency in decoder (<& Block Length)

iteration : number of iterations
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Chapter 5

Implementation Results

In this chapter, the implementation results of each code rate decoders will be shown.

Furthermore, we integrate the four different code rate decoders into one, and the imple-

mentation results are also shown in this chapter.

5.1 Implementation of Dual-M AP turbo decoders

The throughput of each SISO decoder is different because the parallel Extrinsic untis

are applied. Implemented by UMC 90nm. 1PIM. CMOS technology, the operation fre-
quency of each SISO decoder can reach 200MHz in synthesis. And the area of each SISO

decoder including the parallel Extrinsic wmits-are presented here with the unit of gate

counts. Table 5.1. shows the results in all cases.

Table 5.1: Summary of synthesis result

Code Rate | Component Code Rate | SISO Area | EXTRINSIC (sets) | Throughput (MS/s)
R=1/3 R.=1/2 88K 1 16
R=1/2 R.=2/3 107K 2 31
R=2/3 R.=4/5 178K 4 57
R=4/5 R.=8/9 270K 8 101

Finally, we can mainly use the architecture of code rate 4/5 decoder to achieve the

multiple code-rate decoder. The total gate counts of this decoder are about 850K. The
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area distribution of modules in the decoder are shown in pie chart 5.1. The logic gate
counts of this decoder are about 370K while the storage units such as buffers used for

input, extrinsic, and output occupy about 480K gate counts.

Areadistribution

Others

Input/ Qutput/ Extrinsic
“Bufters
\_56%

Figure 5.1: Area distributin of modules in turbo decoder.

5.1.1 Comparison of different high'radix M AP decoders

In [14], a MAP decoder is implemented - using radix-4x4 MAX-LOG-MAP algorithm.
We compare the decoder in [14]-with our design of code rate R = 2/3 because there are
the same number of extrinsic value delivered from each SISO at the same time. The

comparison is summarized in table 5.2 briefly.- However;” the total gate counts of this

MAX-LOG-MAP decoder are still larger.than our. deésign.

Table 5.2: Compare with radix-4x4 MAX-LOG-MAP circuits

Component Proposed Ref. [14]
Technology 90nm 13um
Operation Frequency(MHz) 200 238(APR)
Sliding Window 32 20
Total SISO Gate Counts 178K 220K
Decoding Trellis Reciprocal dual trellis | Original trellis
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Figure 5.2: Layout photo of multiple code-rate turbo decoder.

5.1.2 Layout specification

The specification of the multiple code-rate turbo decoder is given in Table 5.3, which
is implemented through the cell=hased design. flow... This ehip has been implemented in
a 0.9V, UMC 90nm 1P9M CMOS technology, and thélayout view is shown in Fig. 5.2.

2 in/90nm-process. The total gate counts are 850K

The core size of this chip is 3.78mm
while the logic gate counts are about 370K and the chip core density is about 66%. After
static timing analysis and post layout simulation, the operating frequency can achieve up
to 200MHz and the throughput are 16, 31, 57, and 101Mb/s at code rate 1/3, 1/2, 2/3,
and 4/5, respectively. The power consumption operated at 200MHz is 80mW at code rate
4/5 and 82mW at code rate 1/3 with 0.9V supply voltage.

Besides, the power consumption estimated by the post-layout simulation and can be
converted to energy efficiency. The energy efficiency is defined as the average energy

consumed per bit within each decoding iteration (nJ/bit/iter). For our decoder, the

energy efficiency at code rate 4/5 can be calculated as

80mW

_ O 0.1320] /bit /iter.
6 x 101Mb/s nJ/bit/iter
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Table 5.3: Proposed turbo decoder chip summary

Technology UMC 90-nm 1P9M CMOS
Block length 2048
[teration 6
Quantization of input 6 bits (3.3)
SISO decoder algorithm Sign Magnitude and Dual-MAP
Code polynomial [1 11:521%33 ]
code rate 1/3,1/2,2/3,4/5
Core area/Gate count 3.85mm? / 850K
Throughput 16, 31, 57, and 101Mb/s
Supply voltage 0.9V
Clock rate 200MHz
Utilization 66%
Power consumption 80mW(@0.9V200MHz, and code rate=4/5)
Energy efficiency nJ/bit/iter 0.132

5.2 Comparison of different turbo decoders

Table 5.4 lists the comparison of the proposed-design with other published papers.
The main topic of our works is to investigate.benefits from using reciprocal dual trellis.
Therefore, we compare the area of SISO, control units, and some calculational circuit

which not include storage unit such as SRAM.
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Table 5.4: Comparison of different turbo decoders

Proposed Ref. [15] Ref. [13] Ref. [16]
Technology 90nm 0.25pm 0.18um 0.18um
Block length 2048 N/A 5114 5114
Code Rate 1/3,1/2, 1/3 1/3 1/3
2/3,4/5
SISO Algorithm Sign Magnitude Radix-2 Radix-4 Radix-2
Dual-MAP LOG-MAP | LOG-MAP | LOG-MAP
Iteration 6 8 6 10
Clock frequency(MHz) 200 95 145 89
Core area (mm?) 3.78 N/A 14.5(3.63%) | 9(2.25%)
Logic 370K 24.8K 410K 85K
gate counts™ (SISO)
SRAM(kb) 58 2.25 450 239
Power 89 N/ A 1450(2627) | 292(73%)
consumption(mW) (@1/3 rate)
Energy ?fﬁ_dency 0.854 1.231(0.16%) | 10(2.5%) | 14.6(3.65%)
(nJ/bit/iter) (@1/3 rate)
Throughput(Mb/s) 16, 31, 2(at least) 24 2
57, 101
Status APR Synthesis CHIP CHIP

*: Scale to 90nm.

**: Gate counts of SISO, control units, and some calculational circuits.

. Include Data Fetch circuits, input window buffer, and path metric memory.

45



Chapter 6

Conclusion and Future Works

6.1 Conclusion

In this thesis, we propose a multiple code-rate turbo decoder which uses the reciprocal
dual trellis. The sign magnitude representation is-used to reduce the hardware complexity
and the performance loss is 0.3-0.5dB while .compared with floating point simulation at
BER = 107°. In SISO decoder design, the input sequence order is reversed to eliminate
the 3; input buffer. The core’of this turbo decoder is 3.78mm?> in UMC 90-nm 1P9M
CMOS which countains 370K logic gates-and 58K b storage units. The maximum code
rate is 4/5 and the throughput can reach 101Mb/sswith 200MHz operation frequency.
The power consumption at 0.9V voltage is 80mW/ at rate 4/5 and 82mW at rate 1/3.

Table 5.1 reveals that there is a moderate increase of logic gates as code rate rises. The
gate counts of code rate 4/5 design are only 270K. Hence, we consider that reciprocal
dual trellis decoding algorithm is preferable to high code rate turbo decoder design rather

than high radix trellis structure.

6.2 Future works

In our design, there are still several issues to be concerned. First, the lookup ta-
ble (LUT) used in calculating forward, backward, (4, and especially in extrinsic units
which occupy considerable area. Though the reciprocal dual trellis reduces the number

of branches, the LUT size may decrease the benefit of the reciprocal dual trellis. Sec-
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ond, the correction term — log(1 — e~l4) might have positive values, and this will result a
large datawidth used in combinational circuits to maintain the performance. Third, the

throughput of lower code rate might be improved by exploiting idle modules.
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