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摘摘摘摘        要要要要    

    本論文針對連續波式擴散光學斷層掃描術之影像重建演算法，提出擁有較低

運算複雜度的區塊重建模式，並對此新穎的重建演算法進行模擬與精確度分析，

最後將之實現於超大型積體電路。 

擴散光學斷層掃瞄為一非侵入式醫學造影術，使用光源為 650nm-950nm 之

近紅外光波段的擴散光源，利用不同生物組織對近紅外光光譜不同的分佈與相關

資訊，偵測生物體內組織之光學特性與成分濃度在空間與時間的變化或是絕對量，

如:吸收係數、擴散係數、含氧血紅素濃度、非含氧血紅素濃度以及血氧飽和度

等…。 

近年來，擴散光學斷層掃描系統在臨床應用上有，大腦功能性造影、胸部腫

瘤檢測以及其他醫學相關領域。此技術有非侵入、及時檢測、非輻射源等優點，

其中連續波式系統擁有良好的可攜性、造價低廉與快速檢測等優點，如可將影像

重建演算法複雜度降低並實現於系統晶片之中，並配合手持式裝置與無線模組，

可將此醫學影像技術更廣泛的使用。 

本研究目的分為兩大部分，第一部分著重於不同影像重建模式的模擬與分析，

以求在降低運算量與使用有限的資訊來源限制下重建出精確的影像，模擬的模型

為兩不同吸收係數的非均勻吸收體位於均勻的吸收體中，在幾何形狀與位置不同

的條件情況進行影像重建，並利用 Mean Square Error 分析影像的精確度。第

二部分，選擇 Jacobi 奇異值分解演算法執行影像重建過程中的反向解並將 Jacobi

奇異值分解演算法實現於電路，應用 MATLAB 做硬體資源需求的評估與考量，

最後使用 FPGA 做為功能的驗證。 

未來，此醫學影像重建引擎可配合其他醫學訊號處理引擎，像是腦波訊號與

心電訊號共同實現於系統晶片。使系統縮小化成為醫療用途的可攜式裝置，並應

用於緊急救護、醫療檢測儀器、臨床檢測與遠端照護，為人類帶來更多福祉。 

關鍵字關鍵字關鍵字關鍵字:::: 近紅外光斷層掃描術、奇異值分解、近紅外光光譜、醫學影像 
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Abstract 

 This paper proposes a low computational overhead image reconstruction 

algorithm of continuous wave diffuse optical tomography (CW-DOT) which is called 

sub-frame reconstructed mode. The novel reconstruction algorithm was simulated and 

its accuracy analyzed. Moreover, it was implemented on very large scale integrated 

circuit. 

DOT is a non-invasive medical imaging technique and uses near infrared optical 

source with wavelength within 650nm-950nm. By the different distribution of near 

infrared spectroscope (NIRS) within distinct biological tissue, the spatial and 

temporal change and absolute values of biological characteristics can be obtained 

such as absorption coefficient, scattering coefficient, concentration of 

oxy-hemoglobin and concentration of de- oxy-hemoglobin. 

Recently, the clinical applications of DOT are in functional image reconstruction 

of the brain, detection of tumor in breast, and others. Non-invasive, real-time and not 

a source of radiation are the beneficial features of DOT. Furthermore the CW-DOT 

systems have small volume, low cost, high speed and other advantages. If the image 

reconstruction algorithm can be decreased the complex and implemented on SoC, 

then through cooperation with handheld instrument with wireless module, the DOT 

system can be more convenient to put in use in real life applications. 

 There are two focuses in this research. The first one aims to reduce the 

complexity of algorithm and reconstruct accurate image with the finite information by 

simulating and analyzing the different reconstructed way. Distinct geometry and 

location of inhomogeneous absorbers were allocated in homogenous absorbers to do 

simulation. Mean Square Error (MSE) was used to compare the accuracy of images. 

The second issue is choosing the algorithm to implement. After survey, the Jacobi 
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Singular value decomposition was chosen to realize the inverse solution of reconstruct 

process and realize on hardware description language (HDL). MATLBA is used to 

evaluate the hardware resources. Finally, FPGA will be used to do the function 

identification of the image reconstruction processor. 

In the future, the image reconstruction processor can be accompanied with other 

biomedical signal processors such as electroencephalography (EEG) or 

electrocardiograph (ECG) and be implemented on SoC. The urgent image modality, 

clinical diagnosis and bed-side monitor, real-time inspection and remote care can be 

made by minimizing these medical systems to handheld apparatus and bring the more 

welfare to our human life. 

 

Keywords: diffuse optical tomography, singular value decomposition, near infrared 

spectroscopy, medical imaging. 
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Chapter 1 Introduction 

1.1 Medical imaging 

Medical imaging has become one of the most important techniques to help 

doctors perform accurate diagnosis and obtain more information from patients. By the 

ways of imaging, it can be divided into two categories: invasive medical imaging and 

non-invasive medical imaging. This section introduces some commonly used medical 

imaging in hospitals. 

1.1.1 Invasive medical imaging 

 Invasive medical imaging means a way to destroy the recent state to obtain the 

biological tissue. For example, biopsy is a way to cut a section by doing a surgical 

operation or stab a needle into tissue. The section will be examined by a professional 

pathologist. Biopsy is usually used to inspect tumors of tissue such as skin, breast, or 

other organs. Sometimes biopsy is also executed to check surgical results. 

 Another technique is named endoscope but the level of invasion is lower. The 

endoscope is a method to put a thin fiber into a patient’s body and the images are 

transferred by the fiber. Doctors have to perform the surgery to open a small hole to 

set the fiber occasionally. Recently, the core of the fiber was made an empty channel 

to let a robotic arm go into the body to do operate on patients. 

 Invasive medical imaging makes the patients suffer from unnecessary pain and 

harm the patients’ body. Although in special circumstances invasive medical imaging 

has to be used, in most situations non-invasive imaging can be a better choice. 

1.1.2 Non-invasive medical imaging 

 The oldest non-invasive medical imaging technique was invented after Roentgen 

devised the X-rays. X-rays have ability to pass through human body directly as same 

as transparent glass but it contain harmful radiation. Diagnosing pathological changes 
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of bone and soft tissue are the most important applications of X-rays. 

 As technology and medical science progress, computed tomography (CT) has 

replaced the X-rays. CT generates three-dimensional images of an object from a large 

series of two-dimensional X-ray images taken around a single axis of rotation  by 

digital image processing [1]. Its advantages are high speed, high spatial resolution and 

can be used to exam most parts of body. However, the great bulk and the expensive 

cost are the main drawbacks of CT. 

 Another developed imaging technique is magnetic resonance imaging (MRI). 

MRI provides much greater contrast of image between the distinct soft tissues with no 

ionizing radiation. The imaging theory of MRI is introduced as follows. Biological 

tissues are mainly composed of water molecules which each contain two hydrogen 

nuclei or protons[2]. When a person goes inside the powerful magnetic field of the 

scanner these protons align with the direction of the field. Radio frequency (RF) fields 

are used to systematically alter the alignment of this magnetization, causing the 

hydrogen nuclei to produce a rotating magnetic field detectable by the scanner. This 

signal can be manipulated by additional magnetic fields to build up enough 

information to construct an image of the body. 

The diseased tissue, such as tumors, can be detected because the protons in 

different tissues return to their equilibrium state at different rates. By changing the 

parameters on the scanner this effect is used to create contrast between different types 

of body tissue. MRI is particularly useful to imaging in neurological conditions 

because the variation of de-oxy-hemoglobin and oxy-hemoglobin can be detected. 

When a neuron is activated the de-oxy-hemoglobin around it will increase 

comparatively to rest state. MRI is also applied on scanning disorders of the muscles 

and joints, for evaluating tumors and showing abnormalities in the heart and blood 
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The medical imagings presented above were developed throughout several 

decades and have been applied on clinical applications widely. Following are newer 

techniques: optical coherence tomography (OCT) and diffuse optical tomography 

(DOT) will be briefly presented. In OCT systems, low-coherence light source is used. 

The beam of light is split by a beam splitter and a beam of light travels along the 

reference axis while the other one goes toward the tissue [4]. These two light will 

meet again on mirrors by the beam splitter. If the difference of their travel distances is 

smaller than the coherence length, it causes the interference. The 3-D images can be 

obtained by cooperation with the depth scan of reference mirror and lateral scan of 

objective mirror. The standard scheme of OCT is shown in Fig. 1-3. Though the 

resolution of OCT is superior to other medical imaging which is about several 

micrometers and millimeters depth of tissue, the shallow depth is the main 

shortcoming of OCT. The technique is applied in skin and eye medical area mainly. 

 

 

 

 

 

 

 

 

  

 

 

The last one to be introduced is diffuse optical tomography (DOT), at the same 

 

Figure 1.3 Standard OCT scheme is based on a low time-coherence Michelson 
interferometer [4]. LS=low time-coherence light source; PC=personal computer 
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time DOT is the main focus of this thesis. The optical source of DOT is within 

near-infrared wavelength. Because the relative weak absorption by biological tissue, 

the photons of near-infrared ray can transport deep into several centimeters of tissue 

[5]. Different elements of human tissue have dissimilar ability to absorb photons, thus 

DOT reconstruct the characteristics of tissues by detecting the diffuse photons. DOT 

systems can provide the change of concentration of oxy-hemoglobin (Hb), 

de-oxy-hemoglobin (HbO2) and optical parameters such as absorption coefficient and 

scattering coefficient which are other imaging methods can’t obtain[6, 7]. 

By using multi-channels of optical sources and detectors, the result of optical 

parameters can be mapped on the region of object. The application of DOT is 

extensive from functional brain imaging to tumor detection. The forward model and 

inverse solution are two critical processes to reconstruct image. The forward model 

describes how the photons migrate in highly scattering medium and the inverse 

solution resolves optical characteristics of the medium. There is more detail 

description of these procedures. 

 After all, the non-invasive medical imaging techniques can be classified in three 

sorts by the way of imaging processing. The first way is recording the decay of the 

straight light from the optical sources to the detectors and reconstruct by the 

back-project algorithms. The second way employs array of optical sources and 

detectors which are allocated around the object to detect photons. The travel paths of 

photons are unknown and the diffusion model is usually used to describe the path of 

light. The reconstruction images can be obtained by the model and diffuse photons. 

The last one is very different to the former techniques. The light beams are not needed 

to pass across the objective such as OCT. Table1 shows these techniques of 

non-invasive tomography. 
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1.2 Singular value decomposition (SVD) algorithm 

The inverse solution is a procedure of image reconstruction of DOT. Although 

the multi-channels of sensors can acquire more optical information, the inverse 

solution still suffers from ill-posed and underdetermined condition. There are some 

algorithms to deal with the inverse problems such as simultaneous iterative 

reconstruction technique (SIRT) [8], algebraic reconstruct technique (ART) [9], 

singular value decomposition (SVD) [10], conjugate gradient algorithm (CG) [10] and 

others. SVD has been proved that it is superior to other method in localization of in 

homogeneities and estimation of their amplitude. 

In linear algebra, SVD is an important algorithm to deal with matrix 

factorizations of real or complex rectangular matrix. Its application is wide from 

digital image processing to principal component analysis (PCA), latent semantic 

analysis (LSA) …etc [11]. SVD provides very robust quantitative information of a 

Table 1 Different categories of tomography [1]. 

Back-project Method Possibility Method Directly Measure Method

Computed tomography 
(CT) 
Positron emission 
tomography (PET) 
Single-photon emission 
computed tomography 
(SPECT) 
Electron tomography(ET) 
Ultrasound tomography 
(UT) 
Optical projection 
tomography (OPT) 

Electrical resistance 
tomography(ERT) 
Electrical capacitance 
tomography (ECT) 
Electrical impedance 
tomography(EIT) 
Magnetic induction 
tomography (MIT) 
Diffuse optical 
tomography (DOT) 
Fluorescent molecular 
tomography (FMT) 

Optical coherence 
tomography (OCT) 
Confocal tomography(CM)
Ultrasound biomicroscopy 
(UBM) 

Other Method 

Magnetic resonance 
imaging (MRI) 
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matrix and it has proven to have outstanding performance to deal with pseudo inverse, 

least squares fitting of data, matrix approximation and also problems of ill-posed 

condition. 

A matrix m nA ×∈\  could be factorized to Eq. (1) by the definition of SVD. 

 T
m n m m m n n nA U D V× × × ×=  (1) 

The m mU ×∈\ and n nV ×∈\  are orthogonal matrix which are TU U I= and 

TV V I= . The columns of m mU ×  and n nV ×  are the eigenvectors of TAA  and TA A . 

The m nD ×∈\  is a diagonal matrix with nonnegative diagonal elements iσ . The 

numbers of the singular values are m and it can be represented as 

( )1 2, ,i mσ σ σ σ= "  arranged by decreasing order. 

There are many numerically stable algorithms for computing the SVD: for 

instance, Jacobi algorithm, the QR method and the one side Hestenes method. Among 

these methods Jacobi SVD has features of simplicity, regularity, and local 

communication for parallel computation. It is also superior to other method to 

implement on very large scale integrated circuits (VLSI). 

1.3 Overview of the proposed prototype of continuous wave diffuse optical 

tomography (CW-DOT) system 

 The continuous wave DOT (CW-DOT) system is one approach way to 

implement DOT. It can be made portable, low-cost, and low-power. For these reasons, 

this study proposed a homemade prototype CW-DOT system to emulate the novel 

image reconstruction algorithm. 

The system is divided into four parts which are sensor networks, front-end 

circuits, back-end signal processor, and monitor. Fig 1.4 presents the scheme of the 

system. The sensor network provides the array of the optical sources and the detectors. 
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The functionalities of front-end circuit’s are convert the analog signals to digital 

signals, control the sensor networks and reduce the noise with filters built in. The 

image reconstruction processor is designed to operate the computation of inverse 

solution. Finally, the result of images can be shown on a monitor of personal 

computer or handheld devises. The first version is only includes one set of sensor 

networks which has one laser diode and four detectors. 

 

 

 

 

 

 

 

 

 

 

 

This prototype is composed of one optical source with 650nm wavelength and 

uses light-to-voltage converter detectors mounted on an ultra-thin flexible board. The 

NI PXI-6251 data acquisition card is used to replace the front end circuits to acquire 

the analog signals from the detectors. The image reconstruction processor is 

implemented on the Field Programmable Gate Array (FPGA) which model is 

VIRTEX-4 XC4VLX60 manufactured by XILINX. The result will be shown on the 

personal computer by LabVIEW 8.5. Table 2 is the specification of the homemade 

CW-DOT system. 

 
Figure 1.4 A scheme of the homemade prototype. 
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The user interface of the CW-DOT system uses a color map to show the 

distribution of change in absorption coefficients in different points and the system 

supply reasonable spatial and high temporal resolution to be scanned. 

1.4 Scope and contributions of this research 

 DOT is developing rapidly and becoming more and more important lately. There 

are also more and more researches about clinical applications of DOT. For these 

reasons, this research aims to reduce the bulk of DOT system and lessen the 

computation overhead of image reconstruction algorithm in order to implement DOT 

on portable devise with VLSI. 

At first, the homemade prototype of CW-DOT system was built to emulate the 

real value of detectors. Figure 1.5 demonstrates the prototype. The user interface 

Table 2 The specifications of the home-made prototype. 

Measuring item Change in absorption coefficient 

Light Source 

1 unit semiconductor laser 1wavelengths (650nm) 

Supply Voltage: 2.1 V with supply current 18mA 

Light power: 5mW 

Photo Detector 

4 units light-to-voltage converter (TSL13T, TAOS.co) 

Range of sensor: 320nm-1020nm 

Supply Voltage (signal-supply operation): 2.7-5.5 V 
High irradiance responsivity: 96mV/( μ W/cm2) at 640p nmλ =  

Simultaneous measurement 16 points 

Data sampling rate 1 samples/sec 

Data acquisition card National Instruments  NI PXI-6251 

Mass Approx. 30g 

User interface MATLAB 2008a or LabVIEW 8.5 

Image size 2cm*2cm 
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is the inhomogenous medium with bigger absorption coefficient. The result of image 

reconstruction displays the allocation of inhomogenous medium is as same as the site 

of blood. The result proves the accurate of the reconstruction algorithm.  

The second part of this research is studying image reconstruction algorithm with 

intend to reduce its complexity. Various models of biological tissue and reconstruction 

modes are simulated. Eventually, the algorithm of inverse solution is chosen and 

realized by hardware description language (HDL) with appropriate design 

methodology in order to adapt to portable instrumentation. 

There are three chapters in the essay. Chapter 1 is the introduction of various 

medical imaging techniques and background of this research. The theories, techniques, 

and relative application of DOT and NIRS are interpreted in chapter 2. In chapter 3, 

the algorithms of image reconstruction and the results of simulations are shown. 

Moreover the design of hardware architecture and specifications of image 

reconstruction processor are demonstrated.  
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Chapter 2 Diffuse Optical Medical Imaging Technique 

2.1 Photon migration 

 When photons travel through a medium, they are affected by two factors which 

are scattering and absorption. Scattering is caused by collusion with molecules in the 

medium and the characteristics and direction of photons will be changed after 

scattering. Decreasing of light intensity or disappearance of photons are called 

absorption. Scattering coefficient and absorption coefficient can be used to quantify 

these abilities of different mediums. 

If a medium is composed of various substances with no order, it can be view as 

“turbid medium”, which have relative large scattering coefficient. The most common 

turbid medium is biological tissues. The components biological tissues are lipid, water, 

hemoglobin and others. While a light incident into a turbid medium, it meets a large 

possibility to be scattered and its frequency, polarization, and travel path are changed 

disorderly.  

Nevertheless, the paths of the photons still can be divided into three main groups 

shown in Fig. 2.1 [12]. Few photons go through the turbid medium directly without 

any scattering are “ballistic photons” and these photons contain the most information 

of the original photons. CT systems use these ballistic photons to construct image. 

Some photons diffuse through the same direction and company with some scattering 

condition are “snake photons”. When a light incidents into the turbid medium, most 

photos belong “diffusion photons” after they undergo huge amount of scattering and 

also absorption during pass through the tissue. A part of diffusion photons transfer out 

of the same surface as they enter in or pass through the tissue. That is the reason you 

can see some light is going into several centimeters in your hand when you shine a 

laser light onto your hand. 
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Although, the original attributes of diffusion photons have been changed by 

scattering, the big amount of these photons still has useful messages after they pass 

through the tissue.  For instance, the absorption ability or components of the 

biological tissue affect the density of diffuse reflection. 

 

 

 

 

 

 

 

 

Therefore, if there is more detectable diffusion photons get out of tissue, there is 

more opportunity to construct the characteristics of the tissue. The light source is 

chosen by acquiring the absorption coefficient of three main absorbers of human 

tissue within different wavelengths light. The spectrum is demonstrated in Fig. 2.2  

 

 

 

 

 

 

 

 

 

 
Figure 2.1 Different types of travel paths of photon migration [12] 

 

Figure 2.2 Spectrum of absorption coefficients of HbR, HbO2 and H2O [13]. 
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In figure 2.2, we can found that HbR, HbO2 are relatively weak absorbers at 

near-infrared wavelengths. This characteristic allows the photons of near-infrared ray 

(NIR) to penetrate through the tissue deeper and still can be detected. The range of the 

wavelengths is also called an “optical window” of biological tissue[12]. The spectrum 

of HbO and Hb are distinct enough to permit us recognize the difference within the 

window. 

According to the usage of NIR, NIR spectroscope (NIRS), NIR imaging (NIRI) 

and diffuse optical tomography (DOT) are the main applications. NIRS is a way to 

measure the concentration of HbO2 and Hb by detecting the diffusion photons. While 

NIRS can quantify the whole situation of an area, it lack of depth or location 

information. DOT uses more complicated algorithm to construct features of medium 

and the spatial resolution is higher than NIRS. DOT employs multi optical sources 

and detectors to reconstruct 2-D and 3-D images of biological tissue. More specific 

principles and applications of NIRS and DOT are introduced later. 

2.2. Near-Infrared Ray Spectroscope 

Near Infrared Spectroscopy (NIRS) use two or more than two various optical 

wavelengths to compare the absorption property of different components in biological 

tissue. NIRS system measures the light and electricity signal so it can reveal the 

change of tissue quickly. This section presents the theory and applications of NIRS. 

2.2.1. Modified Beer-Lambert Law 

In high turbid medium such as human tissue, Modified Beer-Lambert Law is 

usually used to describe the result of the optical density after a light migrates through 

the medium [13]. It is written as Eq. (1). 

 Optical density attenuation log out

in

IOD A S
I λ λ= = − = +   (1) 

In Eq. (1) inI  is the original density of incident light and outI  is the result 
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density after the light penetrating through the biological tissue. The quantity of optical 

density attenuation is OD  and it is referred as the superposition of absorption Aλ  

and scattering Sλ  quantities which are the main factors to weaken the light. The 

absorption part of attenuation can be formulated as Eq. (2). 

 
2

,
,

i i
i Hb HbO

A C Lλ λ λε
=

= ∑  (2) 

The ,i λε  is specific extinction coefficient of different absorbers and optical 

wavelengths. iC  are the concentrations of blood chromophores which are the main 

absorber. Figure 2.3 shows the one channel NIRS system and the diffusion photons 

pass from source to detector form the “banana shape”.  

 

 

 

 

 

 

The Lλ  is the total length of the radiation go through the biological tissue which 

relate to the distance of the source and detector d  and the differential path-length fa

DPFλ . DPFλ  is composed with the absorption coefficient and reduce scattering 

coefficient. Due to the anisotropy of the scattering property, reduce scattering 

coefficient replace scattering coefficient. The total path of the radiation can be written 

as Eq. (4) and the DPFλ  is demonstrated in Eq. (5). 

 L d DPFλ λ= ⋅  (4) 

 
Figure 2.3 One channel NIRS system. [13] 
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 (5) 

The Sλ  in Eq. (3) is the attenuation which is caused by scattering. The 

scattering coefficient and geometry of the tissue influence Sλ so it is unknown and 

too complex to measured. But it can viewed as constant in same medium so we can 

get the change of chromophores concentration by measure the attenuation of the 

optical density. After successive measurement of light density we can obtain different 

light attenuation. The formula can be written as Eq. (6). 

 , , ,final initial i iOD OD OD C dDPFλ λ λ λ λεΔ = − = Δ∑  (6) 

In human tissue, water and lipid are weak absorbers within optical window so its 

concentration could be viewed as constant and ignored. Getting the changes of 

concentration of HbO and Hb are the main applications of NIRS. In order to obtain 

these two values, two different wavelengths which are over and below 800nm optical 

sources are need generally. Therefore, the Eq. (6) can be written as Eq. (7).   

Finally, the change of chromophores concentration can be obtained from Eq. (9).  

 1 2

2

, , HbO

Hb

OD C
OD M C OD C

OD C
λ

λ

Δ Δ⎡ ⎤ ⎡ ⎤
Δ = ×Δ Δ = Δ =⎢ ⎥ ⎢ ⎥Δ Δ⎢ ⎥ ⎣ ⎦⎣ ⎦

 (7) 

 2 1 2 2 1

1 2 2
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, ,

0

0

T
HbO HbO

Hb Hb

DPF
M d

DPF
λ λ λ

λ λ λ

ε ε

ε ε

⎛ ⎞⎡ ⎤ ⎡ ⎤
= ×⎜ ⎟⎢ ⎥ ⎢ ⎥⎜ ⎟⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎝ ⎠

 (8) 

 1C M OD−Δ = ×Δ  (9) 

2.2.2 Application and implementation of NIRS 

By Modified Beer-Lambert Law, NIRS provide the real-time measurement of 

chromophore.  There are some applications by measuring the concentration of 

chromophores. Using blood chromophores concentration, oxygenation and blood 
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volume changes in tissue such as Eq. (8) and Eq. (9) can be defined. 

 
2HbO HbOXY C C= Δ −Δ  (9) 

 
2HbO HbBV C C= Δ +Δ  (10) 

The OXY and BV are estimates proportional to the change of oxygenation and 

blood volume. By observing these values, testing screen testing of infant can be 

realized [13]. NIRS can also be used to exam the function of brain and called 

functional NIR (fNIR)[14][15]. NIRS is also applied on diagnosing cancer base on the 

difference of endogenous chromophore between anomaly and normal tissues [15]. 

The breast tumor is the main part of exam. 

The NIRS has been developed for several decades, and there are some different 

modalities to implement NIRS. In the way of time-domain modality, high speed about 

picoseconds pulsed laser and time resolve measurements were used so it has high 

resolution. But the heavy instrument let the investigators proposed RF system. The RF 

system modulates laser diodes and detectors the phase delay and the amplitude of 

modulated light.  

The other newer application is NIR image (NIRI). It has gained interest to 

researchers recent years. NIRI can be referred as the extension of NIRS with 

multi-channel of source and detectors. The result of concentration image of 

chromophores is showed by color mapping. 

2.3. Diffuse Optical Tomography 

 We have known that the main absorber in biological tissue is HbO2 and Hb. 

Therefore, the optical characteristics of absorption or scattering ability are affected by 

chromophores. The DOT uses another algorithm to approach the optical characters of 

tissue. In order to generate a mapping image of spatial variations optical parameters, 

we need to measure the photon fluence with multiple sources and allocate detectors to 
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back-project the image essentially. This section introduces the theory and approach 

ways of DOT system. 

2.3.1 Diffuse equation 

To describe how the near-infrared photon migration through biological tissue has 

been developed based on the radiative transfer equation (RTE) about the 1990s. The 

scattering probability is much greater than absorption probability in turbid medium. 

Therefore diffusion approximation to the transport equation can be used. The 

diffusion equation is showed as Eq. (6). 

 2 ( , ) ( , ) ( , ) ( , )aD r t r t r t S r t
t

νμ ν∂
− ∇ Φ + Φ + Φ =

∂
 (11) 

   The ( , )r tΦ  is the photon fluence at position r  and at time t . ( , )S r t  is the 

light intensity of the light source. D  is the scattering factor which distinct from the 

optical characteristics and can be presented as Eq. (11).  

 ' '3 3s a s

D ν ν
μ αμ μ

= ≅
+

 (12) 

The '
sμ and aμ  are reduce scattering and absorption coefficient of objective. In 

turbid medium, '
sμ  much greater than aμ  so D  can be reduced to the right side of 

Eq. (11). The optical properties of biological tissue can be found in reference [16]. ν  

is light speed of the medium. Note that the parameters in Eq. (11) are dependency to 

wavelength of light source. The relation between aμ  and concentration of HbO2 and 

Hb is showed in Eq. (12). 

 
2 , 2 ,[ ] [ ]a HbO HbHbO Hbλ λμ ε ε= +  (13) 

To get the variation of absorption coefficient the ( , )r tΦ  should be measure first. 

Eq. (11) is an implicit equation and it demand to do the approximation and 

linearization to simplify the diffusion equation. 

There are some applications to know the changed of the biological tissue, such as 



19 
 

early tumor detection, brain function image, and early discrimination between 

ischemic and hemorrhagic stroke.  There are several technical solutions to realize 

DOT system, including time domain (TD), frequency domain (FD), and continuous 

wave (CW) techniques. 

2.3.2 Application and implementation of DOT 

TD-DOT use ultra high speed laser (picoseconds) to incident pulses of light into 

the tissue. After the pulses incident the tissue, various tissue made them board and 

attenuate which is mean reshape the pulse. TD system detects amplitude and temporal 

distribution when they penetrate out of the surface of tissue. In figure 2.4, the head of 

the long pulse is the photons which don’t undergo many scattering effect and are 

called ballistic photon. While the photons reach the detectors slower they also contain 

more information about the depth, optical characteristic and others. TD systems have 

some advantage, the scattering coefficient of tissue can be get by calculate the slope 

of the long pulse and TD-DOT also have relatively high spatial resolution to FD-DOT 

and CW-DOT.  

On other hand, TD systems are very expensive, large dimension and long 

acquisition times to receive reasonable signal- to-noise ration. The high speed optical 

detectors are also needed to implement the systems such as streak camera, avalanche 

photon-diode and photomultiplier.  

 

 

 

 

 

 

 
Figure 2.4 The modality of TD-DOT systems. 
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In FD systems, amplitude of optical sources are modulated at frequency about 

tens to hundreds megahertz which is between TD and CW systems. This system 

reconstruct the information of tissue by detect the amplitude decline and the phase 

delay of the photon. After modulating, the light includes AC and DC component. The 

AC part has phase and the amplitude component and the DC part also has the 

information of amplitude. Fig. 2.5 shows the modality of FD-DOT system. The phase 

delay is hard to detect because of modulate of the optical sources. Therefore, when the 

signals are detected, the cross-correlation also is done at the same time. The frequency 

of signal is modulated to below 1 kHz to obtain the ration of AC and DC amplitude 

and the phase delay.  

 

 

 

 

 

 

 

Compare to TD system the photon penetrate depth of FD system is shallow, but 

temporal revolution is much higher than TD systems. The optical source of CW-DOT 

system is very low frequency and steady compare to “pulse” in TD systems. The 

optical sources can view as on continuously. The information obtains from optodes is 

only the DC amplitude so scattering parameter can’t obtain in CW systems. Scattering 

coefficient is usually set to be constant in CW-DOT. The reconstruction algorithm is 

relative simple and computation overhead is lower than other two systems. 

 

 

Figure 2.5 The modality of FD-DOT systems. 
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The main characteristics of CW-DOT systems are the high potential to achieve 

the goals of low-power, low-cost and portable. The optical sources and detectors have 

less criteria and easy to assemble. The power consumption of CW is lower which 

3.6V Li-ion battery can drive. So, CW-DOT systems have the highest potential to 

commercialize and massive produce. The relatively poor penetration and localization 

are the shortcoming of CW-DOT systems. The ability to precise the localization is 

influenced by the power of optical sources, the sensitivity of sensors and the 

reconstruction method. How to tradeoff between spatial resolution and makes it 

portable is a challenge. Table 3 reveals the pros and cons of different systems. 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.6 The modality of CW-DOT systems. 

Table 3 Pros and cons of different types of DOT systems. 
Type Advantages Disadvantages 

TD 1. Spatial resolution 

2. Penetration depth 

3. Most accurate separation of absorption 

and scattering 

1. High Sampling rate 

2. Instrument size and weight 

3. Stabilization and cooling 

4. Cost 

Example Uses: Imaging cerebral oxygenation and hemorrhage in neonates, breast imaging.

FD 1. Relatively low sampling rate 

2. Relatively accurate separation of 

absorption and scattering 

1. Penetration depth 

2. Instrument size and weight 

3. Cost 

Example Uses: Cerebral and muscle oximetry, breast imaging 

CW 1. Low sampling rate 

2. Instrument size, weight and simplicity 

3. Low cost 

1. Penetration depth 

2. Difficult to separate absorption and 

scattering. 

Example Uses: Finger pulse oximeter and Functional brain experiments 
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2.4. Review of this study and Recent Work 

NIRS and DOT both use the “optical window” to obtain the message from 

biomedical tissue. But there are some difference between NIRS and DOT. The most 

significant difference is the algorithm the two system use. NIRS system can get the 

absolute value of chromophores concentration by modified Lambert Law. DOT use 

the diffusion equation to calculate the change and absolute value of optical coefficient. 

NIRS can also be showed as image such as the distribution of Hb concentration. 

The relevant researches about NIRS and DOT have been undergone for decades. 

In 1929, using continuous wave (CW) light to detect breast lesions was first proposed 

by Cutler. But the light intensity is too high to heat the patient. In 1973, Gros et al. 

used near-infrared ray and allocated the breast between physician and optical source. 

The Doctor uses eye to see the “image” directly. As times goes on, the newer 

technology was developed. The below table presents the relevant research with some 

figures of instrument in recent years. 

 

 

 

 

 

 

 

 

 

 

 

 

(a)                            (b) 
Figure 2.7 (a) Schematic drawing of a high-speed laser Doppler blood flow 
imager. (b) Blood flow-related images of human fingers. Images size is 512x512. 
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Recently, how to enhance the spatial resolution and the portability of instrument 

are hot issues. The forward model, inverse solutions, sensor network, and front-end 

circuits are the some causes to affect the quality and volume of imaging systems. 

Portable instrument for bedside monitoring of newborn brain have proposed which is 

showed in Fig. 2.9. There are also some commercial topography products such as 

 
(a)        (b) 

Figure 2.8 (a) Pulse Oximetry (b) CW-DOT system of NIRx company. 

Table 4 Relative researches about NIRS and DOT. 

Item description From 

Pulse Oximetry 

(Figure 2.8a) 

Provide accurate oxygen saturation of arterial. 1930s 

Laser Doppler 

Blood Flowmetry 

(Figure 2.7) 

Measure in-vivo blood flow in biological tissues such as skin 

or brain tissue by measure the beam of the reflected light. 

1960s 

Near Infrared 

Spectroscopy (NIRS) 

Quantifies changes in chromophore concentration in turbid 

medium by measure the change in the photon density of light. 

1970s 

Phonon Migration 

Instrumentation 

An extension of an NIRS system but it has more sources and 

detectors. There are three kinds of system to implement it: 

a. Use pico-second pulses of light 

b. Continuous wave illumination 

c. RF amplitude modulated illumination 

1980s 

Diffuse Optical 

Tomography (DOT) 

(Figure 2.8b) 

Estimate the optical parameters of the biomedical tissue by 

invert the photon propagation model. Also three ways to 

approach: TD-DOT , FD-DOT , and CW-DOT. 

1990s 
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Hitachi ETG-7100 in Fig. 2.8 (b) and NIRx Scout and Fig. 2.10. Because the 

computation workstation is heavy, the volumes of these systems are not suitable to 

portable applications. 

 

 

 

 

 

 

 

 

 

    The other method of DOT is dynamic near-infrared optical tomography 

(DYNOT) which developed by optical tomography group of SUNY Downstate 

Medical Center. DYDOT employs low-energetic laser radiation to probe tissue. The 

multiple optical sensors acquire data set in a continuous fashion at high repetition 

rates about several images per second [17]. So the study of physiologic changes inside 

the target can be scan. The concept is illustrated in the figure below. DYDOT is apply 

on scan breast mainly, because the tissue of breast is relative simple to brain and the 

depth of penetration of light is deeper.  

Algouth there are lots of instrument have been developed, an portable DOT 

tomograpghy system instrument with the reconstruction compute system which can be 

applied the on urgent diagosis and wearble are not implemented. Next section the 

   
Figure 2.9 (a) Sensor attached on the hat. (b) LED and photo-diode. 

 
Figure 2.10 (a) Hitachi ETG-7100 (b) Array of sensor network 



25 
 

method of the VLSI inspired image reconstrction algorithm and the design of 

processor is illustrated and show the result of simulations. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.11 Concept of DYNOT. The input arrows indicate the direction of light. 

(Source: http://www.nirx.net/dynamic-optical-tomography) 
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Chapter 3 Image Reconstruction Algorithm and Processor 

 To reconstruct the topography of tissue the forward model and inverse solution 

are two critical processes. Forward model is employed to describe how the photons 

scatter and diffuse in highly scattering medium. The optical density sense by the 

detectors can be expected and calculated from forward model. Inverse solution is used 

to reconstruct optical characteristics of the medium with the modalities of detectors.  

3.1 Forward Model 

The diffusion equation is a standard approach in high scattering medium. For the 

using of continuous optical source, the Eq. (11) in chapter 2 can be expressed as Eq. 

(14)  

2 ( ) ( ) ( )aD r r S rυμ υ− ∇ Φ + Φ =   (14) 

To solve the equation, the most common techniques of linearization are Born and 

the Rytov approximations [5][18]. The main difference of these approximations is the 

assumption of light intensity ( )rΦ  at position r . Born technique approximates the 

light intensity is superposition of incident component and scattering component which 

is showed in Eq. (15). The hypothesis of Born is based on the intensity of incident 

light much bigger than scattering. Therefore when the variation of absorption 

coefficient reaches a quantity the method is not adapted to be used. In Rytov 

approximation, there is a nature exponential relation of incident light and scattering 

light in Eq. (16) and the method is suit for the reasonable change of absorption. Born 

approximation has been proven it leads much more ill-posed than the Rytov 

approximation thus Rytov approximation is used to do simulation in the study. 

 ( ) ( , ) ( , )incident s scat sr r r r rΦ = Φ +Φ  (15) 

 ( ) ( , ) exp ( , )incident s scat sr r r r rΦ = Φ Φ  (16) 
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To get the change of absorption coefficient, the aμ can be express as Eq. (10). 

We assume that the object is a homogenous medium with constant absorption 

coefficient h
aμ  and heterogeneous mediums in homogenous medium cause the 

variation of absorption coefficient aμΔ .[19] 

 h
a a aμ μ μ= + Δ  (17) 

Next, apply Eq. (16) and Eq. (17) to Eq. (14); the Eq. (18) can be obtained. 

 ( ) ( ) ( ) ( )2 , exp ,h
a a incident s scat sr r r r S r

D
ν μ μ ν⎛ ⎞∇ − +Δ Φ Φ =⎜ ⎟

⎝ ⎠
 (18) 

The incident Helmholtz equation which with no scattering and variation of absorption 

is represented as Eq. (12). 

 ( ) ( )2 ,h
a incident sr r S r

D
ν μ ν⎛ ⎞∇ − Φ =⎜ ⎟

⎝ ⎠
 (19) 

To solve the aμΔ  we use Eq. (18) to subtract Eq. (19) and get the Eq. (20). 

 ( ) ( ) ( ) ( )( ) ( ) ( ) ( )2 2 exp expa
inci scat in in scat

r
k r r r r r

D
ν μΔ

∇ + Φ Φ −Φ = − Φ Φ  (20) 

By using the appropriate green function and using the hypothesis of Rytov 

approximation: the strength change of scattering is very slowly. The scattering 

intensity can be expressed as Eq. (21). 

 
1( , ) ( , ) ( , )

( , )
a

scat s d s dv
in s d

r r r r G r r dr
r r D

ν μΔ
Φ = − Φ

Φ ∫  (21) 

We have defined the change of light intensity from source to detector in Eq. (22). 

The Eq. (21) is the integral of volume. If the volume is divided into tiny voxel we can 

rewrite the equation as Eq. (23). 

 
( )
( ) ( ),

In ,
,

s d
scat s d

in s d

r r
OD r r

r r
Φ

= − = Φ
Φ

 (22) 

 ( ) ( )
( , ) 3, ( , ) ( , )

,

n
i a

scat s d i s i i i d
i in s d

OD r r r r G r r l
D r r
ν μΔ

= Φ = Φ
Φ∑  (23) 
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The i  is the number of the voxel and l  is the side-length of each voxel. Eq. (23) 

can be expended to multiple source-detector pairs. If a system include i sources and j 

detectors we can receive the m i j= ×  values of the change of light intensity. The 

equation can be expressed as matrices in Eq. (24). 

 

( ,1) 1 1 111 12 1

( ,2) 1 2 21 22 2 2

1( , )

( , ) ( )
( , ) ( )

           
( )( , )

scat s d an

scat s d n a

m mn a nscat m si dj

r r ra a a
r r a a a r

a a rr r

μ
μ

μ

Φ⎡ ⎤ Δ⎡ ⎤⎡ ⎤
⎢ ⎥ ⎢ ⎥⎢ ⎥Φ Δ⎢ ⎥ ⎢ ⎥⎢ ⎥=⎢ ⎥ ⎢ ⎥⎢ ⎥
⎢ ⎥ ⎢ ⎥⎢ ⎥

ΔΦ⎢ ⎥ ⎣ ⎦ ⎣ ⎦⎣ ⎦

"
"

# # % # ##
" "

 (24) 

The element mna  of the Eq. (25) is weighting function in different locations can 

be derive from Eq. (23). ( )a nrμΔ  represents the change of absorption coefficient of 

each voxel we observe. 

 
( )

3

( , )

( , ) ( , )
,

n s n n n d
mn

in m s d

r r G r ra l
D r r

νΦ
=

Φ
 (25) 

 By linearizing the forward model, the diffusion equation can be express as Eq. 

(26). If we can solve the pseudo inverse of the matrix m nA × , the variation of absorption 

coefficient can be obtained. The processing of calculating the pseudo inverse is called 

inverse solution. 

 [ ] [ ] [ ]1 1m m n n
A μ

× × ×
Ψ = × Δ  (26) 

 [ ] [ ] [ ]†

1 1n n m m
Aμ

× × ×
Δ = × Ψ  (27) 

3.2 Inverse Solution 

 We can found that if n m>  in Eq. (26) which means the voxel number is bigger 

than the number of source-detector pairs. At the same time, the unknown values is 

bigger than the equations. The inverse problem becomes the ill-posed and 

under-determined problem [20]. The ill-posed problem features the solution may not 

exist and not unique. On the other hand, forward model is a non-linear problem, but 

linearization is used to simplify it. The artifact distortion has been made in forward 
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model and the reconstruction of DOT is generally an ill-posed problem. Therefore 

how to choose solution of inverse problem is a crucial issue. 

 Because of the stable ability and reliable solution to deal with ill-posed problems, 

the study uses SVD to solve the inverse problem.  

3.2.1 Jacobi SVD algorithm 

Jacobi SVD arithmetic is a way to accomplish the calculation of SVD. It has the 

advantage of parallel computation and is also superior to other method to implement 

on VLSI[21, 22]. By the definition of SVD and Jacobi SVD, the m nA ×  can be written 

as the following form: 

 T T
m n m m m n n n m m m n n n m nA U D V U A V D× × × × × × × ×= → =  (28) 

One of the JSVD algorithms is called two-side rotation method that performs 

orthogonal two-side plane rotations to generate matrix[23, 24]. In each rotation, the 

pairs of set ( , )p q  of matrix m nA ×  is performed 2-by-2 SVD to generate ( , , )lJ p q θ  

and ( , , )rJ p q φ by CORDIC (COordinate Rotation Digital Computer) algorithm. The 

procedure is showed in Eq. (22) and Eq. (23). 

 1

2

0cos sin cos sin
0sin cos sin cos

T
pp pq

qp qq

a a
a a

σθ θ φ φ
σθ θ φ φ

⎡ ⎤ ⎡ ⎤⎡ ⎤ ⎡ ⎤
=⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥− −⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎣ ⎦

 (22) 

 

1 0 0 0

0 cos sin 0
( , , )    ,( )

0 sin cos 0

0 0 0 1

pp pq

qp qq

J p q p q
θ θ

θ
θ θ

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥= <⎢ ⎥
⎢ ⎥−
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

" " "
# % # # #
" " "

# # % # #
" " "

# # # #
" " "

 (23) 

Every iterative procedure makes the result more diagonal than former. After i 

times of iterations, the matrix will become a diagonal matrix with the singular values. 
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The equation of rotation is shown in (24).  

 1 0 0 0 1( ) ( ) ...( )  ...    l T l T l T r r r
i i i i iD A J J J A J J J− −= =  (24) 

CORDIC is an iterative arithmetic and introduced in 1959 by Jack E. Volder. 

CORDIC can compute all the trigonometric functions by vector rotation [25]. The 

CORDIC algorithm is derived from the general rotation transform which rotates a 

vector in a Cartesian plane by an angle θ . It can be rearranged and showed in Eq. 

(25). 

 
' cos ( tan )
' cos ( tan )

x x y
y y x

θ θ
θ θ

= −
= +

 (25) 

To do the simplification of the Eq. (25), rotation angles are restricted to the form 

as tan 2 iθ −= ±  so shift can be performed the multiplication of tangent term. 

Performing the series of successively smaller elementary rotations, the arbitrary 

angles can be obtained. The iteration form of Eq. (25) showed in Eq. (26) 

 1

1

( 2 )

( 2 )

i
i i i i i

i
i i i i i

x K x y d

y K y x d

−
+

−
+

= −

= −

i i
i i

 (26) 

 1

2

1cos(tan 2 ) , 1
1 2

i
i ii

K d− −

−
= = = ±

+
 (27) 

The product of the iK  can be treated as a system processing gain. It approaches 

0.6073 as the number of iterations goes to infinity. The angle of a composite rotation 

is uniquely defined by the sequence of the directions of the elementary rotations. The 

angle accumulator in Eq. (28) is added to CORDIC arithmetic to calculate arctangent.  

 1
1 tan (2 )i

i i iz z d − −
+ = − i  (28) 

The CORDIC rotator is normally operated in two modes: rotation mode and 

vectoring mode. In rotation mode, it rotates the input vector by a specified angle. In 

vectoring mode, it rotates the input vector to the x axis while recording the angle 

required. Table 5 shows the equations of the two modes. 
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The two-side rotation Jacobi rotation matrices and they are generated by 

eliminating the off-diagonal elements of JSVD can be implemented by VLSI with the 

parallel way and serial way. The systolic array architecture or the look-up table 

architecture can realizes the algorithm. 

 

 

 

 

 

 

 

 

 

3.2.2 Truncated SVD 

Truncated Singular Value Decomposition (TSVD) algorithm is a way to retains 

the t numbers of biggest non-zero singular values which is shown in Eq. (29)[10]. The 

t is referred as the truncated parameter. The computation can be reduced by adding the 

truncated operations, because the rest of diagonal elements of can be set to zero. At 

the same time, not all of the singular values are important. TSVD can also be helpful 

to simplify the computation complex. 

 

1 0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0 0
0 0 0 0 0

T
m n m m n nt

m n

A U V

σ

σ× × ×

×
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⎢ ⎥
⎢ ⎥
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%
 (29) 

 

Table 5 The two modes of CORDIC. 
 Rotation Mode Vectoring Mode 
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3.2.3 Frame mode and sub-frame mode of image reconstruction 

Two modes of inverse operations are proposed: one is called the frame mode and 

the other is called the sub-frame mode. We define a frame contains 96 voxel within an 

area of 2(4 6)cm× . In the frame mode, an image with 96 voxel is reconstructed 

directly.  Thus, there are totally 96 numbers of aμΔ have to be solved in one system 

of linear equations. The biggest truncated number is 72 in the frame mode and the size 

of matrix FrameA  is 72 96× . In the sub-frame mode, a frame is divided into six 

sub-frames with 4 4× voxel, thus the dimension of matrix A  can be reduced 

significantly. The biggest truncated number is 4  and the matrix size of Sub FrameA −  is

4 16× . By this way, six much smaller inverse problems are solved instead of solving 

one big problem. Simulation results of two modes are presented in next section. Fig. 

3.1 displays the relation between sub-frames and one frame. 

 

 

 

 

 

 

 

3.3 The result of software simulation and analysis 

Figure 3.2 is the simulation flow chart of simulation. MATLAB is used to handle 

the simulation. First, the geometry of sample is defined by the medium size and the 

locations of the source-detector pairs. Totally six diffuse optical sources and twelve 

photo-detectors are located and it demonstrated in figure 3.3. The area of frame is 

4 6cm cm× and the voxel size is 3(0.25 )cm . Second, the medium optical coefficients 

 
Figure 3.1 The relation between sub-frames and one frame. 
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are assigned to each voxel. The background medium is homogenous with 

10.05h
a cmμ −=  and the reduced scattering coefficient ' 110s cmμ −= .  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 3.3 The distribution of sources and detectors. 

 
Figure 3.2 The flow chart of simulation of forward model and inverse solution. 
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mean square error (MSE) which is in Eq. (30) and computational time in two modes 

for the first and second medium are computed.  

 2(( ( ) ( )) )true recon
i n a aMSE mean i iμ μ∈= −  (30) 

The result is shown in table 6 and table 7. The MSE in the sub-frame mode is 

bigger than the frame mode in most cases for the first medium. However, the visual 

quality may not be significantly improved especially when the truncated number is set 

to be 4. In addition, the computational time of the frame mode is about two hundred 

times more than the sub-frame mode. The large cost of time consumption of the frame 

mode is due to large matrix to solve by the iterative JSVD algorithm. It can also be 

observed that decreasing the truncated parameter leads to less computational time. 

 

 

 

 

 

 

For the second medium, surprisingly the MSE of the sub-frame mode is always 

better than that of the frame mode. It can also be demonstrated that the image quality 

of the sub-frame mode is better. The main reason is the location of anomaly medium 

is right at the center of a sub-frame. It is not intended to claim that the sub-frame 

mode is definitely superior to the frame mode. However, simulation results clearly 

demonstrate that, with the inherent limitation on image resolution in CW-DOT 

systems, the sub-frame mode is a good technique to dramatically reduce the 

computational cost and also maintain a reasonably good reconstruction quality. 

 

Table 6 Compute time and MSE of Frame Mode 
Frame Mode First Medium Second Medium 

Truncate 
Parameter 

Compute 
time (sec)

MSE 
(x10-4) 

Compute 
time (sec)

MSE 
(x10-4) 

24 5.780064 86 6.326128 176 
18 5.687689 80 5.507522 129 
12 5.456757 66 5.318873 81 
6 5.421226 178 5.372787 81 



37 
 

 

 

 

 

 

 

 

3.4 The design of the JSVD processor 

 The processor is used to solve the inverse solution, so the speed of the processor 

is not the main requirement. The processor is biomedical signal processing and 

implemented on portable instruments. Therefore, the main goals of the processor is 

high precision, low area and low power consumption. The fix-point simulation is done 

by MATLAB and the hardware resource is designed aim to reach the criteria. 

3.4.1 The architecture of processor 

 The processor contains four important blocks which are CORDIC engines, the 

control unit of CORDIC engine, memory control unit and dual port memories. The 

simplified, general block diagram of architecture is showed in figure 3.9. 

 

 

 

 

 

 

 

  

Table 7 Compute time and MSE of Sub-frame Mode 
Sub-Frame 

Mode 
First Medium Second Medium 

Truncate 
Parameter 

Compute 
time (sec)

MSE 
(x10-4) 

Compute 
time (sec)

MSE 
(x10-4) 

4 0.034519 99 0.034079 78 
3 0.034326 149 0.040209 78 
2 0.034536 202 0.033942 78 
1 0.034241 252 0.040864 78 

 

 

Figure 3.9 The simplified, general bock diagram of architecture. 
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CORDIC Engine is implement with the basic structure[25], even there are other 

structure faster the basic structure such as radix-2 CORDIC but the area is bigger and 

speed is not the requirement. The basic architecture of CORDIC engine is presented 

in figure 3.10.  

 

 

 

 

 

 

 

 

 

The 2-by-2 SVD is performed by the parallel diagonalization SVD method 

which is based on determining sumθ  and diffθ  directly. This method can reduce the 

necessary of computation time and the area of 2-by-2 SVD. Therefore there are two 

CORDIC engines to do the parallel computation.  

The algorithm of parallel diagonalization SVD: 

Begin 

 Parallel do : b+c, c-b, d-a, d+a 

 Parallel do begin 

   Find ( )sum r lθ θ θ= + ; 

   Find ( )diff r lθ θ θ= − ; 

   End 

 Parallel do separate ,r lθ θ  

 Parallel find sine/cosine of ,r lθ θ  using the CORDIC engine 

End 

The algorithm can be divided into four stages to implement on circuits and the 

 
Figure 3.10 The basic architecture of CORDIC engine. 
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two CORDIC engines can be reused to obtain the result of SVD. Table 8 shows the 

input and output of each stage. The SVD control unit is designed to be a finite state 

machine and execute each stage by reuse the two CORDIC engines. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.4.2 Memory controller 

  The module is used to generate the 2-by-2 matrix from big matrix and renew the 

memory by multiply the old iA  with ( , , )rJ p q θ and ( , , )lJ p q θ . In order to access 

the memory less and reduce the time of refresh memory; the data flow is scheduled to 

Table 8 The input and output of each stage. 

 CORDIC Engine 1 CORDIC Engine 2 

Stage1 

Input 
; ; 0x d a y b c z= − = + =  

Mode: vectoring 

; ; 0x d a y b c z= + = − =  

Mode: vectoring 

Output 1tan ( / )n sumz d a b cθ −= = − +  1tan ( / )n diffz d a c bθ −= = + −  

Stage2 

Input 

Input: 

; ; ( ) / 2r sum diffx a y b z θ θ θ= = = = +

Mode rotation 

Input 

; ; ( ) / 2r sum diffx c y d z θ θ θ= = = = +  

Mode: rotation 

Output Output: 1 1
1

1 1

( ) , ( )r r

a b
A A R R

c d
θ θ

⎡ ⎤
= × = ⎢ ⎥

⎣ ⎦
is the rotation matrix. 

Stag31 

Input 
1 1; ; ( ) / 2l sum diffx a y c z θ θ θ= = = = −

Mode: rotation 

1 1; ; ( ) / 2l sum diffx b y d z θ θ θ= = = = −

Mode: rotation 

Output 1
1

2

0
( ) , ( )

0
T

l lR M R
ψ

θ θ
ψ

⎡ ⎤
× = ⎢ ⎥

⎣ ⎦
is the rotation matrix 

Stage4 

Input 
1; 0; rx y z θ= = =  

Mode: rotation 

1; 0; lx y z θ= = =  

Mode: rotation 

Output cos( ), sin( )n r n rx yθ θ= =  cos( ), sin( )n l n lx yθ θ= =  
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be parallel and efficient. We observe the elements of ( , , )rJ p q θ  and ( , , )lJ p q θ and 

we can found that the location of non-zero value is relate to set ( , )p q . Also, the 

valued of the diagonal elements are one. Hence, the change of matrix A  is only the 

element of ( , )p q rows and columns. 

 1( , ) (2,3);   (2,3, ) (2,3, )T
l i r ip q J A J Aθ θ += =  Eq. (31) 

 

 

 

 

 

 In the reason, we can renew the data which are changed and remain the data 

which are still same. After analyzing the changed date, they are divided into three 

types. First type is the column and row of location are include ( , )p q , which are in 

green circles in figure 3.11. The second and third types are the location of column or 

row relative to set ( , )p q  which are in red circles. The categories of these data are 

showed below. 

 
{ }
{ }

{ }

First type: , , ,

Second type: , , ,

Third type: , , ,

ij

ip iq

pi qi

a i j p q

a a i p q

a a i p q

=

≠

≠

 Eq. (32) 

After know the characteristics of these data, the multipliers are designed to reuse 
and execute parallel the calculation. Before computing the data, the product of 
cos , sin , cos , sinr r l lθ θ θ θ  are dealt first, the result of their product is x, y, z, and s. 
The schedule of the data flow to renew the iA  is presented in figure 3.12. 

 

 

 

 

 

Figure 3.11 The example of different data types.

 

Figure 3.12 The first renew flow of the data input.
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The renew procedure of iU and iV  are also deal with the same methodology 

and shares the other four multipliers. By the method we can renew two elements of 

matrix parallel and access the memories efficient.  

 
Figure 3.13 The second renew flow of the data input. 

 

3.4.3 The spec of the JSVD processor 

  The circuit is implemented to hardware description language in Verilog. 

Although the main goal of the processor is not the speed, the speed of the processor 

can reach 200MHz. The total cell area is 248180 with the UMC 90nm manufacture 

library. The combinational circuit area is 102804 cell and the non-combinational 

area is 145376 cell. The result is synthesized by the ncverilog of Synopsys. The 

fix-point JSVD can decompose the 16-by-16 matrix and offer 14bits precision 

CORDIC engine. It also offers the restriction of iteration times. To deal with an 

iteration of 4x16 matrix only take 160 sμ . 
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Conclusion 

 In this paper, a portable CW-DOT system of prototype is proposed. The system 

was used to verify the reconstruction algorithm of forward model and inverse solution. 

In order to reduce the complexity of computation and enhance the quality of the 

CW-DOT images, we apply Truncated and Jacobi SVD algorithm to do the inverse 

solution in CW-DOT systems.  

 The different reconstruction modes are also provided: sub-frame mode and frame 

mode. Sub-frame mode has been proven can reduce the computational overhead in 

reconstruction processing. We simulate inhomogeneous media with different shapes 

and locations and study the impact of different reconstruction modes on the quality of 

image. This simulation demonstrates that low computational cost is possible without 

harming severely the image quality. In short, Truncated and Jacobi SVD is a highly 

efficient technique for reconstruction of good quality images and is suitable for 

CW-DOT system. 

 Moreover, the high precision 16-bits image reconstruction processor is also 

proposed. The design of the processor is aim to low-area, low-power consumption and 

reasonable precision. In conclusion, the study reduces the volume of CW-DOT 

systems by implementing the low computational overhead algorithm on VLSI. The 

algorithm is also tested by simulation and emulation with the prototype. 

 In the future, the image reconstruction processor can be combined with other 

biomedical signal processors to be a SoC, and operate with the wireless handheld 

devises. In this way, he devises can benefit more doctors, more patients, and more 

researchers. 
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