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ABSTRACT

In this dissertation, we will analyze how to impeothe cellular
wireless communication system through the helpeofitd base station
(femto BS) networks. Femto BS is a base statiorchviprovides much
smaller coverage area and users can deploy femreamB®cations where
they want to improve the Quallity of Service (Qo¥d. ensure a proper
downlink outage probability, design criterion baseda feasible femto
base station (BS) density is analyzed. Considdango BS deployment,
a three-dimensional (3-D) Poisson model of randpatial distribution
and stochastic geometry are used. From the studged forms of
feasible femto BS density will be identified. Basedthe frame structure
of 4G cellular communication system, we also prewidfast approach to
estimate the achievable throughput that user vatbio from femto BS
networks. The analysis results 'not only can be usegredict the
performance of various femto BS deployment scesdiat also can be
used as a design criterion for resource controlhaeism designs. Our
research results about femto BS network can alsappdied to other
research topics of wireless communications. In sudy, we further
extend our study to therdimensional random networks and the fading
figure estimation of Nakagami fading channel.
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CHAPTER 1
DISSERTATION OVERVIEW

In this chapter, we will introduce the overvietvaur dissertation. In-section 1.1, we
introduce the background-of our research. Then, dekneate the outline of our
dissertation in section 1.2. In section 1.3, we miamze the definitions and abbreviations

of vocabularies that often appear in this dissertat

1.1 Overview of Dissertation Background

Cellular Wireless Communication network is now @hidapplied to serve a large part
of the population in the world. In the era of figagneration cellular network, the cellular
network only supports voice service. Now, billioolsusers around the world require a
wide range of data services.from the real-time @iddeaming to the point to point
packet transmission. It is expected the requirenmtewards the bandwidth will keep
increasing in a dramatic speed. With the extentibrcellular networks, it is already
observed the increase of indoor data request. 08,2@ore than 50% of voice call and
more than 70% of data traffic are generated froenitidoor environmen#]. However,
because of the characters of signal propagatiorcangplicated indoor surrounding, the
cellular network still leaves indoor “coverage (&jlein everywhere. To provide
ubiquitous coverage, system providers need effe@mpproaches to conquer the indoor
coverage holes. Over the past few decades, marmydede technologies were proposed
to improve the indoor bandwidth efficiency. Withimese candidate approaches, Femto

Base Station (Femto BS) is a promising technologicivdraws a lot of attention from
1



both the service providers and users.

The basic concept of femto BS is a base statibichwprovides much smaller cell
coverage in the cellular netowrks. In the histofycellular netowrks, devices such as
micro BS and relay stations were proposed to eréh#ime signal quality and bandwidth
efficiency. However, femto BSs obtain many featundsch are totally different with

previous technologies. The features of femto B&uoe

1) Femto BS can be deployed and installed by users.

2) Cell planning is absent in the femto BS networks

3) Femto BS can provide different Quality of See{Q0S) to different users.
4) Femto BS needs to self-organize and self-op@rtheir operations.

5) Femto BS needs to cooperate with neighbor B&sraatically.

Because these innovative features and requirenwérthe femto BS network, femto
BS leaves many problems to researchers. Firstof@&86 bring flexibility to the cellular
network by allowing users to deploy femto BSs bgntiselves. However, this flexibility
makes the cell planning in the femto BS networksgiccated. Furthermore, because
users can install femto BSs in the location wheéee Singal to Interference plus Noise
Ratio (SINR) needs to be enhanced, it can be expected therebwilas many as
thousands of femto BSs under the coverage of oreearell. These femto BSs need to
cooperate with each other to optimize the netwogkfggmance. However, how to
improve the efficiency of cellular network by optaimg the performance of femto BS
networks is still a. pending problem.

To improve the performance of femto BS networksnhynatudies concentrated on
control mechanisms in Physical layer or Medium Asc€ontrol layer, such as the power
control, resource allocation, or fractional fregogmneuse. However, few researches took
the random distributions of the femto BS netwonkich will influence the system
performance, into their consideration.

Besides the locations of femto BS networks, italso difficult to analyze the
throughput that femto BS networks contribute to tisers. Most of the studies which
analyzed the improvement of femto BS networks wachieved by field test or
simulations. However, field test or computer sintiolas are not efficient in giving us the

insight about how femto BS improves the systemagoerance.



1.2 Contribution and Outline

In this dissertation, we will apply the conceptrahdom network to analyze the femto
BS networks. First, we use homogenous Poisson Pwootess (HPPP) to describe the
random distributions of femto BSs. Then, tools tufckastic geometry are applied to

model the locations of femto BS networks. Our dbuotions include:

a) A novel 3-dimensional HPPP space model to aealyz femto BS networks.

In the previous studies about wireless communinationost of the scenarios were
based on 2-dimensional (2-D) plane scenario. How&4® scenario cannot fulfill our
requirement because femto BSs can be deployeddrg us anywhere of the buildings.
To address the feature of femto BS networks, weigeoa novel 3-dimensional (3D)

HPPP scenario to-.analyze the femto BS networks.

b) The range of feasible femto BS density of feB&networks

Based on the stochastic features of femto BS né&syeve will estimate the range of
feasible femto BS density which provides fully caage to the users. In our study, we
will analyze the influence of the density of fen@8 to the Signal to Interference Ratio
(SIR). Then, we analyze how to_control the femtod&asity to decrease the probability
of outage event. The conclusion of our analysishEa reference of femto BS networks

deployment and interference mitigation.

c) Extension to the log value estimation

Derived from-our. analysis, we also conduct a cloketh to analyze the expected
value of log value, E[ligym)]. Here, m represents the dimension of HPPP and
represents theth nearest node observed by the uBgk represents the distance between
the user and thieth nearest node in the dimensional space. Both andn can be any
positive integer. In our study, we will show thatr @losed form expression of E[R{m)]
can be applied to many studies in wireless comnatioics, such as the average signal
strength estimation in random network (whes3) and channel estimation of Nakagami

fading channels.

d) Femto BS networks achievable throughput estonati
Based on our proposed 3-D HPPP model, we will pileva simple approach to

3



estimate the achievable throughput of femto BS aetsv We will estimate the
achievable throughput based on three assumptign@FDM (Orthogonal Frequency
Division Multiplexing) system, 2) Non-cooperatedcket transmission and 3) Hybrid

Automatic Repeat Request.

The rest of the paper is arranged as follows: IpCl2, we will provide a broad
introduction about the functions of femto BS anldted research topics. In Chap. 3, we
will estimate the range of feasible femto BS dengitder different scenarios. In Chap. 4,
we extend our research result of ERg)] to. other studies of the wireless
communications. In_Chap. 5, we propose a closad for the.throughput estimation of
femto BS networks. Finally, the conclusions and sames of this dissertation are

summarized.in Chap. 6.

1.3 Definitions and Abbreviations

Table 1-1 Definitions of corresponded vocabulafigs

Vocabulary Definition
Backhaul The intermediate links between the core networklzask stations.
Base Station A network element in radio access. network respdasfbr radio

transmission and reception in one or more cellgrtdrom the user
equipment.

Cdl Radio network object that can be uniquely iderdifiy a user
equipment from a (cell) identification that is bdoasted over a
geographical area from base station.

Celular Network A radio network distributed over land areas cafietls, each served by
at least one fixed-location transceiver, known aseh site or base
station.

Connection A communication channel between two or more endipofe.g. base
station, server etc.).

Core Network The central part of a telecommunication network giravides various
services to customers who are connected by thsaoetwork.

CoverageArea An area where services are provided by that cello&work to the
level required of that system.

Quality of Service The collective effect of service performances whadtermine the

4



Service Provider

Throughput

User Equipment

degree of satisfaction of a user of a services kharacterized by the
combined aspects of performance factors applidaldd services.

A service provider is either a cellular network ger or another entity
that provides services to a user.

A parameter describing service speed. The numbedath bits
successfully transferred in one direction betwepectied reference
points per unit time.

Equipment that allows a user to access the netwerkices. For the
purpose of wireless communications the interfacevéen the user

equipment and the network is the radio interface.

Table 1-2 Abbreviations of the corresponded vocaies

Vocabulary Abbreviation
4G 4" Generation
BS Base Station
CDF Cumulative Probability Function
CSG Closed Subscriber Group
DSL Digital Subscriber Line
DS-CDMA Direct Sequence-Code Division Multiple Access
god Generalized Gamma Distribution
HARQ Hybrid Automatic Repeat reQuest
HPPP Homogeneous Poisson Point Process
OFDM Orthogonal Frequency Division Multiplexing
OFDMA Orthogonal Frequency Division Multiple Access
0OSG Open Subscriber Group
PDF Probability Density Function
QoS Quality of Service
SIR Signal to Interference Ratio
SINR Signal to Interference plus Noise Ratio
SON Self-Organization Network
UE User Equipment



CHAPTER 2
INTRODUCTION OF FEMTO BS

In this chapter, we will' introduce the femto BS ardearch topics derived from femto
BS. In section 2.1, we introduce the origin of femBS. Then, the features &
functionalities of femto BS are introduced in sewti2.2. In Section 2.3, we list the
benefits that femto BSs bring to the cellular netwa\Ithough femto BSs benefit the
cellular network and users, femto BSs also create problems. In Section 2.4, we
explain-the new research topics which are causedetnjo BSs and the candidate

solutions proposed by preliminary studies.

2.1 The Origin of Femto BS

With the progress of wireless access technologgrsusequirements to the cellular
wireless communication systems also advance froicegervice, short message, to the
broadband data communications [2]. Therefore, #reltvidth requirement also grows in
a dramatic speed [3]. Because of the popularityvioéless communication, now the
users require wireless services in everywhere andesvices providers of cellular
communication systems need to provide ubiquitoveEme.

However, because of shadowing, multipath phenomeaad wall penetration of
buildings, the cellular network still leaves indamverage holes in anywhere. In the past,
many candidate technologies were proposed to peowimquitous coverage. However,

these candidate approaches also have their linmtgecent yeares, femto BS was
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proposed to improve the inefficiency of celluarwetks in the indoor environment
[3]-[10].

The basic concept of femto BS is a base statiorclwhrovides much smaller cell
coverage in indoor areas. In the beginning, opesabb cellular netowrks divided one
large macro-cell, which is located in the metrofawli area, into many smaller cells.
Small cells are applied in the metropolitan areaabhse of two major reasons: First,
comparing with suburb areas, areas with dense pbpnl have much heavier traffic
loading. Under the condition that the backhaul badth in each base station is the same,
the cell size in metropolitan.areas is shrunk freemeral kilometers to several hundred
meters to guarantee the QoS that users obtainslwmotibe affected by the population of
their neighborhood. Second, users in metropoliteasaoften suffer from serious signal
degradation. Therefore, service providers generhieddea that deploying a base station
closer to the end users-to-conquer the signal dagjom. Now, because of more and
more indoor traffic requests.and strong signal adéagtion in the indoor areas, the size of
base station shrinks furthertoserve the indoeraus

Before the proposal of femto BS, many candidatdrielogies were proposed to
improve the radio access efficiency in the indaamdition. Here, we will introduce four
of the most well known technologies: 1) micro B3, rlay station, 3) distributed
antenna system, and 4) Wireless Local Area Netwodess Point (WLAN AP).

Micro BS

Micro BS; which has been proposed nearly threedkeago [11], can be regarded as a
base station with.-much smaller coverage. Similan&@ro BS, micro cell is installed by
system operators under careful frequency plangagnt joint interference with neighbor

base stations. The functionality of micro BS is $hene with that of macro BS.

Relay Station

Relay statior{12] is a signal repeater to receive and re-radiateorsiginals from the
poor coverage regions. However, their reuse of litensed spectrum for backhaul
limited the system throughput. Therefore, the bietledt relay station provides is limited
and not simple to be deployed.



Distributed Antenna System

Distributed antenna (DAS) system [13] is also psmmb to solve the signal
degradation in the indoor environment. The basaidf DAS is to install an indoor BS
in the building and to deploy the antennas of tsedB different locations in the building.
These antennas are connected with the BS throbgh &ér coaxial cable. DAS could
largely improve the spectral efficiency of the natyaf both the overlap between the
coverage areas of the different antennas is redumed the coverage areas of the
antennas fit as much as possible to the shape diuiding. However, the backhaul
connection of the BS is still limited. Furthermotiee deployment and wire connections

between the BS and antennas are still complicated.

WLAN AP

Here, we use the IEEE-802.11 series standardsagl#fje embodiment of WLAN AP.
Comparing with the candidate technologies aboveAWIAP has the follow characters:
1) It can be deployed by the users, and ii) Wirglea&N AP uses unlicensed bands to
transmit/receive data. WLAN provides robust bandwid¢onnections in_the indoor
environment. However, WLAN AP provides service omhythe indoor surrounding.
Moreover, wireless LAN AP lacks handover and pagingcesses. So, it is difficult for
WLAN AP to support.user mobility. Furthermore, laok joint cooperation between
WLAN APs may enhance the mutual interference anddsorease the bandwidth
efficiency of the network.

Because. of more and more bandwidth requirementrasmaireless communications
and ubiquitous coverage for wireless broadband ection, these candidate technologies
still cannot fulfill the users’ requirements. Thienee, femto BS was proposed during the
last ten years. From 2007, femto forum, a not-f@fip membership organization, was
founded to enable and promote femto BS and fenctnt@ogy. Furthermore, to improve
the system capacity, standard organizations of dlular network, such as 4G LTE
(Long Term Evolution) [15] and WIMAX (Worldwide Iatoperability for Microwave
Access) [16] system, already included femto BSs taedfunctionalities that femto BS
needs in their standard documenets. In the nexioseave will introduce the features

and functions of femto BSs.



2.2 Features of Femto BS Networ k

Based on the requirement of 4G cellular networl-[16], femto BS is a short range,
low cost and low power base station. Femto BS @addployed and installed by users
for better indoor signal quality and bandwidth. Shuser-installed base station
communicates with the cellular network through bilmend connection such as DSL,

cable modem, or even air link. Femto BS has maatufes, such as:

(1) Flexibility of deployment

The topology of macro.BS network and femto BS nekwo the cellular network can
be expressed through Fig. 2-1. Here, macro BS nktwepresents the company of
macro BSs and femto BS network represents the caympafemto BSs. In Fig. 2-1,
it is clear that the coverage of the femto BS neétvean be overlapped by the macro BSs
or isolates from the macro BS networks. In Fig., 2v& call the areas that out of the
coverage areas of cellular network as the coverajes. Femto BSs are deployed to
compensate those coverage holes. Besides compermsdhe coverage
holes, femto BSs can also be deployed under therage of macro BS network to
imoprove the QoS that uer experiences. In this itiemgd we call'it as the macro/femto
BS overlapping network. Because femto BSs can Iptoged by users in everywhere
which ' needs to improve the user QoS, it is diftidal service providers to optimize the

performance of femto BS networks through cell piagn

(2) Huge number of femto BSs

Although femto BS was proposed just few years égoto BS already outhumbered
traditional base stations by the end of 2010. feurttore, now femto BSs are deployed at
a rate of five millions per year [3]. It can be egped that how to control the huge

number of femto BSs in the cellular network wouetdme an important research topic.

—— _— macro BS network
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femto BS network ~ < c;fg:f’s marco BS =
~ o -

Fig. 2-1 Femto BS networks in the cellular System
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(3) User priority

Because the femto BS and the backhaul connectienpesvided by users, it is
reasonable that users will require different usareas priorities and QoS requirements
when the femto BS is dealing with the access radquas different users. Based on the
4G wireless communications standards [15]-[16].e¢hdifferent access modes are

supported by femto BS:

a) Closed Subscriber Group (CSG)

A CSG consists of a set of subscribers authorizethb femto BS owner or service
provider. The CSG femto BS supports only usersi@énauthorized CSG. A femto BS can
belong to many different CSGs.

b) Open access (also known as Open Subscriber Group (OSG))
The open access femto. BS supports all users withooverage.

c) Hybrid access.
A hybrid femto BS supports both the authorized C&e&rs and non-CSG users,
although the non-CSG users have only limited access

Apparently, femto BSs will have different interface impacts on the surroundings

when the associated access modes are different.

(4) Self-Organization Network (SON)

The self-organization Network is a concept thaaldes the femto BSs to adjust
themselves with the minimum human manipulation.eiere divide the SON into two
stages, which are self-configuration and self-oation.

In the macro BS networks, the radio parameterd) asadhe operating frequency bands
and radiation powers, are set by system providased on detailed cell planning.
However, it would not be possible for users totlsetcontrol parameters of femto BSs by
themselves. Therefore, femto BSs need the capalitit set control parameters
automatically. For example, femto BSs need to sgordhe with the cellular network at
the initialization stage. Moreover, femto BSs slkoalso set its radiation power during

the initialization process. The process that feBfs set all the control parameters at the
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initialization stage is called self-configuration.

In addition to self-configuration, the concept effoptimization was also proposed in
the studies of SON. The purpose of self-optimizat®to adjust the operation of femto
BS dynamically with the changes of the surroundiagsl users’ QoS requirements.
Some optimizations need the joint cooperation betweeighbor BSs, which include

both femto BSs and macro BSs.

(5) Operation M odes

In the cellular network, the macro BS and micr8 Bre always in the normal
operational mode even there is no active user utieé@r coverage. However, femto BS
has multiple states during its operation. Base(iléf[16], the power of femto BSs can
be turned on/off by the users or the backhaul cciime Furthermore, femto BSs can
step into low duty mode-when-there is no user undezoverage. Therefore, femto BS
changes between multiple states during its opera#i® illustrated in Fig. 2-2.

In Fig. 2-2, femto BS enters the initializationtetavhen power on. In the initialization
state, procedures such as time/frequency synclammizshould be performed. In the end
of initialization state, the femto BS should attasfth the service provider’s core
network successfully. It is worthy to note that famto BS is prohibited from turning on
its radio frequency component before it finishes #ttachment process with the core
network. After attaching with service provider’'sreaetwork, the femto BS enters the
operational state. However, femto BS will revert tte initialization state when it
becomes unattached to the service providers cdmeorie or fails to meet operational

requirements [16].

Power on/off

T

Operational State

Normal Operational Mode
Initialization J T

State Low Duty Mode

Available € Unavailable
— Interval |—y Interval

Fig. 2-2 Functional overview of femto BS states apdration modes [16]
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Table 2-1 Comparisons of femto BSs with other cdaidi technologies

Femto BS Micro BS WLAN AP Relay Station DAS

Spectrum Licensed Licensed Unlicensed Licensed Licensed
/Unlicensed
Cell Plan No Yes No Yes Yes
Installation User Service provide User Service provide Service provider
Backhaul Cable/DSL Telephony  Cable/DSL No Telephony
network network

QoS Guarantee Hard hard Soft hard hard
Privileged User Yes No Yes No No

In the operational state, femto BS can transfemvéen normal and low-duty operation
mode depending on the traffic loading of femto BSlow-duty operation, the femto BS
alters its operation mode during the availablervaks (Al) and unavailable intervals
(UAI) respectively. During-the Al, the femto BSs yriaecome active on the air interface
for activities such as paging, boradcasting sysigfiormation, and data transmission.
During the UAI, femto BS turns off its radiation yer to reduce the interference to
neighbor cells. Femto BS may also take the charicdAd to synchronize with the
overlaid macro BS or measuring the interferencenfnoeighbar cells. Although the
low-duty operation may decrease the mutual interfee, it is also required that the
low-duty operation should not disturb the normaém@ions. of the cellular network and
the user QoS [16]. The comparisons of femto BS @rdlidate access technologies are
listed in Table 2-1.

2.3 Benefits of Femto BS

Because of the features that femto BS obtains,dé8® brings many benefits to the
cellular networks and the users. The advantagésab BS include [3]-[10]:

(1) Coverage holes compensation

For the cellular network, the coverage holes in ttelular network can be
compensated by the deployment of femto BSs. Beaafube isolation of coverage holes
from the coverage of cellular network, femto BS& cause the frequency spectrum
without interfering neighbor BSs and so the areecspl efficiency (bits/s/Hz/fy [17]

of the cellular network also increases.
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(2) Channel quality & spectrum efficiency

The channel qualities between the macro BS andoindsers are always affected by
the indoor penetration loss and multipath effeBecause of poor channel quality, macro
BSs need to assign more radio resource for indsersuto fulfill the users’ QoS. With
the deployment of femto BSs, the spectrum efficyenicthe whole cellular system will

be improved because the channel quality improves.

(3) Load balancing

Femto BS also helps the macro BS network to a&ehiead balancing. In the
macro/femto BS overlapping network; macro BSs  cdiloanl the indoor traffic
requirement to the femto BSs. Then, macro BSs ceale more resource to serve
outdoor users, handover users and roaming usersugtmor users also benefit from the

deployment of femto BSs-in-both the air link andkigul connection.

(4) Energy efficiency

To communicate with the macro BS network, indoorsUfeed to radiate more
radiation power to conquer the weak channel qualiowv, by connecting with the femto
BS, UEs consume less power for good connectionityuahd so both the energy
efficiency in packet transmission and the battéeydf UEs increase.

2.4 Resear ch Topics of Femto BS

Although femto BS brings many advantages to im¢hcellular network and the users,
femto BS also increases the complexity of cellaktwork. Without cell planning, femto
BS needs intelligent mechanisms. to_adjust.itsefielaon ‘users’ requirements and the
surroundings. In this section, we will introduce greliminary studies about femto BS

and their achievements.

2.4.1 Deployment Issue

It is difficult to quantify the influence of the glyment of femto BSs because the
randomness of their locations. Many analysis offémato BSs were achieved through
simulations. In [5], a system level simulation veasstructed by assuming a hexagonal
macro BS network, which was combined with 19 ma8&s. The area of macro BS
network was divided into multiple grid areas ane flbcations of femto BSs were
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randomly selected from a grid with 20 m separatlorf18], a detailed apartment model
was proposed for the research of femto BS in the &ystem. In [19], the deployment
problem was analyzed by selecting the best cordiganm of femto BSs among many
fixed testing points. To maximize the Shannon capac the building, the capacity was
formulated as an equation related to the locatioasjation powers and channel
selections of the femto BSs. Mixed integer prograngnwas used to solve the optimal
solution. Xianget al. proposed a joint channel allocation and fast povestrol scheme
[20]. By assuming femto BSs could sense and rebsefriequency spectrum, the
downlink spectrum sharing problem in [20] was folated as a mixed integer nonlinear
programming problem and decomposition methods appdied to solve the problem. In
[21], Liu et al. proposed a mathematical model to capture the urbgiding features.
Based on the model in [21], a set of novel tramsédion Strategies were provided to
formulate’ the deployment-issue into a mixed-integenvex program (MICP).
Accordingly, an effective global optimization algom based on convex relaxation of
the formulated MICP within a‘branch-and-bound frame was applied. Liu‘s works in
[21] guaranteed a global optimal solution.

2.4.2 Interference Analysisand Mitigation
Because of the random distributions of femto BSwodt and different operation
modes, femto BSs will produce strong interfererid@e joint interference is not solved
appropriately. In [15], six interference scenanbsemto BS networks are plotted:
1) Femto user -> macro BS
2) Femto BS -> macro user
3) Macro user -> femto BS
4) Macro BS -> femto user
5) Femto user -> femto BS

6) Femto BS -> femto user

N
s h " macroBSB
Apartment A 4 A

/ \
/ F~~~1 “““ i ﬁ \
'/ — Thp . }
¢ i \| 2t //

Apartment B\ /

Fig. 2-3 Interference scenarios in the femto BSvoeks [15]
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Macro user is the user who is served by macro BSfamto user is the user who is
served by femto BS. In Fig. 2-3, the black solitk represent data connection and the
read dash lines represent interference.

In femto BS interference mitigation algorithm, mos$tthe analyses and proposals are
based on two popular radio access technologie€DMA (Code Division Multiple
Access) system, and ii) OFDMA system. Here, we w@iiflo introduce the preliminary

studies based on their access technologies.

2.4.2.1 CDMA System

To analyze the interference that femto BS creatgbd macro/femto BS overlapping
network, Chandrasekhar and Andrews provided nevhenatical models and analysis
for the uplink interference problem in the two-ti@DMA-based CSG femto BS
networks [22]. In [22], sectoring receiver antenaad time hopping-CDMA mechanism
were proposed to be embedded in the femto BS tinl awotual interference between the
macro BS and femto BSs. Das and Ramaswamy invesdigiae reverse link capacity of
femto cells by modeling inter-cell interferenceaa&aussian random varial23]. For
CDMA femto cells, power control or saving a “ma@8 only” spectrum was proposed
by many studies [24]-[26]. In [27], Arulselvast al. proposed a “geo-static scheme”,
which to enable the femto BS to adjust power lawefadio frequency based on its
physical distance to the macro BS. Based on thiptadce power control scheme, the
femto BS network locally achieved a target date that is centrally computed by the

network.

2.4.2.2 OFDMA System

Chu et al. proposed a decentralized resource allocation sehfetn the OFDMA
downlink of a shared spectrum hybrid macro/femtiwoek [28]. In [28], each femtocell
randomly selects a subset of OFDMA resources &msimission. The proposed approach
in [28] is simple in implementation. However, th@endom selection approach cannot
provide the optimal system performance and QoSaguiee to UEs. To eliminate mutual
interference, many studies proposed advanced #igwibaed on different directions,
which include: a) Frequency planning, b) Power aantc) SON, d) Optimization
problem, and e) Game Theorem.
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a) Frequency plan

In [29]-[31], the authors discussed how to assigeguiency carriers to femto BSs
through the given frequency plan in macro BS nekwoin these studies, fractional
Frequency Reuse (FFR) was applied in the macro &®ank. Then, femto BSs were
proposed to reuse the macro BS spectrum to impilerespectrum efficiency. In [32],
Ghoshet al. analyzed the improvement of FFR in the heterogemewetwork. Their
results can also be applied to the FFR in the nileendo BS overlapping network.
However, there is one implementation problem i @ygpproach: How to decide if the
femto BS could reuse the macro BS spectrum? Toestlis problem, G uvenet al.
proposed a “interference-limited coverage area’C@), which is an area within a
contour where the received power levels from therm&S and femto BS are the same
[33] . The ILCA will be compared with a threshokl g, the area of a user’s premises); if
it is larger than the threshold, the femto BS Ieve¢d for co-channel operation (i.e., it is
in outer region). Otherwise, femto BS'is in theanregion and it cannot reuse the macro
BS spectrum. In [34], based on the objective tadase the system spectral efficiency,
Bai et al. discussed the tendency of macro BS/femto BS toereusto partition the
spectrum when the serving user is in different ioos of the macro BS coverage. Then,
a hybrid frequency allocation algorithm was promgb&eimprove the spectrum efficiency

in the ' macro/femto BS overlapping network.

b) Power control

In [35], Li et al. formulated the downlink power control problem fenfto BSs that
operate in the same frequency carrier with macre. B®th centralized and distributed
solutions were given jointly with a dynamic chanreekllocation procedure to assure the
QoS of users. In [36], a distributed utility-bastitNR adaptation was proposed for femto
BS networks to alleviate cross-tier interferencéhatmacro BS, which was interfered by

overlaid femto BSs.

To briefly summarize, the interference eliminatiapproaches above proposed to
eliminate the interference between the macro/fesnirlapping network by the popular
techniques in the cellular netowrks, such as dorat antennas, power control, and
frequency participation. Next, we will introduceetstudies about how to decrease the

mutual interference through SON algorithm.
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C) SON algorithm

The approaches of SON algorithms can be dividemthree cooperation levels, which
are shown in Fig. 2-4. Note that the three levels co-exist in one control algorithm.
1) Self-Measurement

In self-Measurement, femto BS adjusts its operapamameters by measuring the
environment itself. In [37], several heuristic fummcy assignment schemes were
proposed and compared. Based on their simulattbesl.IP (Least Interference Power)
scheme, which new femto BS selects the frequency that has the minimum the
received total interference power at the receiud of itself, is the best practical scheme.
However, the performance of LIP_scheme is sensibvihe order of femto BSs turning
on its radiation power. Furthermore, each femtacBS only access one frequency carrier,
which limits. the system capacity. To solve this ljyeon, Garciaet al. proposed an
“autonomous component-carrier selection” approasj. [First, each femto BS selects
one least interfered primary.carrier from a setafiers based on its measurement. Then,
allocation of additional secondary component cesris possible if and only if the
performance impact on neighboring cells is estinlate be acceptable.
In [39], Sundaresan and Rangarajan proposed aibdigtd random access scheme
(DRA). Accoring to DRA, the femto BS decides whreisource blocks it occupies based
on a hash table. The hash table is generated tchailly by each femto BS and the size
of hash table is decided by the interfering degvégch is also measured by the femto
BS itself. Femto BSs will rehash the hash tablehi collided resource blocks. The

details of resource blocks of OFDM system will xplained in Chap. 5.

- Self-Organization
Network

‘ Inter-BS Cooperation

‘ Users’ Reports J

Self-Measurement

Fig. 2-4 Different cooperation levels of SON algioms
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Many studies also applied cognitive radio technitpueealize the SON algorithm [40]
-[43]. In [40], Lien et al. proposed a cognitive radio resource management KRR
scheme for femto BS networks. In CRRM, femto BSsogkcally sense the channel to
identify which resource block is occupied by thecneaBS network. In subsequent data
frames, femto BSs only allocate “non-occupied” tese blocks sensed in the sensing
phase. To achieve optimal spectrum utility, femt8sBare required to record the
following parameters: (i) the traffic loading of theacro BS network, (ii) radio resource
allocation correlation probability of the macro Bfetwork, and (iii) percentage of
correlated radio resource allocation of the mac® metwork. In [41], a localized
dynamic spectrum access approach was proposednsceo BS/femto BS overlapping
network. In [41], femto BSs reuse the spectrum rf@cro-PU/femto-PU, which are
primary users served by macro BS and femto BS o#ispé, by sensing the idle
spectrum.” Simulation; results-showed that throughmproves if spectrum sensing is
achieved by femto BSs. It.is because femto BSsisually with better sensing capability.
In [42], Jin et al. proposed to combine cognitive radio and multi-haoperative
communication in the macro/femto BS overlappinguogk. By requiring every wireless
device to be equipped with frequency-agile spectsemsing units, Jiet al.developed
an optimization framework for location-aware co@te resource management, with
jointly. employing power control, .multi-hop coopev& communication and flow
management techniques. Based on stochastic geoaretrilomogeneous Poisson point
process (HPPP), Cheegial. proposed several corresponding downlink spectiuemirsg
schemes between femto BSs and macro BSs as waethasg femto-BSs [43]. Moreover,
by requiring femto BS to measure location inforratiand avoidance region, the
proposed Distance Sense Multiple Access (DSMA) @trolled-underlay schemes in
[43] provided much more throughput than that indiiranal interweave and slotted
Aloha schemes.

To summatize, the Self-Measurement approach is age implemented. Without
information exchange between UEs and other BSdethéo BS does not produce much
control overhead to the backhaul network. Howetrer,drawback of Self-Measurement
approach is: the measurement from the femto BSs doerepresent the measuremet of
users. To fulfill users’ QoS requirements, femtosBteed the measurement reports from

users.
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i) Users’ Reports

In cellular network, users’ reports are alreadyligplgn many control algorithms, such
as handover process or frequency carrier seleftisjn In the femto BS networks, users’
report is extended to modify the control paramewfrdemto BS network. In [44],
Claussenet al. proposed a novel mobility-event based self-optitmzaapproach to
adjust the femto BS radiation power. In this apphpdhey tried to minimize the increase
of unnecessary mobility events, such as passindghandover events. It was shown that
mobility event based self-optimization of coverag@ both significantly reduce the total
number of mobility events caused by femto cell dgplents and improve the indoor
coverage. In [45], L' opez-P erez al. proposed two SON approaches for femto BS in
the downlink direction. One is the femto BS seld¢btsleast interfered frequency carrier
it detects from neighbor BSs. Another one is ferB® selects the least interfered
frequency carrier that users-measure. Simulatiesslr showed the user based approach
gets better performance. Although the femto BS oeks/can get better performance
from the users’ report, the number of calculatiomsach femto BS would increase
exponentially with the number of users and the rnemmbf carriers. Furthermore,
requiring UEs to perform measurements may enhare@dower consumptions of UES,
which are typically power limited.
iii) Inter-BS Cooperation

To optimize the bandwidth efficiency and resouméocation, many researches
proposed the capability that BSs exchanging infeionawith neighbor cells through air
links or backhaul connections [46]-[49]. In [46]mijoo et al. proposed that network
detects an outage area autonomously based on reeesus, which from both UEs and
neighbor BSs. Then, the network alters the confitom of surrounding BSs to
compensate the outage-induced coverage. In [47]etlial. enhanced the joint
cooperation of femto BSs by also requiring the infation exchange between BSs.

However, even the system performance can be imgdrbyehe inter-BS information
exchange, the propagation delay of backhaul comredt too long to allow dynamic
cooperation between femto BSs and macro BSs [48]fatilitate the information
exchange, information exchange through air links me@posed in many studies. In [49],
Adhikary et al. proposed a novel approach for the femto BSs tseréhe macro BS
spectrum by listening to the resource allocatiomp,mehich is broadcasted by macro BS

over the time slots. Furthermore, the femto BS gkts the locations information of UEs
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through Global Positioning System. Then, femto B neuse the macro BS spectrum
by limiting joint interference.

To briefly summarize, the inter-BS cooperation ioy@s the system performance
futher because of more information gathered dutitegprocess. However, it may also

increase the signaling overhad and the loadingwipulations to the cellular netowrks.

d) Optimization problem

Interference problem can also be solved by ugiagools of optimization problem. In
[50], L'opez-P’erezet al. proposed “dynamic frequency planing” by modelirge t
frequency allocation problem as a mixed integeg@mming..In the backhaul network,
a centralized controller is responsible to gatlietha measurements from users and BSs.
Greedy algorithms were used in the simulations #edresult showed the macro BS
femto BS joint cooperation-would-conduct the bestgmance during the simulation. In
[51], femto BSs were grouped based on the mutuelference information. Then, a
central controller determined the minimum numbeohogonal sub-channels for each
group to provide target performance. The transimmsgiower of each femto BS was
adjusted based on the received signal strengtbatidn (RSSI) in a distributed manner.
However, the above optimization problems requirghhcomplexity and centralized

computations, which increase the difficulty to belemented in the femto BS network.

€) Gametheorem

Game theorem is also applied by many researdbeanalyze spectrum allocation
problem in the macro/femto BS overlapping netwdrk{52], Chenet al. proved the
existence of the unique optimal solution of therstel allocation problem. Furthermore,
they also proposed A DANCE mechanism for a gentnaitocell channel allocation
problem. In [53], Lieret al. proposed the cognitive radio resource managenobieinse
for femtocells to mitigate cross-tier interferendéénder such cognitive framework, a
strategic game was further developed for the itnrainterference mitigation.

2.4.3 Load Balancing

In the section 2.3, we have introduced that feBffocan share the loadings of macro
BS networks. To achieve the objective of load balagn some studies suggested letting
the UEs to prefer the femto BS on the BS selectiage. In [32], [54], the concept of
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“range expansion” (also called cell biasing), whardEmay associate with a femto BS
even though the received power from the the maasedistation on the downlink is
higher, was demonstrated. However, it is obviowsd this approach can lead to more
interference from the macro BS at the UE which ssoaiated with the femto BS.
Therefore, a joint cell-association and schedulorgemto BSs and macro BSs had been
discussed for downlink systems [54]. In [32], rar@gansion was combined with a
TDM (Time Division Multiplexing) based interferencancellation approach to improve
the overall user experience compared to a macroedllork. In [55], G'uvenet al.
studied the impact of range expansion and numbéermfo BSs on both sum capacity
and fairness of heterogeneous networks. Moreoveevacell. selection method, which
adaptively expands the range of femto BSs basedhenresource-specific SINR

measurements, was proposed.

2.4.4 CSG/OSG Conflict

Different user priorities enhance the complextyinterference problem in femto BS
networks. In [56], L'opez-P ereet al. investigated the influence of CSG femto BS
network through simulation. In the downlink direxct] it had been demonstrated that the
CSG femto BS network would decrease the total tbettughput by around 15% with
respect to that of OSG femto BS network. Furtheen@SG femto BS also increases the
error reception events of outdoor users. In [SBSoet al. proposed lemmas which
provide expressions of the SINR distribution foriwas zones within a cell as a function
of the macro BS-femto BS distance. Based on thelyais, it showed that indoor users
preferring closed access and outdoor users pnefeopen access. Moreover, the conflict
is most pronounced for femtocells near the cellealgnacrocell. To solve this problem,
some studies proposed to enable the CSG femto Biare resource to outdoor users so
that a specified minimum data rate can be achieg6[58]. In other words, hybrid
mode is preferred to the system in the downlinkedaion. In the uplink direction,
analysis results had shown a more complicated phenon [59]. In [59]Xia et al.
concluded that the best approach depends heavilyhether the multiple access scheme
is orthogonal (e.g. OFDMA) or non-orthogonal (CDMA) a TDMA (Time Division
Multiple Access)/OFDMA (Orthogonal Frequency Diwasi Multiple Access) network,
CSG is typically preferable at high user densitiwhereas in CDMA, OSG provides

significant gain of more than 300% for indoor ubgrreducing the near-far problem
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experienced by the femto BS. Therefore, it is satggethat the interests of the femto BS
owner and the network operator are more compatitde typically believed, and that
CDMA femto BS should be configured for OSG where&PMA or TDMA femto BS
should adapt to the density of users.

2.5 Conclusion
In this chapter, we have introduced the backgilooinfemto BS. Femto BS has the

flexibility to be deployed randomly by users. Fem®S can also provide
OSG/CSG/Hybrid access modes to different usershilvihe help of femto BS, cellular
network can compensate the coverage holes and waprser QoS. Because of better
indoor channel quality and frequency reuse fathear spectrum efficiency also improves.
Femto BS .can also share the loading of macro B®anks. Moreover, the energy
efficiency and battery life of UEs will also be reased.

However, femto BS also brings many challengesh® cellular network. In this
chapter, we have introduced four major challenge®eployment issue, 2) Interference
mitigation, 3)Load balancing, and 4) CSG/OSG conflict. To elinen@int interference
problem caused by femto BS networks, traditionglrapches such as frequency plan
and power control were proposed by many researchiEwever, not only traditional
approaches, many novel algorithms were construdiaded on SON  algorithm,

optimization problem, and game theorem.
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CHAPTER 3
3-D FEMTO BSDEPLOYMENT MODELS

ANDANALYSIS

In this chapter, we will analyze how to deploy tieento BS to achieve ubiquitous
coverage. In section 3.1, we introduce our analysisiel and tools. In section 3.2, we
analyze the range of the feasible femto BS dernsitgichieve ubiquitous coverage. In
section 3.3, numerical results are provided to erawr analysis model. In section 3.4 we
discuss how to apply our analysis model.to imprdwe deployment of femto BSs.

Finally, we conclude our contribution in sectiob.3.

3.1 Analysis Model

To estimate the performance of femto BS netwark, perform two important
assumptions in our studies. The first is three-disi@al analysis and the second is

applying HPPP in modeling the random distributiohfemto BSs.

3.1.1 Three-Dimensional Analysis

In the past, most of the studies about cellulawogt concentrated on the 2-D analysis
model. However, the scenario of femto BS netwoskdifferent from that of traditional

cellular network because femto BSs are deployedistdlled by users to fulfill user
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Fig. 3-1 Femto BS network analysis model

QoS in the indoor environment. Furthermore, itxpexted that most of the femto BSs
are deployed in the urban areas, where the consplerudings create coverage holes in
buildings. Therefore, to generate a more realatialysis, a 3-D special model is more
appropriate than the traditional 2-D plane analysianalyzing the femto BS networks.

In our analysis, we create-an-innovative model $suming the femto BS networks are

deployed in a 3-D space, which is shown .in Fig.. 3fL Fig. 3-1, one target user,
U, is located under the coverage of one macro BSwilenalze the signal strength
and interference thatl; receives. To simplify the analysis, the joint nfiéeence from

other macro BSs are ignored by considering the on&$ or femto BS network
dominates the combination of interference. From lthe’s point of view, by considering
the U; located in the center of a sphere space, femto &8srandomly deployed
around theU;. R_ is the distance between the user and the macrd&RB% the

distance between the user andits nearest femto B%;,.

In our works, we apply the PDF B to estimate the signal strength receivedWy .
By considering the Hata empirical path loss motled, received signal strength,, can

be calculated by (3.1) [60].

u,=P, -0, -107,l0g,,(R,) (dB), R, =¢. (3.1)

n
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Here, P, is the transmission power of femto B%,, and ¢, is the path loss

constant betweetJ; andF,. n, is the path loss exponent of femto BS networks and

¢ IS assumed to be small and can be ignored. Frot), (8 is clear that we need to
obtain the PDF ofIn(R,) for the calculation ofU,, . In the next section, we provide the

details about how to model the random distributiohfemto BS networks.

3.1.2 Homogeneous Poisson Point Process
In order to estimate the PDF &% and In(R,), we utilize the tools of stochastic

geometry [61]-[62] in our works. Stochastic geomeé&lso known as spatial statistics,
which means the statistical modeling of spatiahtrehships, gives researchers many
tools to study the behavior over many spatial r@élbns of a network whose nodes are
placed according to some-probability distributiosgochastic geometry has already
applied in-many researches about wireless commiiomsa[63]-[65]. In CDMA system,
Musa et al. had published a serious of analysis about DS-CD8§&tem by using
stochastic geometry to model the interference [68]-With the advance of wireless
communications, stochastic geometry and relatethtques had been widely applied to
ad hoc networks [70]-[74], wireless LAN [75], cogwe radio [76], cellular systems [77],
relay networks [78]. In Table 3-1, we quoted sompuysar. point processes for wireless
network from [65]. In our analysis, we apply homiogeus Poisson point process
(HPPP), which is one of the most fundamental montetdochastic geometry, to analyze
the distributions of femto BS networks. Next, wél witroduce how we apply HPPP in

our study.

Homogeneous Poisson point process (HPPP)
HPPP [61] has been widely used in various studieb as the performance of random
networks [71]-[72] and stochastic features of if@ence [80]-[81]. Based on HPPP, we

assume that the femto BSs are uniformly distribusedund U; with densityA .

Because of uniform distribution in the 3-D spabe, PDF of the number of femto BSs in

the area can be represented by (3.2) [82].

Pr, (x,A,0) = ("U)Xe;‘lp("‘u), v=4m 3. (3.2)
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Table 3-1 Common spatial models [65]

Point Process Key Properties Example Ref.
Poisson Mutual independence Ad hoc networks with pure [71]
(PPP) between node locations random channel access.

Binomial Similar to PPP as far as i.i.d|. A known number of relays or | [79]

node locations, but with a | mobile users deployed at

fixed number of nodes in a | random in a cell of known size

given area.
Poisson cluster Clustering of nodes, with Sensor networks, military [70]
(PCP) independence between clus platoons, an urban network
locations. with dense hotspots.
Poisson plus Independence between the | PPP represents the mobile | [22]

Poisson Cluster PCP and the PPP. Attractior} users in a macrocell and the

between nodes. PCP represents femtocells or
hotspots.
Matern hard Minimum distance between | Carrier sensing wireless [63]
Core nodes. networks with collision

avoidance, e.g. WiFi.
Determinantal Repulsion between nodes; | Networks with soft minimum. .. [64]

e.g. Ginibre Process: distance.

Here, x 'Is the number of femto BSs in the sphereand v are the radius and volume

of the sphere, respectively. From (3.2), it is cléwat the complimentary CDF oR,

can be represented by fAg (X,1,0).

47r 3
3

Pr(R, zr):niPrX (x,/l,u):ni( ) expE4mr® [3)/x!. (3.3)

Then, we can obtain the PDF &®,, denoted byPr, (r)

0@-Pr(R,=r)) _ 3@4mr®/3)"
or - rr(n)

Pr, (r) = exp4mre 13), (3.4)

where '(n) is gamma function. In the next paragraph, we wfibw that Pr, (r)
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follows the generalized gamma distribution.

Generalized gamma distribution (ggd)
The ggd has three parameter; 0), d(>0), andp(>0). For a non-negative

random variable, denoted kythe PDF of ggd is:

dy,d-1 P
f(x: a d,p):(p/a )X exp-(x/a) .

(d/p) (3.5)

By comparing (3.4) with (3.5), it is clear that 4B.can be obtained by replacing
d=min, p=m and a= (4zA/3)'. The first time that ggd appeared in the previous
researches is in the Amoroso’s paper [83]. Thewas applied to many fields after the
publication of Stacy’s work.[84]. Therefore, someides also called ggd the Stacy
distribution. In"wireless communication, ggd iscalsnown asa-u distribution because
Yacoub proposed the-u distribution, a model to analyze the fading in lhoear
environments where the surfaces which cause difcagtering are spatially correlated
[85]-[86]. Thea-u distribution is proved a rewritten form of the ggd

After the introduction of ggd, we will continue tiamalysis of Pr, (r)by replacing
R,withZ, . Here, we defin€, =In(R,)and the PDF ofZ, can be calculated from

Pre (r).

oR, [, In(e) 7, <o
0z

n

Pr, (z,) = Py (exp(z,))]

(M7 exp@z,)"
r(n)

=>Pr, (z,) = exp(—%exp@zn)) (3.6)

Note that Pr, (z,) is an approximation because we asstine . However, this

would not detract from the conclusion of this papecausePr(R, <¢&) is very small.

In the later analysis, we need to estimate the aggdevalue of the received signal

strength. From (3.6), it is clear that to calculdie expected value of the received signal
27



strength fromF, , denoted asE[U,] , the Hlog,,(R,)] needs to be calculated first.
Here, we will calculate Hlog,,(R)] first and then extend our conclusion to

Ellog,,(R,)]. Based on (3.4), theer, (r) is given
Pre (r) = 47r ? exp(-47aAr° 13). (3.7)

From the definition of expected value, we obtdflog,,(R))]

Eln(R)] _ 47 Ef

In(L0) In@o) In(r)r < exp4zAr~ /3)dr . (3.8)

£

Eflog,,(R)] =

Then, we obtain the closed form expression of tegral in (3.8) through the help of
[87].

Ei(=cr®) - 3exp(cr®) In(r)|"

[7In(r)r® exp(-4zAr° 13)dr =
£ 9c

&

_ Ex(ce®) +3exp(-ce”)In(e) _ Ex(ce”) +3In(£) - 4rA
9c 9% ’ 3

(3.9)

The 3expfce®) is ignored because it is expected treg <<1. In (3.9), both

Ei(ce®) "and Ex(ce’) are exponential integrals

Ei(ce®) = j %‘O(‘) dt, Ex(2)= j %('t) dt = -Ei(-c&®). (3.10)

—00

Ex(ce®) can be transformted to another equation [88]

Ex(2) :—y—ln(z)+i%. (3.11)

where , is the Euler-Mascheroni constant, which is equal @.5772.

BecauseCE® <<1, we can further simplify (3.11)
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Ex(ce®) = —y—-In(ce?), ce <<1. (3.12)

Through this approximation, we identify the closedn of HIN(R )]

—y=In(@m/3)

2 (3.13)

HIn(R)] =
After the estimation ofHIN(R)], we apply the same approactEim(R,)]. Similar to

(3.9), the closed forms of the integrals Htn(R,)] are listed in
Table 3-3 forn=1~7. By applying the same pgoress from (3.10)-3)3.lve summarize
that HIn(R,)] for n =1 to 7 in Table 3-3. According to Table 3-3, a@nclude that

HIn(R,)] can be estimated by the following equatiomfar2.
. 1

Elin(Ry)} = Elln(R)] + 3 2= n > 2

(3.14)

Table 3-2 Closed forms utilized in the integrahtsrof E [InR,)] [87]

=)

Iln(r)r a1 expecer?)dr

11 @0)*(Ei(-cr®) - 3expecr®) In(r))
2| (9c®) " expler®)(exper)Ei(-cr®) - 3(cr® +1)In(r) - 1)
3 (oc®) texpeer?)@exper®)Ei(-cr®) = 3(c2r® +2cr® +2)In(r) —cr® - 3)

4| (9c*) expcr®)Gexpr)Ei(=cr®) - 3(c%r® + X2+ 6cr® +6)In(r)
—c%r®-5crd-11)
5 (9c®) texp(cr®)(R4expr®)Ei(-cr®)
-3t +4c3r® +12c%r® + 24cr® + 24)In(r) —-c3r° - 7c?r® - 26¢r® - 50)
6 9c®)* expcr®)@20exper®)Ei(-cr®) - 3(c°r*® +5c 42 + 20c % ® + 60c%r ®
+120cr® +120)In(r) —c*r*? - 9c®® —47c?r® —-154cr® - 274
720exper®)Ei(-cr®) —3(c o8 + 6c°r® + 300 r12 + 1203 + 36 r° J
4

(9c) *expicr?)
+72@r® +720In(r) —cr® -1k %2 - 743 ° -342%r® -1044r® -176
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Table 3-3 Closed forms oE[In(R,)]

R PDF of R, ElIn(R,)]
Rl 4mr12 expe4mrl3 /3) -y- |n(4Aﬂ /3)
3
Ro | (16/3)7%°r} exptarmin} 13) '”(34"” e LGVAE
Rs | (32/9)7° %2 exptam? 13) ~InGART3) | L gin(r, )+ 2
3 2 6
R | (28/8) 77" M*r L explamir? 13) —In(AnT3) L 11 ennry )+
2 18 9
Rs | 128/ 243T°A°r2 expamid 13) ~In(4An13) |, 50 _ R,y + L
3 72 2
Rs 612/ 364572°A°r 2 expAmird 13) -y-In(4An /3) 274 = Efin(R.)] +_
3 360
Rr | (10243280977 v exparin} 13) | —y—In(4Anl3) 294 o o o +—
3 " 36C

We will verify the estimation result abolIn(R,)] through simulation.

3.2 Femto BS Density Analysis

In this section, we will analyze how to deploy fenBSs to provide ubiquitous
coverage_for theU; in Fig. 3-1. Our objective is to limit the outageobability of

cellular network by analyzing the feasible femto 8&hsity under different scenarios.

Before the analysis, we need to define the outagete

Definition | (Outage event)
In the cellular network, the user is in outagdesif the received SIR, denotedd¢yis

under the minimum target SIR,_.

Pr(outage) = Pr(¢ <T,), (3.15)

where T_ is given by the cellular system. To keep the Qe§uirement, cellular

network needs to guarantee that outage probatsliguld be limited byPy (the
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maximum tolerable outage probability of the cellidgstem).

From session 3.1, it is clear that the signal gterfrom femto BS to user is
influenced by the femto BS density when the distidns of femto BSs follow HPPP.
Therefore, we will concentrate on how to limit thetage probability through finding the

region of feasible femto BS density, which is thge of femto BS density to keep the
outage probability lower thd?x, .

In preliminary study, many researches have analyzeccombination of interference
when the interferers follow Poisson process [8A]H[$#9]-[91]. By assuming the macro
users and femto BSs follow HPPP, Ramaswamy andpbesented an analysis of the
uplink capacity of amacro/femto BS network in rnte = of the number of macro UEs
and femto BSs that can be supported such thatarteutage criterion is satisfied for all
users [92]. However, these studies were not basg¢teo3-D environment. Furthermore,
the conclusions of these papers are still com@edor us to obtain the insight about
how to control the femto BS density to obtain uliious coverage.

To facilitate the analysis-of femto BS density, set an important assumption, which
is: the interference is dominated by one major riatence source. First, when the
interferers follow HPPP, the closest interferer dwates the combination of interference
in the region of low outage probability. This is@xtension from Mordachev and Loykas’
work [93]. Second, when the interferers do notadwllHPPP, we can still expect that the
pathloss effect is more obvious with the increasthe distance between the target user
and the interferer. Therefore, the closest femtohBS more chance to be the dominant
interferer than other interferers. The assumptibore dominant interferer helps us to
observe the insight about how to control the feB&density to guarantee coverage. In
fact, the feasible femto BS density will also imfhce the dominaint interferer
assumption. In the later analysis, we will alsolyethe relationship of each other.

Based on different dominant interferer in the m#erato BS network, we provide

four scenarios:

(a) Macro BS is the serving BS

(b) F1 is the serving BS

(c) CSG femto BS is the dominant interference setwa non-CSG user
(d) OSG femto BS network
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We will estimate the feasible femto BS density urdifferent scenarios in the following

sub-sections.

3.2.1 Scenario (a) Macro BSIsthe Serving BS
In scenario (a),U; is served by the macro BS and surrounded by apguafu
interfering femto BSs. We assumpg="P,,J,, =J,,n=1,2,.... Based on the assumption

that the nearest femto BS dominates the interfererten the intereferers follow HPPP,
the SIR of the user is simplified by the ratio betreceived signal strength from the

macro BS, denoted by, , and U,.

Scenario (a)

SIRR,) =U, =U;, in theregionof low outagerobabiliy

Ca(Rm) EUm _Ul = (Pm _Jm _10/7m Ioglo(Rm)) _(Pfl _Jfl _10,7f IOglO(Rl))' (3-16)

Here, ¢, is the function of R, . P, is the macro BS powery, is the path loss

exponent between the macro BS and the uBrjs the distance between the user and

dominating interference source (the 1st nearesttofeBS). In scenario (a), our

requirement to outage probability and ubiquitougetage can be represented by (3.17)

PI(¢,(R,) < T IR, < Prs. (3.17)

In Theorem |, we propose the range of feasible 68 density under scenario (a).

Theorem |

In order to satisfy the conditional outage probabih (3.17), the feasible femto BS

density in scenario (a), denoted Ay should follow

A< —4i|n(1— Pr,)exp(=3T7), in theregion of low outageprobability.
n

e _In@o)
<10,

(T = (Fy = Py) + (0, = 641) +107,,109,4(R,,)) - (3.18)
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Proof

From (3.17), the outage event is equivalent tddHewing inequality.

I(R) < T (T, = (By = Pr) + (3, = 61,) +107,,100,,(R,)) =T, (3.19)

By definingz, =In(R), the PDF of z, is obtained through (3.6)

4T°

Pr, (z) = 41" exp(- 3

expBz) +3z). (3.20)

In addition tePr, (z,), we calculate the CDF ok, through the integration ofr, (z,) .

4’
3

Z

Pr, (z,<2) 5 [ 47 expt———exp@z,) +32) &7,
0

Ak

= expE47aA° [3) —expl 5

expBZ))

a

=1-expF Y expBZ)). (3.21)
Here, we'let expE4774° 13) =1 during the analysis ofi*. Also note the CDF in (3.21)

is equivalent to the probability of “infeasibilityfor a given A* when the threshold 1.

Finally, the upper bound oft* can be discovered through the CDF gf.

4m®
3

Pri¢.(R,) <T, IR;) =Pr(z, <T?|R,) = 1-expt-—_—exp@T)) <Pr,

= A° <—4iln(1— Pr,)exp(3T7). (3.22)
n

3.2.2 Scenario (b) F1 Isthe Serving BS
In scenario (b), we discuss the condition thét is served byr; and the macro BS is

the dominant interference source. Without loss ahegalityy, we assume that
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E[U,]>E[U,.,],k=1. In this scenario, we cannot extend the resul{®3jf because the
interfering nodes do not obey HPPP. In this scendhie macro BS is the dominant
interfering node and a threshola,, is used to decide when the macro BS becomes the

dominant interference source.

Definition 11 (Scenario (b))
Based on the assumption thatis the serving femto BS, macro BS is the dominant

interference source when

Un(Ry) —E[U,] >3

=> (P, =9, ~107,,109,0(R,)) _(sz _sz —107, Ellog,,(R,)]) >Klt)> c (3.23)

From(3.23), we obtain.a loose bound even withoutsmlering the serving femto BS
performance. Eq. (3.23) can be treated as a boomdckenario (b) to be valid. From
(3.23), we obtain the requirementdjtog, (R, , )]

(107m logy,(R,) - (Pmlz;’fz) T (On=012) +Kp) _ Ellog,s(R, ). (3.24)

The closed form expression df{log,,(R,)] is given by (3.14)

- y=In(4zA" 13) +1
3In(10) . (3.25)

Eflog,,(R,)] =

where A° is the feasible femto BS density in scenario Fiopm (3.24) and (3.25), we
find the upper bound oft°.

b_ 3 b
A <Eexpa Co)s
Cp = 310 107,,109,0(R,)) = (P, = Py2) +(9, = 8,) +kp) + 1. (3.26)

107,
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Therefore, we obtain a upper bound & for scenario (b) to be valid.
After finding the upper bound ofl’, now we want to estimate the requirement3f

to ensure that the conditional outage probabititgaenario (b) is lower thaiPy,.

Scenario(b)
SIRR,) =U; -U(R)) =¢,(R,)
= (P;y =9, —1017, log,(R))) - (P, = J,, =107, log,,(R,,)) . (3.27)

¢, is the approximated SIR when the macro BS domsntlte joint interference. To

keep the conditional outage probability lower thBp, we propose the bounds of in

Theorem Il

Theorem ||
In order to guarantee that the conditional outagdability meets the requirement of

Pr(¢,(R,) <T. |R,) < Pr,, the feasible femto BS density in scenario (budthéollow

b i -1 b
A >4ﬂ|n(P5 )exXpE3I),
o= —Té,lyo) (T = (P = Pra) + (8, = 813)+ 107, 109,5(R, ). (3.28)

with the pre-requirement of having the macro BSh@sdominating interference source
(derived from (3.26)).

A’ <3expl-Cp)/(4n),

Co =—3lrc]>f710) 007,,109:6(R,) = (B = Pr2) +(5, = 92) +43) 4/ (3.29)

Proof
Here, we prove only the inequality of (3.28). Warsfrom the definition of outage event
Cb (Rm) < TC
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¢ (Ry) = (P;, =94, =107, log,,(Ry)) = (P, =9, =107, l0og,,(R,)) <T. . (3.30)
From (3.30), we find the requirement {6(R)

IN(R) > TC2 (=T = (P, = Py,) + (3, = 5,) +107,,l0g(R,) =T, (331)

f
In (3.22), we have obtained the closed formR{z, <T?|R,), which can also be

applied to the inequalityPr(U, -U (R,) <T_|R,), for calculating the requirement of

A

PrlU, U (R,) <T, |R,)=Pr,(z >T? |R,) = exp(-47° exp(3T ) /3) < Pr,

= > 4i In(Plb'l) exp(—STCb). (3.32)
7l

Based on Theorem I, there are feasible valuesidf in scenario (b) when it is located
in the range defined in Theorem |l. After combinitige Theorem 1l and the
pre-requirement of scenario (b), it'is clear thathbscenario (b) and its feasibl& exist

when
Cp <1+3T° = In(In(Pr,™)). (3.33)

In scenario (a) and scenario (b), we have examihedoint influence between the
macro BS and femto BS network. In scenario (c) seehario (d), we will ignore the
macro BS and verify the feasible femto BS densitgar CSG/OSG femto BS networks.

3.2.3 Scenario (¢) CSG Femto BS Is the Dominant Interference Source to A

Non-CSG User

In scenario (c), we concentrate on the interferdmetgveen two different femto BS
networks: OSG femto BS network and CSG femto BSvoed Both networks are

uniformly distributed around a non-CSG user, whete, and F . are thenth
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nearest OSG and CSG femto BSs, respectively. Hmsrrission powers and path loss

constants of{F ,,F .} are {P,,,P,.} and {J,,.9,.} , respectively. The
densities of the OSG and CSG femto BS networksgaren by {A5,15}. In this
scenario, we consider the situation that interfeees dominated byr, . when the user
is served byF,,. Therefore, we assumg[U,.] > MAX{E[U,,],E[U, ]} by giving

the Definition III.

Definition 111 (Scenario (c))
Based on the assumption that, is the serving BS and B}, 2P, ,, >...; ii)

Pioc2P,c 2. i) 8,,5€0 ,,<..; and iV)3,,. <30 S.s F o is the dominant

interference source when

E[U 1,c] e MAX{E[U 2,0]: E[U 2,c]} > Kg ) (3-34)

E[U,c] =P c =01 c —107,E[log,,(R, )]
E[U 2,(:] =P,c— f2 c —107, E[|0910(R2 o)l
E[U,0]l=Pi20 =950 —107:E[l09,,(R;0)],

where {U,,,U,.} ‘are the received signal strengths frof® . F. .}

{R,o.R, ¢} are the distances frofiF, ,,F,.} to the non-CSG user. In addition to

n,O?
(3.34), we still need to estimate the requiremenits(15,4%) to ensure that the

SIR is larger thanr,. Ky is.the threshold to decide when tie_ becomes the

dominant interference source.

Scenario (C)
SIR=U,,-U,. =¢,

= (P10 = 0110 =107 109,5(Ry5 )) = (Py1c = O41c =107, 109,4(R; ¢ ))- (3.35)

However, the closed form o, is not obvious because botR, , and R, are random

variables. In order to obtain a clear view of théiuence of (A5, 1%), we assume that
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the outage probability can be controlled whéj¢,]>«¢, which kS is also a

T

pre-defined threshold. We then propose Theorefioileasible values of(AS, AS) .

Theorem |11

In order to guarantee&[¢, ] >« in scenario (c), the feasible CSG/OSG femto BS

density set(4g, A5) should follow

AS < AS exp(-CY),
3In(10
Cr :—1057 )(KTC +(Pric = Pri0) =(8r1c —9110)) (3.36)
f

with the pre-requirements-of

AS exp(Xs) < AS < AS exp(X ),

3In(10)
1 107f (( f2,0 fZ,C) ( f2,0 fZ,C))
3In(10
X2C = ( )(Kg _(Pfl,C Ny sz,o) +(5fl,0 _sz,o))_l' (3.37)
107,
Or

A > A3 exp(Xy),
107, _ . (3.38)

(Pfl,C _sz,c)_(a_fl,c _5f2,c)+3|n(10) Kp -

Proof

A). Replacing (3.35) with the closed forms &fin(R,.)] and E[In(R,,)], We obtain
(3.36),

In(L0)
17

E[ln(Rl,C)] - E[In(Rl,O)] > (K$ + (Pfl,c - Pfl,o) - (Jfl,C _Jfl,o))'

f
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=> ¢ < igexpi-cP), c¢ =21C0

(KTC +(Pf1,C - Pfl,O) _(5f1,c _5f1,0))' (3.39)

f

B).Then, we examine two cases to analyze the idgua (3.34). The first case is

E[U,,]>E[U,.] andthe second one iB[U,.]>E[U,,].

Ca’%l E[U 2,0] > E[U 2,C]

(La)If E[U,,]1>E[U, ], then (45,A5) should follow

3In(10)
107,

A <Ag exp(X{ ), xlc = ((sz,o _PfZ,C)_(JfZ,O _5f2,c))- (3.40)

(1.b) Wherg[U, ] > E[U5¢]+(3.34) is. equivalent ©[U, ]-E[U,,] >S5 . (15,43)

shouldthen follow

3In(10
22> Agexplxs), x§ =R

(Kg _(Pfl,C . Pf2,0)+(5f1,C _sz,o)) -8 (3-41)

f

(1.c) From (1. a) and (1. b), we identify the pre-regmient (3.37) for scenario (c) when

E[U Z,O] > E[U 2,C] L

Case2 E[U,.]>E[U,]

(2a) If E[U,.]>E[U,], then (15, A%) should follow
AS > 2S exp(X L) . 3.42)

(2.b)When E[U,.]>E[U,,], (3.34) is equivalent tEE[U , . ] -E[U , ] > k5. (A5, AS)

should then follow

107f >KC

Snag e (3.43)

(Pfl,C - sz,c) _(5f1,c _5f2,C) +
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(2.c) From (2.a) and (2.b), we identify the pre-requieein(3.38) for scenario (c) when
E[U 2,C] > E[U 2,0] :

Therefore, givenAg , the feasibleAS can be found by Theorem Ill. Next, we will

provide a method to decide the appropriaté in the Theorem lIL.
We start the analysis from the PDF gf,

-4
P, (2) =47 exp{ 7 exp@2) % 37). (3.4

From (3.44), it is clear thaexpBz) dominates the left tail ofPr, (z) and

exp{4mexpBz)/3) dominates the right tail. We approximate the taittof pr, (z,)

by the following equation.

Left tail of Pr, (z,) = 477 exp@Z,) = exp@Z;)exp(-Z; I(2C; ),

2
Z

ZZ
L_=0. (3.45)

Z

C2 = @) => -

CZ is very close to zero and the range of is small.
Therefore, the attached exponential terexp(-Z; /(2C? )), does not affect the PDF in

an obvious way. Thus, we can extend the approxamdtirther.

. -272 -9C;J oc?
Left tail of Pr, (z)) = [expBZ, )expt—>) expf L)exp—=>)
' 2 2C; 2 2
exp@C2 /2 Z,-3C2)?
— p@ 212 )exp(—( 1 h zl) )
21C? 2C;,
=exp(C; /2)Pr(N,), N, ~N(@3CZ,C7). (3.46)

Based on observations, the left tailsie{R,.) and In(R,,) are very similar to that
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of the normal distribution. Therefore, we expeda téft tail of (. to be similar to that
of normal distribution becausexp@z) will also dominate the left term during the

convolution process. We propose to use the CDReohbrmal distribution to find/(TC .

T -Ce
V2o,

oi =Var(U,,)+VarU,.) (3.47)

Price <1 <%[1+e”( )J <Pr, =>¢, >T ~v20.erf™ (2Pr,~1) = &7

In other words, we can approximate the probaboityinfeasibility” of a given AS
by utilizing the. CDF of normal distribution. In @), it is observed thak; also

depends ono, which is determined by the variance of, Var(z). Var(z) can be
represented by (3.48).
Var(z,) =g =E[In*(R)]-E[In(R)]*,

ElIn*(R)] = T47W12 In®(r,) expE4mr® [3)dr,. (3.48)

We can transform the integration in (3.48) throtiggnhelp of [87]

IR, (L11:2.2.2-Cx%)
X 9
3 In(x)((3exp(—cx3) -3)In(X)+ 2(In(cxX) + p) + 2I'(0,cx3))
3cx

jlnz(x)x2 expex’)dx=

(3.49)

Here, o, is the standard deviation o%,, r(0,cx’) is the incomplete Gamma
function and ,F, (111,22,2;-cx®) is the generalized hypergeometric function.

It is difficult to obtain a closed form for the egration. However, through our numerical

results, we found that, remains stable when we adjust across a wide
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range of values. Based on this observation, we amsu
Var(U,,) =Var(U,.) = Var(U,). It is because bothar(u,,) and var(,.) would

also be stable with the change of the femto BS it\en$herefore, we assume
o2 =2Var(U,) during the estimation of«;y .VanU,) can be estimated through

numerical results.

3.2.4 Scenario (d) OSG Femto BS Networ k
In scenario (d), we discuss the condition that @lser is surrounded by an OSG
femto BS network. Here we assume thkatis the serving femto BS ani, is the

dominant interference source. We assume that ttegeiprobability can be controlled

whenE[SIR]>{.

Scenario (d)

E[SIR] =E[U,]-E[U,] =&y > &!

=> (Pfl _Jfl _10,7f E[|0910(R1)]) _(sz = 5f2 _10,7f E[|0910(R2)]) > K? (3-50)

By replacing E[log,,(R,)] and Hlog,,(R,)] with the closed forms in Table 3-3,

we obtain the following inequality.

Kf —107,

(Pfl - sz) _(Jfl _sz) > 3In(10) .

(3.51)

It is clear that (3.51) is unrelated with the dgnsif femto BS networks. In other
words, we can not improve the outage probabilityrimdifying the femto BS density. In
the next section, we will verify this observatiomdaproposed Theorem | ~ Theorem lli

through simulations.

3.3 Simulations

In this section, we verify above observations #mebrems through simulations. In
the simulations, parameters are set according bbeTa-4. Before the verification of

feasible femto BS density, we first verify the @dsforms of estimatedE[In(R,)] in
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(3.14). In Fig. 3-2, we compare simulation reswfsE[U,] and the closed form of
EU,] ( by using (3.13) and (3.14)), which are represgritg E[U_ ] (Num) and

E[U,] (Est) respectively. From Fig. 3-2, it is clear thafJ ] (Num) and EU, ] (Est)

match with different femto BS densities. In theldaling simulations, to accommodate
most influential femto BSs, we will select the 10earest
femto BSs to represent the interference impacts femto BS network, where the signal
strength difference between the first nearest feB8cand the 10th nearest femto BS is
about 15dB, shown also in Fig. 3-2;

Table 3-4 Notations and values of femto BS netvpaiameters

Notation Definition Value
Pn Radiation power of macro BS 46 dBm
{P, an.C'an,O} Radiation power ofk,, F, o, Fn. ¢ 20 dBm
R, Distance from the macro BS to the user 50-700 m
R, n=1-N Distance fronF, to U; E<R,
on Path loss constant of macro BS 50 dB
{5fn,5fnyc,5m,o} Path loss constant ofF{, k. ¢, Fn, o} 35-65 dB
£ Minimum distance of R, 1m
N Path loss exponent of macro.BS path 3
n; Path loss exponent of femto BS path 3.5
y Euler-Mascheroni constant 0.5772
Pr System requirement of the upper bound of ouf 0.1

probability

Tc SIR threshold of the outage event 3dB
Kg Dominating threshold of scenario ( b) 12.11 dB
KTC Outage threshold of scenario (c) 14.65 dB
Kg Dominating threshold of scenario (c) 10 dB
Kg Dominating threshold of scenario (d) 18 dB
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To verify the Theorems, we will compare th simuwatiresults (Num) with the
approximation method (App) based on the dominaitmerference source only and the

theorem bounds are calculated for operating at dQfage probability. For Theorem I,
considering differenR,(distance between the user and macro BS), Fig.p®B& the
feasible femto BS density,, with outage probability of Num and App. As showrhen

operated at a low outage probability (~ 5%), therapimationin feasible femto BS

density, based on the “nearest femto BS only”, basd representation of overall
interference impact. Also, as expected, whBp increases, the feasible femto BS
density decreases.

In Fig. 3-4, with variousR.,, we will show the changes of feasible femto BSsiters
AandA’of Theorem | and Theorem |l respectively. Here, tewsd of

considering a fixedpath loss constant of 40dB of all in Fig. 3-3
, we adjustd,, to35dB, 40dB, and 45dB and other, are fixed at 55dB. From Fig.

3-4, for either scenario (a) or (b), the bounddeafsible femto BS density drop more

;% E[Ui] (Num)
—+— E[U,] Est)
45| —=— E[U,] Num) | &
—+— E[U,] (Est)
—<&— E[Ug] (Num)
—— E[U,] Est)

&

o E[U,] (Num)
—4— E[U,] Est)
— 5 E[Ug] (Num)
—4— ElUg] Es)
o E[Ug] (Num)
—— E[Ug] (Est)
—O- E[U7] (Num)
—% - E[U,] Est)
—- E[US] (Num)
- ElUg EsH
— - E[Ug] (Num)
—= - E[Ug] Est)
-0 - E[Ulo] (Num)
- S - E[U; ] Est)

DY IS ST

<SHH

Average Received Signal Strength (dBm)

75 I I I | I I I I
1 2 3 4 5 6 7 8 9 10

Femto BS Density (1) (m™) x10

Fig. 3-2 Comparison ofE[U , ](Num) andg[U ,](Est) , O;; = O;,...=400B
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Fig. 3-3 Outage probability estimated with thé in Theorem I, wheré;, = J;,...= 40dB.
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Fig. 3-4 Feasible regions 4f andA

. Here, we assumé; , = J;3...
35 to 45 dB.

=55B and adjusd;, from
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Fig. 3-5 Outage probability wherd® is located near the lower bound estimated fromoféra
I, whered;, = 0, ;..=55dBandR,, =150m.

rapidly.when R < 200m. Then, the tendency slows down whieg> 200m. For

scenario (a), the nearest femto BS is the domigatinterference source, the

lower path loss constant will decrease the uppeantf the feasible femto BS density.

On the contrary, for scenario (b), the nearest fenfboiBthe serving BS, the lower path

loss constant will increase the range of feasibiatd BS density. Furthermore, to meet
the scenario criterion of having the.macro BS as dbminating interference source

(calculated as a loose upper bound), the pathclmsstant of the nearest femto BS should
below 40dB (~ 38dB).

In Fig. 3-5, with a fixed value ofR, =150m, we evaluate the feasible femto BS
density with outage probability for Num and Appo#fr Fig. 3-5, it is clear that fop
=35dB plot, the App and Num curves match well. &ver two, J,, = 40dB and 45dB,

since from Fig. 3-4, the associated lower bouna®ec the upper bound, which violate
the assumption of having the macro BS as the dam@qanterference source, the App

and Num departs from each other.

46



| (g) F?fy C‘=‘1O dBm

—&- Num |

>
£ 02-
£ — App
& - Upper Bound |
g o (Theorem Iif)
3
0 L 1
/]g (m3)
% 0.2r -~0-- Num i
g | A
5 0.1~ R Upper Bound |
g (Theorem Ill)
3 0 |
» C -3
10 2 M)
(c) Pch—30 dBm
%0-2* —O- Num |
< L
S - =9 App
o == =R Upper Bound
a%)’o'ljsf Sm 0= =0—= =& T - (Theorem lIl)[]
8 |
f ° C (-3
10 2 )

Fig. 3-6 Outage probability when ¢ is near the upper bound estimated from Theorem IlI
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Fig. 3-7 Outage probability of scenario (d). Hexg =40dB, J;;=...=65dB, J;, = 41~500B.

It is clear that the outage probability is unredste® .
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Fig. 3-8 Curves ofR%under differend;,and A°. Hered;, =40dB, J;, =...=650dB,
O, = 41~-50dB.

If considering femto BS as the dominating intenfiee= source, from Fig. 3-6, the App
and Num curves match well.in various operating geitarobabilities in the scenario (c),
which the nearest CSG femto BS is the dominantference node to the non-CSG user.
In Fig. 3-7, we verify our observation of scengiup, which both the serving femto BS
and the dominating interference node are from HmesOSG femto BS network. By
adjusting A% in the Fig. 3-7, we found that the outage prolitghit unrelated to thea®

and this result coincides with our analysis ingbenario (d).

In scenario (d), to ignore the interference from thacro BS, the minimum distance,
R2, between the user and macro BS is plotted in Bi§. Here, we assume the

interference from the macro BS can be ignored wign,]-U (R.)>«%. k5 is

obtained through numerical results amj, is the minimum value to fulfill the inequality.

In Fig. 3-8, we consider different femto BS dersitand various path loss constants of
the dominating interference femto BS, As expected, the minimum distance increases
with the decrease of femto BS density. When thetde®S density is higher, the

minimum distance becomes less sensitive to thegehah path loss constant from the
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dominating interference femto BS.

3.4 Discussion

Considering four different deployment scenarios, mave identified closed form
solutions to analyze related deployment performaridemto BS networks. The results
provide a reference for the deployment of femtor@&vorks.

First, Theorem | and Il, corresponding to scenéaijoand (b) respectively, provide the
average user performance in-a mixed macro BS antbf8S network and the feasible
femto BS density when macro BS is either the sgrB$ or dominating interference
source. The resulting feasible femto BS density banused as design criteria for
resource allocation. For example, when the femtodBBsity exceeds a threshold, the
original co-channel resource allocations might nieelole switched to orthogonal channel
allocations to avoid the-further degradation of #Hystem performance due to the
excessive interference.

Same concept applies to conditions of a mix of G8@& OSG femto BS network or a
complete OSG femto BS network. Based on the observin the scenario (c) and
scenario (d), the feasible femto BS density candbeulated. From that, the operator can
use the reference threshold to activate the hydcmess of CSG and OSG or again to
consider orthogonal channel allocation scheme tmate the interference problems.

In conclusion, the proposed model provides simpfg@imation of user performance
in four different deployment scenarios. Operataas then quickly verify the overall
performance and decide proper resource allocatbamses to maintain the QoS of the

cellular networks.

3.5 Conclusion
In this chapter, combining stochastic geometry flanto BS deployment and low

outage probability criterion for cellular networkje are able to derive closed forms
solution for the feasible femto BS density in a 3fiace by assuming the existence of a
dominating interference source. To generalize teplayment scenarios, we have
considered four different scenarios: (a) macro 88#e serving BS; (I}, is the serving
BS; (c) CSG femto BS is the dominant interferenmgree to a non-CSG user; and (d)

OSG femto BS network. Results showed that the aqpedion from the assumption of
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dominating interfering source is actually a goodresentation of user performance in
above four different scenarios, which can be usepdrovide a quick evaluation of the

limit in femto BS density under the low outage pabiiity criterion.




CHAPTER 4
EXTENSION OF L OG VALUE

ESTIMATION

In this chapter, we extend our work about estimgateIn(R,)] to them-dimensional
HPPP analysis. To distinguish, we ug: - to represent the distance to tfite nearest

node in them-dimensional area. In section 4.1, we introduce lihekground ofthe
m-dimensional HPPP and our motivation to_extendstiuely. In section 4.2, we analyze

the closed form ofE[In(R,,)] and compare our results with preliminary studies.

section 4.3, we extend our study to the estimatdnNakagami fading channel.

Numerical results are implemented in section 4.8tify our analysis.

4.1 Introduction

In anm-dimensional HPPP, the PDF of the location of eactdom node in a given
areaA is assumed to be uniformly distributed. For gelitgrave represent the PDF of

the number of nodes in amdimensional area, denoted Byby (4.1) [82]:

Prs(s,4, A) = (Au(A))° expCAu(A) / 8, ®.
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where s is the number of nodes Aand u(A) is the standard Lebesgue measura;of

A is the average number of nodes in a unit volumanaf-dimensional ball of radius

and it is called the intensity or density of theRH? The volume of the ball is denoted by

c,.r™, where C varies withm, an integer [82] as

m

_ ™% [(m/ 2)! mod(m,2) =0,
™ H22™(m=1)/2)!/ m mod(m,2)=1. (4.2)

By applying HPPP to the analysis of a random nétwtre PDF of the Euclidean

distance between a point and it randomly deployed neighbor, denotedryy, also

follows the ggd

m(AC,,r™)"

mem(r) =expFAC, r™) )

(4.3)

Because of the popularity of HPPP and ggd in theless communications, our study
can be applied to many studies about wireless camuations. In Chap. 3, we provided

a closed form expression faE[In(R,.)] form=3

njm

=y—In(4mA /3)+ 51
3 S3k-1 (4.4)

ElIn(R,,)] =

where y is the Euler-Mascheroni constant apd~0.5772 In this study, we continue
the analysis with similar approach. In.Chap. 3,hage usedE[In(R )] to estimate the

average signal strength when the Hata empiricalainsdapplied. With further study, we
can futher extend our result to thedimensional random networkn(< 3). In section
4.3, we will provide an example about our extensiank.

Many researches have concentrated on how to estithatshape parameters of the
ggd. The maximum likelihood approach was proposef®4] and [95]. In [96], Huang
and Hwang proposed a moment approach to estimatggdl. In [97], Song obtained
parameters of the ggd by using scale-independeatesbstimation equations. However,

these studies did not focus on the estimation of(E[,,)]. In our previous work, we
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obtained the expression in (4.4) by using the defim of expected values directly. In
this chapter, we will continue the analysis witlsimilar approach. Nearly at the same
time with our previous works, Reig and Rubio prambsestimators of the ggd that
involved the moment function of the log transforimatof the ggd [98], which is related

to our job. We will compare both works in the nsgttion.

4.2 Log-Value Estimation

On the basis of ggd and HPPP, the expected wéline log distance is defined as

E[In(R;,)] = L'T).[s min(r)exp(=AC,r™)(AC, r ™)™ I(r[ (n))dr . 4.5)

In our analysis of the HPPP, we assume that bodimdn are integers. With the help of
[87], we find the closed form for different valuet m andn. The closed forms fon
values from 1 to 5 are listed in Table 4-1. Fronbléad-1, it is expected that the closed

form of E[In(R,.)] becomes even more complicated for higher values ahdn. To

njm

obtain a general form in the estimation Efin(R,,)], we apply a generalized closed

form, which fully representsE[In(R;,,)]* for n values in the range 1...5:

F(NEI(-AC,r™) —min()(C,r A, (1) + C()expEAC r ™)
F(N)m

EINR,,)] =lim

=B n(NC 1" exp(=AC r™)
I (n)m

Ko (1)
(4.6)

In (4.6), A,,(r) and B, (r) are polynomials of. Both A  (r) and B, (r)vary

withmandn. K (r) varies with differentr, n).

mn(r)=0 whenn=1,

exp(-AC,r™) . (4.7)
Knn(r) = kZ; (k=D otherwise.

Ei(-AC,r™) is an exponential integral, which is defined as
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=]

Ei(z) = jexp(t)/tdt =-Ex(-2), Ex(2) = Texp(—t)/tdt.

Table 4-1 Closed forms oE[In(Ry,)]

J-mln(r) expEAC,r ™MAC,r ™" /(rF(n))dr

%(Ei(-/]cmr ™) - min(r)exp(AC, ™)

%(Ei(-ACmr ™ -min(r)exp(AC,r ")(AC,,r ™ +1)-exp(AC,,r ™))

% (2Ei(=AC,,r ™) = min(r)(AC 2r*™ + 2AC,r ™ + 2)expEAC, 1 ™) - AC, r "expEAC ,r ™) — 3expEAC 1 ™))

W(6E|( =ACr™) —min(r)(A3C 33 +31%C 212 +61C,r "+ 6)exp(-AC,r™) -

(A%C2r®™ +5)C,,r Mexp(AC,r M) =11expEAC,r ™))

—(24E|( ~ACr ™) = min(r)(A*CEr 4M + 4233 r3M +1202C 21 2™ + 24ACr M + 24) exp(-ACr ™)
r(5) m m m m

— (A3 +722C2r %M + 264C 1 ™)expEACH ™) - 50expEAC ™)

(4.8)

For a general analysis, we will. use the general&esed form whenn>2 to estimate

E[In( Rn|m )] ]

From (4.6), it is clear thaexp(-AC,r™) =0 and Ei(-AC,r")=0 when r->oc,

Furthermore, bothin()C..£"A,,,(¢) and B, ,(£)C,&" approach zero wher - 0.

Therefore, A, (¢) and B, (¢) do not affect the estimation of (4.7). Thus, Ed)4

can be further simplified:

. EX(AC,
E[In(Rﬂm)]:!gIPg(X(rng)-l-ln(g)exp(_AC € ))+Z rT(k 1) (49)
Here, we represenkEx(z)in another way [88]:
( )k+1 k
Ex(z)= In(z) + :
(2)=-y-In@@ Z o w10
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Therefore, E[In(R,,)] can be represented by another form:

. EX(AC,&e™) _ noo1

lim(==——"—=+In(e) exp(-AC,,¢ ))+Zm(k 3

_-y-ln(AC,) & 1 . 3 m

= +k2:2—m(k_1)+g[noln(e)(exp( ACLe™) - 1). (4.11)

In (4.11), it is clear thatin(e)(exp(-AC,e™) -1) will also approach zero whea - 0.

Therefore, we obtain the closed form expressionE@h(R, )] in the m-dimensional

nm

space:
ElIn(Ry )] X e,

(4.12)
E[In(R)] = ElIN(R,,)] + Z n=2.

(k D’

In [98], Reig and Rubio proposed estimators toneste the parameters. of the ggd
through the moment of the logarithmic transformatiof ggd. The logarithmic

transformation can be obtained by defining =In(R;,) and relaxing the integer

constraints onn, n. Using the transformation of variables, the POF X% can be
derived from EQ.(4.3)

O'Qﬂ
f (X)) = (ﬁ)exp(aﬁx Qexp@x)), (4.13)

where AC is replaced byQ and fm, n are also replaced bya(, B) with the
assumptionsa >0 and £>0. In their analysis,E[X] is given by

E(X,a,5Q)=@WB) -InQ))/a. (4.14)

@(B) is the digamma function, and it can be written ¢a§3) = d(In(F'(B))/dpg) .
Howevery/(f) is a transcendental equation and so (4.14) idiffto solve directly.

By comparing our closed form in (4.13) with (4.14} find that (4.14) coincides with
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the expressions obtained in our work. This is asequence of the fact that(f8) can

be further transformed to another representatioerwf is an integer [88]:
B

YO =-y, g(B)=-y+ Uk-1, S>1 (4.15)
k=2

By applying (4.15) to (4.14) and considering ouswuasptions onrt, n) andAC_,, we find
that E(X,mn,AC,) gives the same result as (4.13). This shows tlaracy of our

analysis. In addition, we find the digamma functéam be further transformed whefi

is a half-integer [88]:

w2 =-y-2In2,

Y(n+1/2)=—y-2In2+>—= (4.16)
k=1

, h=21.
2k -1

Therefore, we obtaiB(X,a,n+1/2,Q):

E(X ,all2Q)=(-y-2In2-In(Q))/a,

E(X,an+1/2,0Q) = (-y=2In2+ > — 2 ~in(Q))/ar. (4.17)
k=1 2k _l
Both the (4.12) and (4.17) will be utilized in tla¢er analysis.

4.3 Applications
Comparing with the previous works, our contribas in include:
1) We provide a simple approach to the special €Asés an integer or a half-integer) of
E(X,a,3,Q) whenXis the log logarithmic transformation of ggd.
2) We apply our work to therdimensional HPPP. In random networks, along whi t

HPPP and Hata empirical modeE[In(R,,)] (m<3) can be used to estimate the

average signal strength (in decibel) atntienearest node. Furthermore, by assuming the

signal to noise ratio (SNR) is much larger tharihk, average Shannon capacity in the
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random networksC = Bllog,(1+¢), whiché is the SNR andB is the frequency

bandwidth, can also be approximated by applyingotib@osed closed-form.

3) In addition to HPPP, the log value estimation ba widely applied to other fields of
wireless communication. Next, we further extend auork to the estimation of
Nakagami fading channel.

In wireless communications, the channel which theetpe follows Nakagami
distribution is called Nakagami fading channel. Big&mi distribution was first proposed
by Nakagami [99] to model the ionospheric and tegt@ric fast fading channels. Now,
it also has been widely adopted for multi-path niedein wireless communications due
to its accuracy and versatility [100]. The PDF o Nakagami distribution is given

Y(Y)—W( "y expEMy? @), (4.18)

whereY represents the envelope of Nakagami fading chaivhed; the fading figure and

« 1s the second moment ¥t Because Nakagami distribution fits very well in trban
and indoor environment [101]-[102], Nakagami daition can also be applied by the
femto BS networks to estimate the multi-path ch&nrfeurthermore, it is well known
that Y* follows gamma distribution wheYifollows Nakagami distribution [103]-[104].

From (4.18), it is clear that the fading figuectte the shape of Nakagami distribution.

Therefore, to approximate the fading channel bygishe Nakagami distribution, it is
necessary to determine the fading figure throughpdas [103]-[104]. In [103], the log
ratio between the arithmetic mean and geometricnoéaéhe samplesA, is used in the

fading figure estimation :

A=In [(ﬁ \'(2;1'\'] (4)19

where Y?is the ith sample of the channel and= 1...N. Based on the character of

gamma distribution z ?also follows the gamma distribution wheyy are

identically and independently distributed. In [10BY applying the maximum likelihood

approach, the relationship betweén and the fading figureM is summarized
57



“¢y(M)+In(M)=A .40)

However, it is also difficult to find the accuraté by (4.20) because the transcendental

equationg/(M), in (4.20). Furthermore, (4.20) is an approxinmatinot a closed form

expression.
In the preliminary studies, many researchers gge@ maximum likelihood (ML)

based estimators based on (4.20). In [104], Chetrgy. proposed two estimatorsn

and M, to estimate the fading figure.

~_ 1 - :6+«/36+48A (4.21)
M 2A’m2 24\ ' '

In Zhang’s works [105],-he -showed that a more rolestmator, denoted byn,, had

already proposed by Greenwood and Durand.

(0.5000876+ 0.1648852 — 0.054427) /A, 0< y < 0.5772
My, =< 8.898919+ 9.05995Q\ + 0.97753727 (4.22)

= 0.5772<y <17,
A(17.79728+ 11968471 + 1Y)

In [106], Gaeddert and Annamalai also proposed a ked estimator, denoted as

M » Which:the performance is compariable g,

ﬁ:] = bAMLE + \/biMLE + 4(A - aAMLE)CAMLE
AMLE Z(A - aAMLE) ' (423)

Auy e =-5.0428E-4,b,,, . =5.0953E-1,C,, . = 6.5552E 2.

In addition to ML based estimators, a group ofreators, which are called Generalized

Moment Estimators, were proposed by Cheng and Realil07].

_ JI .
My, ==t —=——, i =E[Y*].
2P(tysyyp = Hyy o) (4.24)
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Here,p is the control parameter. Varyipgyields a group of estimators. Generally, the

performances of these estimators improve with esirey value op. However, based on
the numerical results in [107], the performancemf  can not be better than that o,
and m,. Moreover, estimatingz,, and f,,, would increase the computation

complexity. Deriving form [107], Gaeddert and Anreea proposed a group of
estimators by replacing thA in (4.23) with Agy,e [106]

N By + /02 + Ay =
T = GME \/ GME ( GME aGME)CGME | (4.25)
Z(AGME E aGME)

where Agye=(fy,)?! [, and the @gye; Deyesand Cse Need to be optimized baed

on different values op. However, the performance of the moment basednatirs
cannot.be better than that of ML based estimat@S][ [107]. Therefore, we will

compare-our proposed approach with the ML baseéohastrs, which includem,, m,,

rnGD ’ mAMLE i

We start the fading figure estimation from the etpd value of A. BecauseY.?and

o) zzlYiz follow the gamma distribution, we obtain the expédovalue of A from

(4. 19)
E[A] = —¢(M) =In(N)+&(M [N), (4.26)

by applying (4.12) and (4.17). Furthermore, we mbtdosed forms ofE[A] whenM is

an integer or a half-integer. Therefore, we provadéokup table to map the fading

figure M' and the correspondeBfA|M']. Here, M’ is an increasing arithmetic
progression andM'=0.5, 1, 1.5, 2.... By given the values ff1',N}, the decision rule
of the proposed approach is plotted through the @ibart in Fig. 4-1.

After the construction of lookup table, we will iesate the A through samples. Then,
interpolation and extrapolation is utilized to mae A to the estimated fading figure,
denoted by,,,. In the next section, we will verify our proposeda , with the ML
based estimators.
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Given{M"', N}

M'=K+1/2

M 'is an integer

M'N 1
EA|M]= ——=In
pIM] k:MZﬂk_ N
ies M "N is an integer &) M Nis an integer—L&S
No No
M'N
1 M'N K
E[A|M']:Z—+2In2—ln(N) EnMT=S L _N 2 _
k-1 BIM]=Y === = +2n@ -In(N)
=2 k-1 k-1
M'N-05 )
E[A|M] = —~_-In(N)
L %K1
M'N-05 2
EAIMT]= —-In
AIM] 2 31 N)

Fig. 4-1 Decision rule to.construct the lookup ¢tabi E[A | M']

4.4 Numerical Results

To verify theclosed form model, we compare the numerical regMisn curves) with
the estimation results (Est curves). In Fig. 4-2, werify the proposed closed form in
(4.12)and (4.17) by replacingh with a.-Here; we assume tha& =01 and a = 1.2,
2.4, and 3.6, respectively.

For the Num curve, we increas@ from 0.5 to 12 gradually. The estimation value is
obtained from (4.12) wherB is an integer; it is obtained from (4.17) wh¢his a
half-integer. As shown in Fig. 4-2, we find thaetkst curves fit the Num curves very
well. Therefore, it is clear that our proposed etb$orm facilitates the quick estimation
of E(X,a,8,Q).

After the verification of the proposed closednfigr we will verify the proposal of
estimating the fading figure by applying interpaat approach, denoted bbﬁun. The

Root Mean Square Error (RMSE) is applied to vetife performance of different
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Fig. 4-2 Evaluation of E(X,a, 8, Q) based on the closed form in (4.12) and (4.17).

estimators. Moreover, the RMSE is normalizedwbfor the convenience of comparison.

In Fig. 4-3, we assumii=100 to compare the normalized RMSE Bf, m,, m.,,
My, . @and M ;.. The assumption dfi=100 is-accepted-as small sample size to estimate
the fading channels [104]. It is clear that the RMM& m,, is the lowest one in the
regionM = 1~18.. Although the RMSE ofm,,, . is the largest one in the range
M = 1~18, we find m,, . is better thanm;, when we keep increase the valuevof
It is becausem,,, . is obtained through Monte Carlo simulations inidemange oM
[106]. Therefore, the accuracy ah,,, .improves with the increase M. Even so,m,
is still better than other estimators whihis large. Note that m,, underperforms

whenM<1. It is because extrapolation may be appliechenregionM<1. This can be

compensated by pre-record the valuessph | M']which M'<1 in the lookup table.
In Fig. 4-4, we adjust the value d=30. From Fig. 4-4, we find the difference
betweenm,, and other estimators are clearer and the regiah ffp.,, outperforms

others is also enlarged. From Fig. 4-3 and Fig. ,4we observed
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the proposedm,, is a comparable estimator to other estimators cisle when the

sample size is small.

4.4 Conclusion
In this chapter, on the basis of the HPPP, we Ipaoposed a closed form for finding

ElIn(R,,)], where R, follows the generalized gamma distribution. Fumiere, we

provided closed forms to the special cases of tkeeaed value of logarithmic
transformation of ggd(X ,a,8,Q), when £ is a integer or an half-integer.

Our results are applicable to many conditions ireless communications. Here, we
have provided two examples: 1) signal power estomain random networks, and 2)
fading figure estimation of the Nakagami channamw@ation results showed our

proposed fading figure estimator is comparabletieroestimators.
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CHAPTERDS

FEMTO BSNETOWRKS THROUGHPUT
ANALYSIS

In this chapter, we will estimate the achievabl®tighput of femto BS network based
on the structure of 4G cellular system, which isigieed based on Orthogonal Frequency
Division Multiplexing (OFDM) technology. We consid¢éhe effects of a) Randomly
distributed interference sources, b) Low outageb@bdity, c) Non-cooperated packet
transmission, and d) Hybrid automatic repeat reii¢aRQ). We will identify a closed
form estimation of downlink throughput in a femt& Betwork. The proposed estimation
approach is_simple and easy to be implemented. Noaheesults are also provided to
verify our proposal.

This chapter is organized as follows: In sectialy We introduce the analysis model.
Then, in section 5.2,"a closed form expressionrap@sed to facilitate the estimation
process. Numerical results are provided in sedi8n In section 5.4, we explain how to
apply our works to the femto BS networks. Finalke conclude our observations and

contributions in section 5.5.

5.1 Analysis Model

In the analysis model, both the deployment maed transmission protocol are

provided to analyze the femto BS networks.
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5.1.1 Deployment Model
The deployment model is based on the 3-D modetiwhas proposed in Chap. 3.

Based on the 3-D HPPP model, we assume the distamethe target usdd; , to the

serving femto BS E, is fixed. Interfering femto BSs are uniformly wiksuted around

U, with density, denoted by. Hata empirical pathloss model is applied to dbsahe
channel degradation effect.

Extending from our observation in Chap. 3, we assug, which is the 1 closet
interfering femto BS, dominates the combinationirgérference. From Chap. 3, it is

clear the value of/ _influences d, and so the strength of interference. In Chap.&8, w

have concluded tha#t should follow the following inequality wherPy, is very small

A <-3In(1-Pr,)exp3T ) /(am)=A,,

T, = (Lné;?) (T, - (P, - P)* (3= ,,) +10710g,,(ds ). o

Here {P.,P,,} are the transmission powers §Fg,F} respectively.{d.,d,,} and
{n<.n}are the path-loss constants and path-loss expowoénts,F}. To provide
ubiquitous coveragd, needs to be controlled under the bound of femtodBSsity.

Therefore, we will estimate the achievable throughgd U, under the condition which

(5.1) is fulfilled.

5.1.2 Transmission Protocol
We propose a) non-cooperated femto BS transmisssmd b) HARQ, in the

transmission protocol of femto BS networks.

a) Non-cooper ated packet transmission
In 4G cellular systems, femto BS can transmit gaizkets by occupying different
resource blocks in OFDM system dynamically [16¢ tBsource blocks of OFDM
systems are plotted in Fig. 5-1. In the frequenmydin, the whole spectrum is divided
into multiple frequency carriers. In time domaime iminimum unit is time slot. One

resource block (RB) occupies one carrier in thgudemcy domain and one time slot
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Fig. 5-1 Resource blocks of OFDM system

in the time domain. We assume there is no joinpeaation between the femto BSs and

so femto BSs decide to transmit one sub-packetne resource block randomly
with probabilityPr, which is pre-defined by the system. The sub-peiskéhe basic unit
of HARQ.

b) Hybrid Automatic Repeat Request (HARQ)

Hybrid- Automatic Repeat Request (HARQ) is considene this model because
HARQ.is well-applied in the 4G communication syst¢h6],[109]. In HARQ, one
packet is encoded and divided into many sub-packetsh sub-packet is transmitted

sequentiallylJ; decodes-a packet by combining all the sub-packetsceives. If
successfully decodedt-s prepares the next packet transmission. Otherwksg, keeps

transmitting the next sub-packet until- the totangmission sub-packet numben,

exceeddMg or Np. Mg andNp are the transmission limits because of buffer armd delay
limit respectively. In most cased\,>M;. During the decoding proces§l; may

receive several sub-packets before decoding onkepaciccessfully. To address how
many sub-packets are used to decode a packet sfudhesthe decoding failure

probability, Pr (m), is applied in the following analysis:

Pr(m) =PI(3log, 1+ ) < R). (5.2)
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Pr (m,) represents the decoding failure probability aftéf combinesm sub-packets.
Here,R=b/(W:T;), whereWris the bandwidth for each carrier afiglis the period of

one time slot.bis the information bits in each packeg, is the received SINR in each

sub-packet transmission.

5.2 Throughput Analysis

In this section, we estimate the achievable thrpuglf femto BS networks based on
Caire and Tuninetti's works [110]. However, theionk is achived through numerical
results and it is not easy to be applied dire@lgsed on the assumptions introduced in
the last section, we propose an approach to singilg estimation process and so the
achievable throughput of femto BS networks candtienated directly without numerical

simulations.

5.2:1 Closed Form Expression
In our study, we applied the results from Cairel @uninetti [110]. In [110], the

achievable throughput ofU; can be represented by utilizing thenewal-reward

theorem [110]:

D=W.RPLA,IN;,
_ _MB_l Np ). No-l py | _ND Np ). No-Lpp |
An=lim 3 5P Pr) " P P ()= 35 AP PP (M)
=0 I=Mg
Mg-1

N 1 ND 1 Np +1-1 |
Ao = ZPn(m)[l—(me(l- Pr)™ ™ Pr” -i( |+ j(l—Pn) PRl (33
m=0

=0
The closed form expression Dfis obtained through the following approach.

Renewal-Reward Theorem [111]

First, arecurrent evenis defined as the event th&l; stops receiving the current
packet. Here, we assume thé, spendsT time slots in decoding the current packet.

When U; stops the reception, a random rewafrd is associated to the
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occurrence of the recurrent event. There are tvtcomes for [

{D =R if U; decodesuccessfly andT <min(N,, M), (5.4)

0=0 if U; decodegail andT >min(N,, M;).

Based on the Renewal-Reward Theorem, the achievdbleughputD can be

estimated by the expected value Gf andT.

b - E

5.5
E[T] 65

Moreover, the E[00] and ET] of HARQ protocol can be represented by the

following equations[110].

E[0] #RiL- Mf(NIDJ(l— Pr ) P Py ()= ) (Nf)(l— i) Pr! P (M ,)]

1=0 I=Mg

=RA, . (5.6)

& N +1 ND 1 Np +1-1 |
E[T]:iZPn<m)[1—( Dj(l—Prr)ND'"‘Prr“* —i( +j(l—Prr)D Pr]
Pr = m G

_Ne
"o (5.7)

Based on Renewal-Reward Theorem, Eqg: (5.3) provadésrmula to estimate the
achievable throughput of femto BS networks by aimgi£[(1] and ET]. However, it

is still difficult to obtain the throughput diregtlbecause bothE[(]] and E[T] are

related to the decoding failure probabilitpy, (m,). In the previous workspr, (m,)is
obtained only through numerical calculation [1IDhe difficulty of estimatingPr, (m,)

makes (5.3) complicated to be utilized directly throughput estimation. In the next

section, we propose a simple model to estiraien,) directly.
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5.2.2 Approximation of Decoding Failure Probability
In order to estimat® , we have to estimage, (m,) . However, it is difficult to find the
closed form of Pr (m,) . The reason is because the SIgR,is a random variable. To

solve this dilemma, as mentioned in Chap. 3, ifHRPP femto BS network is operated

at a low outage probability, there exists a dominiawterferer [93]. Based on our

assumption, the dominant interfefis The observation off;, in the HPPP inspired us

to simplify the Pr (m) by considering the dominance lgf. Based on the major

influence fromF,, we represent¢, with two variables,{c_s,?s} , Which are

calculated as:

- U

CS S US

| o+ Al +N0’CS Al + N,

A =PRI, (5.8)
n=2

Here, U, is the signal strength fronkg. |-, Is the interference from all othelr,, and
N, is noise power. The influence of other interferfegito BS is captured bl . Al

is the average interference of all other interfgfiemto BSs except . Therefore, U,
should be capable of measuring the combinationntdrference and signal strengths
from F¢ and F, respectively. In realistic communication systehis trequirement is

also defined in the capability about UE [112]. T8)), In each sub-packet transmission,
¢ is used to represent the SINR whén transmits a sub-packet simultaneously with

Fsand ?S is used to represent the SINR-whéf is idle and Fg transmits one

sub-packet. Based on (5.8), we approximate the vaditd efficiency,5s, which U

receives in each sub-packet transmission.

log, 1+¢s) = Bs with P,
fs= L | (5.9)
l0g, (L+,) = B With: Py

Then, we need to estimate the influence lgf when F; is transmitting one packet,
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which may takem sub-packet transmissions. We defire to represent how many times
that Ftransmits sub-packets simultaneously wiy during them sub-packet

transmissions. Based on the proposed protogokhould follow binomial distribution.

It is clear that the summation of bandwidth effig in (5.2) decreases with the increase

of x. Therefore, we defineX™ as the minimum value ok which the summation of

min

bandwidth efficiency in (5.2) is lower thaR.
X =argmin(xBs +(m -X)Bs <RIy, 0€ x=m)} (5.10)

Therefore, Pr, (m) can be approximated with the following equation:

Bi(m) =) (TJPr#E(l—PrT)”“X (5.11)

X=Xt
In the next section, we will verify our proposatabhgh simulations.

5.3 Simulations

In this section, the pathloss -model, packet scleglutleployment of femto BSs are
implemented based on the proposed deployment: mawieltransmission protocol.
Simulation parameters are listed in Table 5-1. Basa Table 5-1 and (5.1), the

threshold for low outage probabilit}, , is estimated (=10"***m™). To simulate the
achievable throughput under fully coverage, we mssli=10° (m®)in the first

simulation. Then, we decidel, and the following SINR by applying HPPP with given

A . We will compare the throughpDy,,, andD,,,, which the failure probability inside
is obtained through simulations and proposed aprosspectively.

In Fig. 5-2, we adjustPr, between 0.5, 0.75, and 1 to veri,,,, and D,,. In
Fig. 5-2, it is clear that our model provides cleséimation for the throughput of femto
BS networks. Furthermore, we find out thBt,,and D,,, match exactly wherPr,

is close to 1.
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Table 5-1 Parameters of simulations

Notation Value Definition

{Ps,P;} 30 (dBm) Radiation powers of Fg, F.}

{Js,9:} 37 (dB) Path-loss constants dfFg, F,}

{NsN} 3 Path-loss exponents dffg, F,}

A 10°,10° (m®) Femto BS density

& 1 Minimum distance of{dg,d,}

N¢ 10 Number of interfering femto BSs in the simulatio

No -100 (dBm) Noise power

ds 3 (m) Distance between thi andFs

d, HPPP Distance between tHé; andF,. The values are provided
through HPPP.

Pr 0.05 Upper threshold of outage probability

T, 0 (dB) SINR bound of outage event

We 1 (Hz) Bandwidth

T 1(s) Duration of one time slot

Mg 10 (slots) Transmission limit because of buffeesi

Np 50 (slots) Transmission limit because of delay limit

Then, we increase the femto BS density to a valuechmhigher tham, ,
A=107(m?) , to see if our approximation is incorrect. Sintiola results are plotted in
Fig. 5-3. In Fig. 5-3, it is clear that the achielathroughput decreases to a very low
level when 4 'is every high. Even so, we find thd®,,, and Dy, still match exactly,

which means our proposal alse provides an effionayt to estimate the throughput even

though the femto BS density is much higher thanféasible density bound),. From
Fig. 5-3, we can conclude that the 1st nearest stiledominatesPr,(m,) even the

femto BS density locates on the area which thegeupaobability is very high. Another

reason that our approach can also be applied when, is because we still consider

the infleucne of other interferers by taking thearerage interference in our approach.
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In Fig. 5-4, we compare th®,,,, and D by giving different values ofd . It is

App

clear that D,,, and D, are still close to each other when we adjustin a wide

Num App
range of values. So, we observed that adjustingvtttee of A does not affect the
accuracy of the proposed estimation approach.

In Fig. 5-5, we clarify the estimation error by ping the coefficient of variation of
the root mean square error, CV(RMSE), which is g0 of RMSE to the average

numerical throughout,

CV(RMSE)= VEI(D 5= Dy ] _
MeanQ,,)

(5.12)

Given the value ofA and-Pr--forty iterations are generated to estimate tlienasion
error between the numerical-throughout and estidntiteoughout. In each iteration, the
values ofd, are decided based on HPPP. During the analysisfindethe maximum
value of CV(RMSE) is about 0.11. Furthermore, mosthe CV(RMSE) values are
lower than 0.07, which means we provide an useidl effective approach to estimate
the system throughput in a femto BS network.

5.4 Applications

Based on HPPP, ‘'we can apply our study to the fdd8onetworks of different
topologies because femto BS provides the OSG/CS@itHyser priority to different
users. With different user priority, the interfecercaused by femto BSs will be different.
Through our proposed model, we can compare thaenfle of femto BSs to different
type of users.

Furthermore, the proposed model can be extendadalyze the throughput of macro

BS when interference is from femto BS network. Hérés assumed that); is served
by a macro BS with distanced,,. All the femto BSs follow HPPP. Then, we can

estimate the achievable throughput by applyingedifit A and d_ to verify the

influence from the interfering femto BS networksomdover, our analysis model can be

extended to random networks which the interferaqomesces follow HPPP.
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5.5 Conclusion

In this chapter, with the assumptions of uniforrdigtributed femto BS deployment
and low outage probability operation, we simplifib@ decoding failure probability by
considering one dominant interfering femto BS amloep interfering femto BSs. Our
analytical model estimates the throughout of fe®& netowrks quickly when femto
BSs are not cooperated for their data transmission.

Simulation results have been provided to validate approach. Furthermore, the
simulation results showed that the proposed moaieladiso be applied when the outage
probability is high. In addition to femto BS netwer the model can be generally applied
to different system deployments which follow theswsptions of HPPP random

networks.
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CHAPTER 6
CONCLUSION

In our dissertation, we have studied the featwkdemto BS networks and the
influence of femto BS towards the cellular network.

In Chap. 2, we broadly introduced the featuresaitb BSs. The femto BS is different
from traditional base stations and other indoorelgss access techonlogies in the

following aspects:

1) Flexihility of deployment

2) Huge number of femto BSs

3) User priority

4) Self-Organization Network (SON)
5) Operation Modes.

However, femto BSs also bring new technical prolslenvhich include:

i) Deployment issue

i) Interference mitigation
lii) Load balancing

iv) CSG/OSG Conflict

In Chap. 2, we have summarized the preliminary istudddressing these technical
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problems.

In Chap. 3, we estimated the range of feasibl@deBS density to provide ubiquitous
coverage for cellular network through the deploytaa femto BSs. In the analysis, we
proposed a novel 3-D HPPP model to analyze theorantbcations of femto BS
networks. Because of different user priority thento BS provides and the influence of

macro BS, four scenarios were proposed during oailyais:

Scenario a): macro BS is the serving BS;

Scenario b)F; is the serving BS;

Scenario ¢): CSG femto BS is the dominant interfeeesource to a non-CSG user;
Scenario d): OSG femto BS network.

To limit the outage probability-observed by theg&ruser under a pre-defined threshold,
we have verified the range. of feasible femto BSsdgrbased on the four scenarios.
Numerical results showed that the our conclusiemfithe assumption of dominating
interfering source is actually a good representatib user performance in above four
different scenarios, which can be used to providaiek evaluation of the limit in femto

BS density under the low outage probability craari
In Chap. 4, we extended our observations abautlbsed form ofHIn(R,)] in the

3-D space to then-dimensional HPPPE[In(R,,.)] - represents thath nearest node in

m
them-dimensional space. Moreover, we further extendedconclusion to the condition
which n is a half-integer. To extend our works, we proploadookup. table construction
and linear interpolation approach to estimate thainig figure of Nakagami fading
channel. Our proposed approach is simple in-imphat@n. The verification results
also showed that our proposed estimators outpesfamna wide range when the number
of samples is limited. Because Nakagami distribbutiits very well in the urban and
indoor environment, our proposed approach abouhdafigure estimation can also be
embedded in the femto BS networks for the chanstehation.

In Chap. 5, we proposed a simple approach tonagi the throughput of femto BS
networks. Considering the effects of randomly distied interference sources, low
outage probability, non-cooperated packet transanssnd HARQ packet transmission,
we have identified a fast estimation approach okmdmk throughput in a femto BS

network. Simulations were also provided to verifie tresults. Our proposed approach
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can be applied to not only the femto BS networkisaiso the random networks which
the interference sources follow HPPP.

In conclusion, we have created a 3-D HPPP maodetstimate the influence and
beinfits that femto BS networks bring. Furthermones extended our research to the
m-dimensional HPPP. Our research results can beagnapplied to different wireless

networks. Moreover, our study abo@#In(R,,)] can also be widely applied in the

wireless communications.
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