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Abstract

Although a dual-core processor has the ability of parallel processing and has a
better performance, it is limited to memory bandwidth. If the processor is used as data
transmission, it will become inefficiency..However, for a general-purpose processor
DMA (direct memory access) is:often used to 'imi)rove the effective usage of memory
bandwidth, but it can not offer sp'eqial functions for__ digital signal processing. In recent
years, the processor has been respected for DMA design in the ability of digital signal
processing, such as Faraday’s FTDMACO020 and TI’s digital signal processors, etc.
Because the traditional processor or DMA has not more efficiency at present, this
thesis proposes a novel smart DMA controller design.

This thesis presents the SDMA controller in order to assist a dual-core processor
improving performance and transmission efficiency. The SDMA supports five
addressing modes compared with the design method of traditional DMA and four
transmission types to select the region of valid data and to reduce the transmission
bandwidth for the processor. The SDMA design has features as follows. (1) It has a
built-in dual complex-valued multiplication-and-accumulation (Dual-MAC) to

processes mass and regular data computation. Moreover, two channel can access two

il



memory banks and perform vector operations at the same time; (2) it supports the
peripheral bus to expand I/O devices flexibly; (3) it can save about 75% time wasted
on data transfer; and (4) the code size can be reduced.

This thesis proposes the smart DMA design is integrated into the dual-core
architecture to be a DSP-like processor. By experimental results, the proposed design
can achieve greatly efficiency at FFT, DCT, and FIR computation, especially in
complex operations. The chip has been integrated in the total area of 2.1 x 2.1 mm?
by using UMC 90nm CMOS technology and has fabricated via the National Chip

Implementation Center (CIC). The maximum clock frequency is at 200MHz with a

single 1.0V supply.
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Chapter 1

Introduction

Media processing usually deals with large data streams of video, audio and
graphics. In the media system, a large number of data should be transported. If the
processor, which is good at data calculating, takes the charge of those data
transporting, the performance of the media system will decrease greatly.

In the last century, the technology of direct memory access (DMA) was
introduced into the DSP (Digital Signal Processor) design. The traditional DMA only
supports increment/decrement addressing modes and four types of transferring modes
[1], [2], [3]. Due to this fundamental mode, it could complete the data transporting
among memories or peripherals without 'the. aid of the processor. Most real-time
scheduling algorithms demand t-hat .t-'hé \.)vors.t-case. execution time of each task is
known in advanced. This is hardly satisfied if a task uses a DMA I/O method to
transfer data between I/O devices and memories.

Several DMA controllers are proposed to support real-time systems. In 1988, B.
Sprunt et al. [4] proposed a Preemptable I/O Controller (PIOC) to avoid priority
inversion. The commercial product TMS320C621 DSP contains an Enhanced DMA
(EDMA) controller [5], which prioritizes transfer requests and prefers serving
higher-priority requests. Furthermore, the EDMA uses RAM to store transfer
parameters and allows the new channel parameters immediately loaded via a linking
mechanism. S. Srinivasam [6] proposed a PDMA (Pre-programmed DMA mechanism)
that allow a DMA action to continue moving data even that the source or destination

addresses are not consecutive. Although the PDMA can be used to execute a task



chain according to a predetermined schedule, it can not accept any unscheduled
request and does not provide facility to circumvent unexpected delays to access I/O or
memory.

For example, in Freescale MPC823e, a dedicated RISC core was used to take
charge of data transporting [7]. In ADI Blackfin processor, a task-chain based
two-dimensional DMA mechanism which was very suitable for video processing
was developed [8]. It could efficiently resolve data transporting in the media system.
But those above were developed only for the single-processor system which was
working in a single clock domain. Faraday’s FTDMACO020 [9] has a slave AHB
(Advanced High-performance Bus) interface. The DMA 1is configurable up to an
8-channel DMA engine. Each channel can be assigned a group priority level and
channels of the same group priority are se'rvi-ced_ in the Round Robin fashion. To
ensure real-time applications,-the computihg' .system requires guaranteed /O
throughput. Thus, this thesis will i_r_np_ro_\}e traditional DMA and integrate Smart

DMA into a general-purpose dual-core processor. "

1.1 Motivation

In recent years, the DSP applications are widely. Especially, the development of
embedded systems and consumer electronics are rapidly, such as mobile phones and
MP3, etc. Due to a large number of consumer electronic products, the output value of
DSP is about 75%. Therefore the cost and performance will become an important
indicator of a choice. If we choose a low-end processor, the performance will decrease
because there are a lot of architecture and different addressing modes used in digital
signal processing [10], such as circular and bit-reverse addressing. If the processor

does not support special addressing modes, it will need to spend more execution



cycles. This means that the processor needs higher clock rate and wastes more power
consumption.

The hardware design of digital signal processing has to consider the efficiency of
architecture and data transmission. In most of researches, they only enhance the
architecture and discarding the mass data transmission. Up to now, the DSP design
begins emphasizing and discussing how to enhance DMA architecture in order to
control transmission and computation of mass data.

For reducing the cost and complexity of developing a DSP, in this thesis a smart
DMA (SDMA) is proposed and integrated into a general-purpose dual-core processor.
It can assist the dual-core processor to handle mass and regular operations and to
achieve a DSP-like processor. Thus, the traditional DMA architecture will be
improved to support multiple addressing modes.and built-in operation units at the
same time. These multiple addréssing modes. inelude increment/decrement, circular,
mirror, and bit-reverse addressing. Fot thé _diff_erent computing case such as FIR, DCT,
and FFT [11], we can choose different addréésing modes and collocate with

dual-MAC architecture to perform different digital signal processing functions.

1.2 Organization of the Thesis

In this thesis, the SDMA architecture is introduced in Chapter 2. Chapter 3
describes system combination of SDMA and a dual-core processor. The experimental
results and chip implementation are presented in Chapter 4, and conclusions are made

in the last chapter.



Chapter 2

Smart DMA Controller

This chapter will introduce the design of smart direct memory access controller
(SDMAC), involving with the SDMAC function, architecture design, and illustrating

functions and setting of control register groups.

2.1 Function of Smart DMA

2.1.2 Transfer Modes

The SDMAC supports four transfer‘modes,as memory-to-memory, memory-to-
peripheral, peripheral-to-memory, and peripheralto-peripheral operations. Their

function is described as follows, Tespectively.

1. Memory-To-Memory:

The memory interface of SDMAC supports two embedded memories at the
same time. In the mode, data transfer occurs between two memories or in one of
memory. SDMAC can read and write data at the same time when the source and
destination memory are different. When the source and destination memory are
same, SDMAC begins to write destination data, if the internal buffer is full, after
reading source data from one of memory. Fig. 2-1 shows the transfer mode under
the memory-to-memory data path. The arrow with dotted line indicates all bus
transfer paths, and the arrow with hard line indicates the memory-to-memory path

through Channel 0.
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Fig. 2-1: Illustration of the memory-to-memory transfer mode.

2. Memory-To-Peripheral:

The mode can transfer data which is in particularly block of data memory to

peripheral devices. Fig. 2-2 shows the data path of memory-to-peripheral transfer

mode. The arrow with dotted line indicates all bus paths, and the arrow with hard

line indicates the memory-to- peripheral path through Channel 0.
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Fig. 2-2: Tllustration of the memory-to- peripheral transfer mode.

3. Peripheral -To- Memory:

Pernpheral

Bus

[—

Data

Bus

It can transfer the data form peripheral device to a specify memory block

using SDMAC, then processor can processing the data in memory. Fig. 2-3 is the

data path of peripheral-to-memory transfer mode. It can transfer data from IS to

memory.



The arrow with dotted line indicates all bus transfer paths, and the arrow with

hard line indicates the peripheral-to-memory transfer path through Channel 0.
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Fig. 2-3: Tllustration of the peripheral-to-memory transfer mode.

4. Peripheral -To- Peripheral:

It can set the peripheral-to-peripheral transfer mode by SDMA when the
peripheral with ability of processing orjust transfer data between two peripherals.
It can transfer without interrupt'and do _not'"ne.ed processor to handle this task. Fig.
2-4 is the data path of peripheral-to-peripheral transfer mode. The arrow with
dotted line indicates all bus transfer paths, and the arrow with hard line indicates

the peripheral-to-peripheral transfer path through Channel 0.
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Fig. 2-4: Tllustration of the peripheral-to- peripheral transfer mode.



2.1.3 Addressing and Operation Mode

The SDMA supports five addressing modes involving increasing/decreasing
addressing, circular addressing, mirror addressing index-based addressing, and

bit-reversed addressing. The flowing will illustrate each addressing mode:

1. Increasing/Decreasing Addressing Mode:
This mode is a basic mode and is suitable for the other four modes. Fig. 2-5
is the increasing/decreasing addressing mode. The data is copied from Memory A
(RAM A) to Memory B (RAM B). When reading data from RAM A, it uses
increasing addressing; when writing data to RAM B, it uses decreasing

addressing.

SDMA

RAM A RAM B

Fig. 2-5: Increasing/Decreasing Addressing Mode

In Fig. 2-6, increasing addressing with Dual-MAC can compute inner
product. The data can from memory or peripheral and also can operate in a

memory. It can reduce the effort of processor.
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Fig. 2-6: Inner Product with Smart DMA

Increasing and decreasing,+addressing with Dual-MAC can perform

convolution operation such-as|in’ Fig." 2-7. _"The data can from memory or

peripheral and also can operatior;,...i.'r.i a memory. It can reduce the effort of

processor. Sy "o

Transfer Transfer
size increase decrease size
RAM_A RAM_B
[ca T ¢ | ©oH l
T e T

y= % aln—k|*xk|
k=1

ACCR
Fig. 2-7: Convolution with Smart DMA



2. Circular Addressing Mode:

User can define a block of memory when using circular addressing. When
address excesses the boundary of block, it returns to the starting address of the
block by the method of circular. To move in circles until the data transfer
completely. This addressing can also use increasing or decreasing addressing
according to different cases. In Fig. 2-8 , this addressing mode with Dual-MAC
can perform circular convolution which is often used in digital signal processing;
the X1 in RAM_A is a sequential data block and X2 in RAM_B is a circular data
block. SDMAC read data from two memories to do the function of circular

convolution.

Circular
addressing

Transfer
size

N -1
yinl= X X [k]*x[((n—F&)),]
k=0

ACCR

Fig. 2-8: Circular Convolution with Smart DMA

3. Mirror Addressing Mode:
User can define a block of memory when using circular addressing. When
address excesses the boundary of block, it will increase or decrease from the
boundary address by the method of mirror until the data transfer completely. In

Fig. 2-9, this addressing mode with Dual-MAC can perform Discrete Cosine



Transform (DCT) which is often used in digital signal processing; X1 in RAM_A
is a sequential data block, and X2 in RAM_B is a mirror data block. SDMAC read

data from two memories to execute. It can achieve the operation of mirror

addressing.
"""""""" 11 X2 e
Transfer Smart-DMA Mirror
size addressing
............... v | [,
RAM_A Configure ignal RAM_B

MUX
® Dual-MAC
e e

| Aacc |

| ACCR |

Fig. 2-9: Mifror_adﬂréssing of Smart DMA

4. Index-based Addressing Mode :

User can set the index of increasing or decreasing address when use
index-based addressing mode to transfer data. It can choose valid data to reduce
the bandwidth when transfer. It can do a lot of digital signal processing functions
such as FIR (Finite Impulse Response), DCT (Discrete Cosine Transform). In Fig.
2-10, RAM_A is a sequential data block and reads data from RAM B by
index-based addressing. SDMAC read data from two memories to perform

automatically. It can achieve the operation of mirror addressing.
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2
Transfer N +2
size i o ;
42
o4 B U I Y SN S Aty
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X |puarmac

| ACCR | | Acc |

Fig. 2-10: Index-based addressing of Smart DMA

Bit-Reversed Addressing Mode:

By using bit-reverse addr__e_s_sing, .we, can reorder the coefficient before
computing and control the da.‘.tél._pa-th Qf Duéi-‘MAC by configure signal. This
method can perform a butterﬂy unjt__.iri" a'..cycle to speed up the FFT operation as

show in Fig. 2-11.

s

Bit-Reverse
addressing

[ cH [ crL

Fig. 2-11: Bit-Reverse addressing of Smart DMA
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We can divide the five addressing mode into 4 types such as D-type, B-type,

I-type, and bit-reverse as shown in Table. 2-1.

Table. 2-1: Addressing type of Smart DMA

Direction Block Index other
(D-type) (B-type) (I-type)
Increasing Circular Index-based Bit-reverse
Decreasing Mirror
Normal
Increasing _ Normal ____ Index-based
| Circular ____ Index-based
|« Mirror — . Index-based
Decreasing  _____ - Ngmﬁai =~ Index-based
_- Circular _ Index-based
| Mirror _ Index-based
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2.2 Architecture of SDMAC

The SDMAC is different from traditional DMA design because it has multiple
addressing modes and built-in Dual-MAC. The SDMAC architecture is shown in Fig.
2-12. This includes two channel controllers, an arbiter, a register bank, an interrupt
controller, memory interface, and a Dual-MAC. The following subsection will

illustrate each component.

source
Destination
Config uratiorn

[,
Control g
source
Destination
Config uration
Control

Status

ACCR : e eaaaand :
: Dala e :
sl 3 m s JBus| =
ACC

f
- . ' Arbiter i
Interrupt |
Request

Fig. 2-12: Architecture of Smart DMA

. ' Channel Controller 0
- :' I FIFOOQ I

'

Channzl Controller |

F 3

Memory
Interface

F'y
3z

2.2.1 Channel Controller

The SDMAC has two identical channel controllers. Each channel controller
plays the most important role in SDMAC. It will control all operations of data
transmission. According to the architecture of Fig. 2-12, when the data bus is not
conflict, all channels can work at the same time. On the other hand the controller will
decide channel priority by the arbiter. Of course, the number of channel controllers
can be increased easily to enhance processor performance. The channel controller

consists of two independent controllers. One is regarded as reading controller. The

13



other is regarded as writing controller. When the controller reads or writes data, first it
has to check the FIFO (First In First Out) status. If FIFO is empty, the reading
controller can read data from external devices to FIFO. If FIFO is full, the writing
controller can write data from FIFO to external devices. Otherwise, the controller is
disabled. The register bank connected to two channel controllers separately can
decided all functions of SDMA. Both reading and writing controllers are implemented

by FSM (Finite State Machine). The channel controller architecture is shown in Fig.

2-13.
APB )\ APB
—-
Read Controller Write Controller
e —b
Memory / Memory

! |

Register Bank

Fig. 2-13: Architecture of Channel Controller

The two channel controllers are disabled before using SDMAC. They will enter
different modes according to the given transfer mode (Memory or Peripheral). Then
SDMAC is enabled. The design flow for two channel controllers is explained in Fig.
2-14. First, the state stays in the idle mode. If the authority of reading or writing
operation is confirmed, the controller will enter the setup mode. After the data of
source or destination and FIFO are valid, the controller will enter the enable mode to
do data transmission. If data is not yet transferred completely, the controller will enter
the setup mode and wait next data. If data is transferred completely, the controller will
return to the disabled mode and send the interrupt signal to the processor. Finally, data

transmission is finished.
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Transfer Complete / Transfer Complete
> Disable

Channel Enable=1 & j Channel Enable=1
Transfer Type=Memory Transfer Type=Peripher

—

Idle Idle
Channel $elect=1 Channel $elect=1
\ 4 \ 4
Next Data - Next PData
P, Setup Setup «—
FIFO & Md¢mory valid FIFO & Perigjheral valid
\ 4 \ 4
Enable Enable
Memory Perl'pheml ..................................

Fig. 2-14: Finite State Machine of read/write Controller

2.2.2 Prioritizing Arbiter

In Fig. 2-12, these two channels (named Channel 0 and Channel 1) share an
internal data bus and a peripheral bus. If these two channels use the same bus at the
same time, the bus conflict will occur. So, a prioritizing arbiter is designed to avoid
data conflict between the same buses. The arbiter shown in Fig. 2-15 decides use of
bus in order of priority. The priority of Channel 0 is higher than Channel 1. When
these two channels obtain data from the same bus, the arbiter will halt operations of
Channel 1 due to a lower priority. If Channel 0 finishes the jobs, the arbiter will return
the control authority to Channel 1. When the lower priority channel is transferring
data, if data conflict occurs, it must finish the present data transmission first and then

release the control authority. When transfer the data from memory, it is usually a mass
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and not interrupted. To avoid transferring low-speed data by peripheral devices can
not get the bus control authority. Hence, we suggest setting a lower priority when

transfer the data from memory under the arbiter architecture.

-

Peripheral o eripheral
Bus 'l Chatnel Controller 0 ;_;_ > Bus

“'1( Chatnel Controller 1 -
Data . ] | lee e e e e e e m e - Drata
Bus 4

Bus

N
r

[ Prioritizing Arbiter ]

Fig. 2-15: Prioritizing Arbiter of Smart DMA

2.2.3 FIFO (First In First Out)

The channel controller needs a _b}iffér sich as FIFO to save data. The FIFO
structure can read, write, and che-ck own state. FIFO control signals are shown in
Table. 2-2. They are independent and used to design the controller read and write of
the channel controller.

There are two FIFO pointers (PT_PUSH and PT POP) shown in Fig. 2-16. They
individually point to the PUSH address and POP address. Data will push into the
buffers when push is happened and the pointer PT _PUSH will move forward. When
PT PUSH excess the end of FIFO, it will return to the start point of this FIFO. Data
will pop out from the buffers when pop is happened and the pointer PT_POP will
move forward. When PT_POP excess the end of FIFO, it will return to the start point

of this FIFO.
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Table. 2-2: FIFO Control Signals

Read Control
Signal | Bit width | Description
data_in | 32 bits The data push into the FIFO.
Push 1 bit When clock at rising edge and this signal is high
Data will push into the FIFO.
Write Control
Signal Bit width | Description
data_out | 32 bits The data pop out from FIFO.
Pop 1 bit When clock at rising edge and this signal is high
Data will pop out from FIFO.
State Check
Signal Bit width | Description
Full 1 bit Datain FIFOis full. / =
Empty | 1 bit No data in“FIFO.
Half 1 bit Data in FIFO is over than half.
PT_PUSH PT_POP
1 — FIFO[0] ‘—: ‘
FIFO[1]
FIFO[2]
FIFO[3]
FIFO[4]
FIFO[5]
FIFO[6]
............... FIFOLT) S—

Fig. 2-16: Pointer of FIFO
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There is a counter in the FIFO structure. It counts the number of data saved in

FIFO. The current state of FIFO from the counter can be obtained directly, such as

push-~  push & pop _pop
PT_PUSH+1 PT_POP+1 PT_POP+1
Counterl

Counter =0 Counter =8 Counter >=4

shown in Fig. 2-17.

Empty Full Half

Fig. 2-17: Pointer and counter of FIFO

2.2.4 Register Bank

The SMDAC has 12 control ré'gisters called a-register bank, where each register
is 32 bits. The register bank see_fns alé >< _16_'-ine.molfy array in the processor. Hence,
the processor can directly read/write the register bai_nk as access memory. This method
is called as memory-mapped 1/O. The use of the control register is illustrated in next
subsection in details.

For register reading and writing in SDMAC, the timing diagram is shown in Fig.
2-18 and Fig. 2-19. Reading or writing operations are enabled by the rising edge clock
and CEN=0. When WEN is high, the register bank can be read according to the given
address. When WEN is low, data can be written to the register bank of SDMAC
according to the given address.

Fig. 2-20 shows the register bank in SDMAC. The left side is connected to the
part of processor’s memory. Another side is connected to two channel controllers and

a dual-MAC unit.



CLK

CEN

WEN

F

XA AXKXXXHAY  RXRXRO0 ¢ AXXXXXXKAXA

N1 RARNAKXXRRIRINNY + X AXRRXRKANX

sonea_por - B XXXRRRRAONRRN  HRHRKXK

SDMA_RegOut

t

—

X

1

X

2

Fig. 2-18: Timing Diagram of reading data from register in Smart DMA
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Fig. 2-19: Timing Diagram of _wf_iﬁhg data frq.f'n register in Smart DMA
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Fig. 2-20: Register Bank of Smart DMA
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2.2.5 Interrupt

The SDMAC can enable interrupt via setting configuration register. After the
interrupt is set, if the channel controller finishes assigned works, an interrupt signal is
sent to the processor immediately. The channel controller is closed at the same time.
The interrupt signal is active low and holds on for two clock cycles. The channel
controller is connected to the interrupt controller. When data transmission is finished,

an interrupt signal is generated and written to the status register as shown in Fig.

2-21.
Channel Controller 0 Channel Controller 1
Interrupt Controller Interrupt Controller
) Interrupt O Interrupt 1 | -

El

‘Status Register- -
Fig. 2-21: Interrupt Controller

2.2.6 Memory Interface

The SDMAC supports two synchronous high-density and single-port SRAM.
Each memory has a 9-bit address line, a 32-bit data line, and read/write control lines.
Fig. 2-22 shows the data transmission from RAM_ A to RAM_ B and the memory
interface. If the processor wants to access internal memory, it also uses the same

memory interface.
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Fig. 2-22: Data transmission via internal memory interface

The memory symbol is shown in Fig. 2-23. The pin assignments are shown in

Table. 2-3.
b
m WEB[b-1:0]
+’ A[m—1:0]
ﬁL' Dl[w-1.0] Do[w-1:o] ﬁwg
F cs
Fig. 2-23: Memory symbol.
Table. 2-3: Pin descriptions of memory
Signal Bit Width Description

CK 1 Clock signal
A m Address signal
D W Input data
OE 1 Output enable signal, active high
CS 1 Chip select, active high
WEB 1 Write enable signal, active high
DO A4 Output data
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Programmers set SDMA control registers to select one of memory banks which
want to read or to write. So the memory interface has to conform to the timing

diagram of Fig. 2-24 and Fig. 2-25.

]
CK Thow T\ | Tow
Tas T::'I |
Alm-1:0] don't care don't care

WEB don't care /l’ T T don't care
ws wn

Ccs don't care ,1 T.. T, don't care
S T. ——
Do[w-1-0| unknown valid
— T «—

Fig. 2-24: Read cycle timing diagram of memory

OE = High, CS = High

CK Toom \|\ \|\ Tiow |/
T
TSS an
w0 | don't care * ))( don't care |

WEB don't care T | Tk don't care ]

TﬂS TI’Jh
Dl | don't care )}( don't care |

Twl!u —
DOy, % unknown wvalid
T |

wilx,

A

Fig. 2-25: Write cycle timing diagram of memory

2.2.7 APB(Advanced Peripheral Bus)

APB is a part of AMBA [12] (Advanced Microcontroller Bus Architecture), the
control signals are shown as Fig. 2-26. It has low power and easy to use. The channel
controller in Smart DMA supports the interface of APB directly. The timing diagram
of reading cycle of APB shows in Fig. 2-27. The timing diagram of writing cycle of

APB shows in Fig. 2-28.
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Fig. 2-26: APB bridge interface

T T2 T3 T4 TS
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PRDATA X N Data 1 0K

Fig. 2-27: Read cyele timing diagram of APB

= I L ]

T T2 Ta TS
PCLK [ 1 | l I | | |
PADDR XX Addr 1
PWRITE 4Lf i3
PSEL N | )
PENABLE S N
PWDATA i XX Pae 1 XX

Fig. 2-28: Write cycle timing diagram of memory
2.2.8 Dual-MAC

The MAC operation is one of the most important features for a DSP. This is not
only used for multimedia applications but also used for communication applications.
Traditional DSP with a real-valued MAC data path cannot efficiently execute
arithmetic operations on complex-valued signals. Accordingly, recent DSP are

designed with a view to improve the efficiency of the complex-valued MAC operation
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[13], [14], [15], [16]. The complex-valued MAC operation consists of four
real-valued multiplications and two accumulations as Eq. (2.1), where ACCR is the
real part of the accumulation register, and ACCI is the imaginary part of the

accumulation register.

(ACCR+ jACCIH)+ X *Y
=(ACCR+ jACC)+ (X, + jX,)* (Y, +jY,) (2.1)
=(ACCR+ jACCI)+ (XY, - X, Y)+ j(X,Y, + X,Y})

The dual-MAC architectures, such as DSP16000 [14] and MDSP-II [16], use two
parallel 16x16 multipliers to calculate the product and to sum the real and imaginary
parts, respectively. Thereby, it spends two cycles for completing one complex-valued
MAC operation. The swap multiplexer in DSP16OQO and MDSP-II is used to select a
pair of inputs from four operands_and to genér‘afe four partial products during the
complex-valued multiplication operat_ipn: The other dual 16x16 MAC architectures in
LODE [13] operate by a similar étrategy except that it employs a delay register to
store the input operands for the next MAC operation. This approach also executes one
complex-valued MAC within two cycles. Straightforward the extension of the
previous architectures to a 16x16 complex-valued MAC architecture using four
parallel real MAC units is possible but unpopular, primarily because of its lack of
hardware efficiency. Although the four-parallel-MAC architecture can perform one
complex-valued MAC operation within one cycle, three MAC units sit idle in a
real-valued MAC operation. An efficient four-parallel MAC architecture is proposed
in the proposed SDMAC design.

The proposed dual-MAC architecture is shown in Fig. 2-29. We can configure
the data path by the control register to perform different DSP applications. The

complex-valued MAC is composed of four real multipliers and two accumulators as
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shown in Fig. 2-29. (ACC is not used in this case.) Table. 2-4 lists an example of the
execution of a 3-tap complex FIR filter to compute one output samples within three
cycles. In this case, the signal Mode is switched to the complex mode. The data path
can perform a k-tap real-valued FIR within /2 cycles, and it can perform a butterfly

unit within one cycle.

EEEE LR =a
O:FFT
1:.cmoplex FIR
[ cH_ [ cL_ | DH
= AR
MUX
Mode : &

Fig. 2-29: Architecture of dual-MAC

Table. 2-4: Processing schedules of a complex 3-tap FIR convolution

Cycle MAC Input Product
CH CL PO P2
DH DL Pl P3
1 CR(0) CI(0) |CR(O)XR(0)  CR(0)XI(0)
XR(0) XI0) | CI0)XI0)  CI0)XR(0)
2 CR(1) CI(1) |CR(HXR(1)  CR(HXI(1)
XR(1) XI(1) |CK)XI(1)  CI(1)XR(1)
3 CR(2) CI2) |CRQXR2) CRQ)XIQ)
XR(2) XI2) |CIQ)XIQ2)  CI2)XR(2)
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2.3The register bank of Smart DMA

To achieve the best performance of SDMAC, users must set the configuration
register. The following will illustrate these functions and the method how to set the

register bank in SDMAC.

2.3.1 Source Register

The source register is 32 bits in the register bank, but is seems to two 16 bits for
processor. After setting the source register by processor, the value will preserve. But
the source address will be changed according to the addressing mode. In the source
register, the high 16-bit part specifies the addressing mode, and the low 16-bit part is
defined as source address as shown imTable.,2-5. The following will illustrate the

arrangement for each bit.

Table, 2-5* Source Register

Bit High Source Register

15 Source Circular O:circular / 1:mirror

14:7 Source Base Address number of increasing or decreasing
6:0 Source Offset The start position of block

Bit Low Source Register

15 Source Device 0:Ram_A/1:Ram B

14:0 Source Address Source address

(1) Source circular: decide circular addressing or mirror addressing. If it does not
need both of them, set the block size equal to zero.
(2) Source Base: to decide the index of increase or decrease of the index-based

addressing.
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(3) Source offset: to decide the distance of first data form the block boundary as

shown in Fig. 2-30.

|
N —
BElock ] -
N Start
S T {... o

Fig. 2-30: Source offset

2.3.2 Destination Register

The setting method is same as the source register. The register is applied to a
target device. After setting the /destination. register by processor, the value will
preserve. But the destination address will be changed according to the addressing
mode. The high 16-bit part specifies the addressing mode, and the low 16-bit part is

defined as destination address as shown in Table. 2-6.

Table. 2-6: Destination Register

Bit High Destination Register

15 Destination Circular O:circular / 1:mirror

14:7 | Destination Base Address number of increasing or decreasing
6:0 | Destination Offset The start position of block

Bit Low Destination Register

15 Destination Device 0:Ram A/ 1:Ram B

14:0 | Destination Address Destination address
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2.3.3 Control Register

The control register seems two 16-bit registers. After setting the control register by
processor, the value will preserve. But the number of data transmission accompanying
with writing data to target device actually will be reduced. The high 16-bit part
indicates the source and destination region. The low 16-bit part is control signals of
SDMAC as shown in Table. 2-7.

(1) Source/destination region: indicate the source or destination region of mirror or

circular addressing.

(2) Source increment: increase source address (increase=1).

(3) Source decrement: decrease source address (increase=0, decrease=1).

(4) Destination increment: increase destination address (increase=1).

(5) Destination decrement: decreasé destination.address (increase=0, decrease=1).

Table. 2-7: €ontrol Register

Source/Destination Region Register
Bit Signal Description
15:8 | SrcReg Block size of source
7:0 DestReg Block size of destination

Control Register

Bit Signal Description
15 Srclnc Source Increase
14 SrcDec Source Decrease
13 DestInc Destination Increase
12 DestDec Destination Decrease
11 SrcWidth Source Width( Default =32 bits)
10 DestWidth Destination Width( Default =32 bits)
9:0 TransferSize Transfer Size
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2.3.4 Configuration Register

The configuration register seems one 16-bit register which can access from the
processor. After setting the configuration register, the value will preserve. But the
reset signal of accumulators (high-active) will become low after one cycle by setting
the configuration register. After channel enable and data transfer completely, the
channel controller will close automatically. The following will illustrate the
arrangement of bit as shown in Table. 2-8.

(1) Halt: channel access stop. It will stop after write out the data from FIFO.

(2) Interrupt enable.

(3) Source peripheral: supporting 8 source peripheral devices.

(4) Destination peripheral: supporting 8 destination peripheral devices.

(5) Transfer type: transfer Type (0 - RMA/ 1. T/O device).

(6) Sequence transfer: continubusly trans_fer,'“thé transfer data are infinite (ST=1).
(7) Function: operation functions (iormal: 000 MAC: 001 CFIR: 010 FFT: 100).

(8) ACC clear: accumulator clear (AC =1).

(9) Channel enable.
Table. 2-8: Configuration Register

Bit Configuration Register

signal description
15 Halt Channel stop
14 IntEn Channel interrupt enable
13:11 | SrcPer Source Peripheral
10:8 DestPer Destination Peripheral
7:6 TransferType Transfer Type
5 SeqTran Sequence Transfer
4:2 Func Function
1 ACClr ACC Clear
0 ChEn Channel Enable
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2.3.5 Status Register and ACC Register

The status register seems one 16-bit register which can access from the processor.

It consist the information of two channels. The higher bits are channel 1 and the lower
bits are channel 0. The following will illustrate the arrangement of bit as shown in
Table. 2-9.

(1) Interrupt : Low-Active interrupts.

(2) Full: The state of FIFO.

(3) Half: The state of FIFO.

(4) Empty: The state of FIFO.

(5) Channel Select: Arbiter decides which channel is working.

(6) Error: accumulator overflow.

Table. 2-9: Status Register

Bit Status Register [15:8] Channel1 / [7:0] for Channel 0
Signal Description

7 Interrupt Channel Interrupt

6 Full DMA FIFO data full

S Empty DMA FIFO data empty

4 Half DMA FIFO data more than half

3 ChSel Channel is select in working state

2:0 Err Accumulator overflow

The ACC register seems one 16-bit register which can access from the processor.
It can only write data with a 16-bit format and only read data with a 32-bit

sign-valued format. The ACC is 40 bits in register bank.
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2.3.6 Operating Flow of SDMA

The setting method of SDMAC is shown in Fig. 2-31. First, set the source,
destination, and control register and then set the configuration register to enable the

SDMA channel. This moment it can do other tasks until interrupt occurred, then the

SDMAC finish its jobs.

[ Start J ﬁnterru pt Occu rred}

A 4

¥

Segtlng Register [ Cinish Job J
ource Register
Destination Register
Control Register

v [ End }
Channel Enable: o

Configuration Register =

! Yes

Interrupt
No

Fig. 2-31: Operating flow of SDMA
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Chapter 3

SDMA Integrated with Dual-Core Processor

The SDMAC can not work alone so it needs to put into a processor and to use. In
this thesis, we also develop a general-purpose dual-core processor. The following
subsection will illustrate characteristics, instructions sets, assembler, and architecture

of the dual-core processor.

3.1Architecture of Dual-Core Processor

The dual-core processor is RISC arehitecture and has five-stage pipeline [17],
[18], where dual-core design can be a|DSP urﬁt or micro-control unit. The proposed
SDMAC designed is also integra-ted iﬁto fhe dﬁal-cére signal processor [21]. We can
set SDMA operations via defined assembly instructions. The SDMAC has a
peripheral bus called APB so that some peripheral devices can be mounted. It can

transfer data from peripheral to memory by SDMAC.

3.1.1 Processor Kernel

The processor which is a dual-core processor has a five-stage pipeline. The
design of processor architecture shown in Fig. 3-1 includes a program counter (PC),
an instruction fetch unit (IF), an instruction decode unit (ID), a register file, an

execution unit. The following will illustrate their function for each component.
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PC/Branch

PC/Branch

R

Reg File

ALU

(1) Program Counter (PC): . 'gister. When the value of PC is

changed and sent to the the processor will jump correct
instruction address to perform.
(2) Instruction Fetch: According to PC as a memory address, fetch one
instruction from an external program ROM. The memory address line and
data width is 16 bits and 32 bits, respectively. Because there are some
instructions need the value of PC in the execution stage, passing it stage by
stage. To avoid fetching an instruction after a branch instruction, two flags
are set to stall the pipeline.
(3) Instruction Decode: The fetched instruction from ROM is decoded. In the
instruction format, there are two source registers and one destination register.

These addresses will pass to next stage for fetching operands and the write

back address of the execution stage. Due to the dual-core architecture, it can
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get register data for each other. Also this processor combines SDMAC design
so a few instructions are defined. When the processor uses SDMAC, it needs
a set of address bus to access the register bank and to set parameters.

(4) Register File: Each core has 32 registers. It has two read ports and one write
port to offer operands for the execution and write-back stage. There are a lot
of signals connected to the execution stage for data forwarding.

(5) Execution: The unit is to compute and to handle data forwarding. The
forwarding unit is used to avoid a RAW hazard in the pipeline.

There are some special designs in the dual-core processor should be presented as
follows.

(1) Operand isolation: We will know what kind of instructions in the decode
stage. It can set an enable signal to cdntrql the execution stage. Then it can
avoid perform addition, Subtraction, mﬁltiplication at the same time to reduce
power consumption. With th_isl _méth(_)d, the processor can save about 30%
power consumption.

(2) AMAC instruction completed in one cycle.

(3) Bit-reverse addressing for FFT operation.

3.1.2 Instruction set architecture

The instructions can be divided into 5 groups including data moving, arithmetic and
logic, branch and jump, SDMA, and others.

(1) Arithmetic and logic instructions are listed in Table. 3-1.
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Table. 3-1: Instructions of logic and arithmetic

Instruction Opcode Example

NOP 000000 NOP

ADD 000001 ADD rd, ts, rt
SUB 000010 SUB rd, s, rt
MUL 000011 MUL rd, rs, 1t
MAC 000100 MAC acc, 1s, 1t
AND 000101 AND rd, rs, rt
OR 000110 OR rd,rs, 1t
XOR 000111 XOR rd, 1s, rt
INV 001000 INV rd, rs

ADDI 001001 ADDI rd, rs, imm
SUBI 001010 SUBI rd, rs, imm
MULI 001011 MULI rd, rs, imm
ANDI 001100 ANDI rd, rs, imm
ORI 001101 ORI 1d, s, imm
XORI 001110 XORI rd, rs, imm

(2) Jump and branch instructions aré listed in-Table. 3-2.

Table. 3-2: Instructions of jump and branch

Instruction Opcode Example

J 001111 J, imm

JR 010000 J, @rd

BEZ 010001 If(rs=0) go to address
BNEZ 010010 If(rs!=0) go to address
BGTZ 010011 If(rs>=0) go to address
BLTZ 010100 If(rs<=0) go to address
BEQ 010101 If(rs=rt) go to address
BNE 010110 If(rs!=rt) go to address
BGT 010111 If(rs>rt) go to address
BLT 011000 If(rs<rt) go to address
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(3) Data instructions are listed in Table. 3-3.

Table. 3-3: Instructions of data moving

Instruction Opcode Example

LW 011001 LW, rd, address

SW 011010 SW, rs, address
MOVRC 011011 MOVRGC, rt, imm
MOVRR 011100 MOVRR, rt, 1s
MOVMRR 011101 MOVMRR, rt, rs
MOVRRM 011110 MOVRRM, tt, rs
MOVARR 011111 MOVRRM, rt@B, rs@A
MOVREVRM 100000 MOVREVRM, 1t, 1s
MOVREVRM 100001 MOVREVRM, tt, rs
MOVREVMRR (100010 MOVREVMRR, tt, rs
MOVREVRRM 100011 MOVREVRRM, tt, rs

(4) The instructions about setting SDMAC as shown in Table. 3-4.

Table. 3-4: Instructions of..séttihg Smart DMA

Instruction Opcode Example
SDMAD 100100-~“ISDMAD, data
SDMAR 100101 SDMAD, rs
DMAOK 100110 DMAOK
GDMA 100111 GDMA, address
GDMAR 101000 GDMAR, 1t

(5) Other instructions

Table. 3-5: Other instructions

Instruction Opcode Example
SHR 101001 SHR, rs
SHL 101010 SHL, rs
SET 101011 SET, rs
GET 101100 GET, rs
ENDC 101101 ENDC

In the Table. 3-5, the instruction of ENDC means the end of program.
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3.1.3 I’S Bus

The IS [22] design contains three signals as SCK (serial clock), WS (word
select), and SD (serial data). They are explained as follows.
(1) SCK: the transferring clock of each bit which is same as sampling rate.
(2) WS: the signal for switching channel, it indicates the channel being
transmitted when WS= 0 (left channel) and WS = 1 (right channel).
(3) SD: the data for transmission.
The bus is a unidirectional design which has one transmitter and one receiver.
The transmitter plays a slaver when transferring data, it is controlled by the signal of
SCK and WS which sent by the receiver as shown in Fig. 3-2. The receiver plays a
slaver when receiving data, it is controlled by the signal of SCK and WS which sent

by the transmitter as shown in Fig, "3"-'3 :

SCK

W3
TRAMNSMITTER - — RECEIVER

-

RECEIVER = MASTER
Fig. 3-2: The transmitter of I’S

clock SCK

_ wiord salect WS
TRAMSMITTER RECEIVER

data S0

TRAMEMITTER = MASTER
Fig. 3-3: The receiver of I’S

The I’S is implemented by a shift register. It has to follow the timing diagram as

shown in Fig. 3-4 when transmitting or receiving data.
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Fig. 3-4: Timing diagram of I’S

I’S conforms to the specification of the APB interface. They are seems to two

registers at the bus as shown in Fig. 3-5.

. . SCK
APB Bus I’S Receiver : WS
. Je SD
" 'VV
SDMAC SR 75
IS el o vk, %
— v . SCK
IS ‘Transmitter : WS
L y > SD

Fig. 3-5: I’S at APB bus

3.2 Integration of SDMA and Dual-Core Processor

In this thesis, we integrate the proposed SDMAC and the general-purpose
dual-core processor as shown in Fig. 3-6 to verify the correctness of SDAMC and the
whole system. We also verify functions and performance of SDMA integrated with
the dual-core processor. The program memory is put outside, and two data memories
are put in the core together. These two data memories and SDMAC share the same

data bus to connect each other. The SDMAC supports the ARM peripheral bus (APB).

38



Instruction
Decoder

Program Caontral Unit/ Program Control Unit/ Instruction
Harazd/Branch Prediction Harazd/Branch Prediction Decoder

[ i ] q
[ 1 L e [nstruction address e 1 } ]
[ [nstruction data ]
[ Memory address ]
[ \'Memor¥ data ~ / _ J
[ I ] ]
. B ‘-I .
Reglster ALU/MAC Data ALU/MAC Reglster
File Memory File

LA 1101

[[Advanced Peripheral Bus (APB]

SDMA Controller/
Dual-MAC I/O2

Fig. 3-6: Integration of Smart DMA and dual-core processor

There are four separately bus in the dual-core architecture as shown in Fig. 3-7.
Both SDMAC and the dual-core processor share two data buses to access two data
memories in the different core. The ,_c_i_iieﬂ-é'ofe' "I_jr'roc_gssor controls these two data buses
to handle data conflict. When the proée’ls:_s,(s‘_r..ﬂ-d'oe-s'-inot use instructions of memory

reference, a data bus will be releéi__sé_d to SDMAC

Dual-Core

: Data Bus _ | : El _ Data Bus :
Smart DMA

[ 12s : 2s |:

| Rx —L_APBBus [ Tx |

Fig. 3-7: Bus of this system

The processor can directly write the register of SDMAC to set parameters. There
are two different ways to integrate two IPs. First, it can add some instructions for

access the register of SDMAC. Second, it can use the method of memory mapping as
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shown in Fig. 3-8.
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Fig. 3-8: Memory mapping
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Chapter 4

Chip Implementation and Verification

This chapter will describe the function verification and experimental results
of SDMAC and dual-core processor and also refer the chip realization. Finally,
compared its performance with other commercial DSP is discussed in the last

subsection.

4.1 Chip Implementatioh

4.1.1 Design Flow

In this thesis, the cell—baseéi deéign .ﬂovs./ sh0§vn in Fig. 4-1 to implement the
proposed SDMAC architecture is adopted. First, we write corresponding RTL code in
terms of proposed architecture to do functional verification. Then the design is
synthesized by UMC 90nm process technology, and the scan chain and memory BIST
elements for the testability are also added. If the function of synthesized circuits is
correct, the design is automatic placed and routed (APR) by SOC encounter. After
APR, the tool DRC and LVS is used to check layout correctness. Finally, post-layout
simulation is performed by the tool called NanoSim to verify the whole function of

chip design.
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Fig 4-15Chip-design flow

4.1.2 Synthesis Results

First, we write corresponding RTL code in terms of proposed architecture to
verify the design function. Then the design is synthesized by UMC 90nm process
technology, and the scan chain and memory BIST elements for the testability are also

added. Table. 4-1 lists the synthesis result of the whole chip design.

Table. 4-1: Synthesis Results

ITEM Area (mm*) Timing | Total fault | Fault coverage

Dual-Core Processor+tSDMA | 2.1x2.1 Sns 317480 95.07 %
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4.1.3 Layout and Package
The design is automatic placed and routed (APR) by the tool called SOC

encounter. The APR result will be illustrated as follows.

(1) CHIP name : DCSP

(2) Technology : UMC 90nm 1P9M standard CMOS process

(3) Package - 144 CQFP

(4) Chip Size : 2.1x 2.1 mm®

(5) Power Dissipation : ~100mW

(6) Operation Frequency : 200 MHz ( 5ns)

Using the tool called Prime Power to measures the power consumption which is
about 100mW. The layout and the.PAD allocation are shown in Fig. 4-2, and the

package is shown in Fig. 4-3.
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Fig. 4-2: Chip Layout and PAD allocation

Fig. 4-3 Chip Package
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To verify the final chip layout, both DRC (Design Rule Check) and LVS (Layout

verse Schematic) are passed. The result is shown in Fig. 4-4 and Fig. 4-5.

Calibre - DREC EYE : dxc.xesulis [fhome

File ¥iew Highlight Tools Setup

>

Iz ~ 4 H »C W 2Z

-

Topcell DCSP : Mo Results ]

|a_:mm

Fig. 4-4: DRC result

If. L¥S Results: Designs katch

o M DCSP ¢ DCSP OVERALL COMPARTSON RESULTS

# B L
# # # R
& # # CORRECT # |
## # # NS
# FEERRERREERRRER R ER

Fig. 4-5: LV-S-.resu_lt '-
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Finally, the detailed chip specification is listed in Table. 4-2.

Table. 4-2 Specification Table

Technology Description

Process UMC 90nm 1P9M Mixed Signal

Architecture Dual-Core 5-stage pipeline

Synthesis Synopsys Design Compiler

Gate Count 253K

Embedded Memory RAMO » RAMI1

Die size 1.85 x 1.85 mm?2

Supply 1.0V/3.3V £ 10%

Input Delay Time Max Ins/ Min 0.5ns

Output Delay Time Max 2ns/ Min Ins

Output Loading 30pf

Power consumption 100mW @200MHz

Operation Frequency 11200MHz

DMA Design

DMA Channel 2

DMA Request 3

DMA Gate Count 45K

Transfer Type Memory-to-Memory
Memory-to-Peripheral
Peripheral-to-Memory
Peripheral-to-Peripheral

Compliance with APB bus Support 8 device

Hardware DMA channels priority

High: ChO / Low:Chl

DMA Special Function

Inner Product
Convolution
Multiple Addressing
Built-in 12S interface
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4.1.4 Design for Testing Consideration

There are two types for chip testing. One is the error testing produced by
manufacturing. The other is the correctness testing of functions. The previous is about
the memory BIST (Built-In Self Test) and the scan-chain insertion of the whole circuit.
The following will illustrate about BIST and scan-chain functions.

Because the process is more and more advanced, the gate counts increase in a
unit area. To avoid errors that produced by manufacturing, it must add testing circuit
to the proposed design.

At the part of memory, using the tool called Srambist to produce self-test circuit
in memory and using the Moving Inversion algorithm as shown in Fig. 4-6. This
method can test where the built-in memory is failed or not. Each memory has a BIST
controller itself, and shares the BistMode signal.-When BistMode is high, the two
memories are running at the tesﬁng mode until festing is finished. The Finish signal

will be set to high. If some errors occur, the BistFail signal will be set to high.

Bisted Memory

Original memory ports

Memory wrapper

MLX
BIST Memory
BistMode Controller [mem_ctrl
bist_ctrl I
Analyzer & Q
Pattern
Generator BistFail
l ErrMap
Finish

Fig. 4-6: Memory BIST
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Using the tool called DFT Compiler adds testing circuit to the proposed design.
As can be seen, a scan-chain line is inserted. Finally, the report is generated as shown

in Fig. 4-7. The testing pattern data are 904, and the fault-coverage is 95.07%.

Uncollapsed Stuck Fault Summary Report

fault class code #faults
Detected DT 201735
detected_by_simulation Ds (266811)
detected_by_implication rI (3I5724)
Possibly detected PT 218
atpg_untestable—pos_detected AF (218}
not_analyzed-pos_detected HF (8)
Undetectable up 2871
undetectable—tied uT {(12)
undetectable-blocked uB {2}
undetectable—redundant UR (28B57)
ATPG untestable Al 12223
atpg_untestable—not_detected AH (12223
Hot detected HD 433
not—controlled HC (177
not—-observed HO {(256)
total faults 317480
test coverage 05 .04
fault cowverage 95 _87%

Fattern Summary Report

#iinternal patterns o84
#ibasic_scan patterns 886
#full_sequential patterns 18

Fig. 4-7: Fault-Coverage

For verifying the correctness of functions, we support five patterns and translate
to the format of the tester (Agilent 93K). We can see the results from PAD. The

testing patterns are data moving, inner product, convolution, DCT, and FFT.
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4.2 Chip Verification

We can write program in assembler to verify the functions and performance of
SDMAC with a general-purpose dual-core processor. The testing functions involve in
data transmission, inner product, convolution, DCT, and FFT. The following

subsection will illustrate in details.

4.2.1 Data Transmission

Data transmission consists of four types. This can verify the correctness of
transferring in different memories of the dual-core processor architecture.

(1) Architecture of data transmission in different memories as shown in Fig. 4-8.

(2) Architecture of data transmission in the same memory as shown in Fig. 4-8:

Transmission in different memories

.
RAM_A J RAM B RAM
f——
Fig. 4-8: Transmission in different memories Fig. 4-9: Transmission in a same
memory

(3) Architecture of data transmission in different memories with circular addressing

as shown in Fig. 4-10.

RAM_A RAM_B

A 4

O Ly
.
",
adasnase bessnasas

Fig. 4-10: Data transmission in different memories by circular addressing
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(4) Architecture of data transmission in different memories with mirror addressing

as shown in Fig. 4-11.

RAM_A

RAM_B

Fig. 4-11: Data transmission in different memories by mirror addressing

4.2.2 Inner product

In Fig. 4-12, the data in memory is the same as the memory address, and we set

two memories (RAM_ A and RAM_B) with, increment addressing to compute the

inner product. At this time, the daal-MAC operate_s at the real-valued-MAC mode.

The hardware can automatically 'compufé_':t'he. tesult of Eq. (4.1), and post-layout

simulation is shown in Fig. 4-13.~

Transfo
Ll

D i* = 44347135

Disad-Slas

¥ =5 alk]* 2]

Fig. 4-12:Inner product
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Fig. 4-13: Post-layout simulation of inner product

4.2.3 Convolution

In Fig. 4-14, the data in memory is the same as the memory address, and we set
one memory with increment addressing and the other with decrement addressing to
compute the linear convolution. At this time, the dual-MAC operates at the
real-valued-MAC mode. The hardware can ai_ﬁom_atically compute the result of Eq.

(4.2), and post-layout simulation is shown-in Fig: 4-15.

51t S S
yln]= Y (B10—k)*k=22108415 (4.2)
k=1

Transfer
size

Transfer
size

RAM_A RAM_B

Dual-MAC

| ACCR | | Acc | | acci |

y=% aln—k]*x{k]
k=1
Fig. 4-14: Convolution

51



W
WWM_
10 '\I\IIIIIIIII\I\I\IIIIIIIIIIIII\II\IIIIIIIIIIIII\I\

LU LU AL LR L L L LR L0 LD LN LR L

|||||\|\|||||||||||\|\|\|\|||||||||||\|\|\|\||||||i

Fig. 4-15: Post-layout simulation of convolution

424 FFT

The SDMA computes 32-point FFT operation with a 16-bit fixed-point format.
Fig. 4-16 and Fig. 4-17 show the post-layout simulation result and the MATLAB

result, respectively.

Fig. 4-16: Post-layout simulation of FFT
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Fig. 4-17: MATLAB result of FFT

4.2.5 DCT _ _
The SDMA computes 36-point DCT-operation with a 16-bit fixed-point format.

The input data is shown in Fig-4-18. Fig. 4-19 and: Fig. 4-20 show the post-layout

simulation result and the MATLAB result, respectively.

Columns 1 through 18

Fig. 4-18: Input data of DCT
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Fig. 4-19: post-layout simulation of DCT

matlab

Errar

D | /f\\l | L e 1
0 5 10 15 20 25 30 35 40

Fig. 4-20: MATLAB result of DCT

4.2.6 Peripheral Interface - APB

The peripheral interface bus called APB is often used in data transferring of

peripheral devices, such as I°S (Inter-IC Sound). The architecture of data transmission
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form I’S to memory is shown in Fig. 4-21. The post-layout simulation shows in Fig.

e SDOUT

4-22.
AREB
al 12S (RX)
Processor | SDMA [
ol 1 125 (RX)

<“<— SDIN

Fig. 4-21: Transferring data form I’S to memory

Jata ut[3L:0] (MRS 1
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Fig. 4-22: Post-layout simulation of data tfansmission form I°S to memory

4.2 Performance Comparison

In this thesis, the SDMAC, which is different from traditional DMA, is proposed

and designed. The traditional DMA only supports fewer addressing modes and does

not have built-in arithmetic units. For the proposed design, it has not only multiple

addressing modes, but also a built-in dual-MAC. Hence, it is suitable for a lot of DSP

operations. SDMA can compute at the same time during data transmission. So, this

method can greatly improve performance of the general-purpose processor. As shown

in Table. 4-3, the proposed design is compared with the commercial DMA such as

Faraday [9] and Global Unichip [24].
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Table. 4-3 Comparison of commercial DMA and Smart DMA

FARADAY GLOBAL This work
[9] UNICHIP [24]
FTDMACO020 UAPC5110 DCSP
Channel 8 2(8) 2
Request 8 4(32) 8
Transfer M-to-M M-to-M M-to-M
Type M-to-P M-to-P M-to-P
P-to-M P-to-M P-to-M
P-to-P P-to-P
Addressing Chain Increase/Decrease | Increase/Decrease
Transfer Circular
Mirror
Index-Base
Bit-Reverse
Special None None Dual-MAC
Function '

The following subsection will deseribe the performance on data moving and

arithmetic computation compared with.other commercial DSP.

4.3.1 Performance of Data Transmission

We compare the processor that has not SDMAC and has SDMAC, and the
performance of data transmission is shown in Fig. 4-23, where A2A indicates from
memory A to A, and A2B indicates from memory A to B. As can be seen, the SDMAC

can help the general-purpose processor to do data transmission efficiently in lots of

addressing.
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4.3.2 Comparison the MAC performance with other DSPs

The MAC operation is a basic unit for DSP functions. This thesis presents a
dual-MAC architecture put into SDMA. This architecture in a cycle can compute a
complex-valued operation or a butterfly unit. As shown in Table. 4-4, we compare the

execution cycles of dual-MAC with other DSPs.
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Table. 4-4: Comparison of MAC operation with other DSPs

TI LODE | DSP1600 | MDSP-II | CDSP | Hiroyuki
C62X [13] [14] [15] [16] JSSC98
[27]
Complex-MAC No No No No Yes Yes
Complex-MAC | 2cycles | 2cycles | 2cycles | 2cycles | 4 cycles | 2 cycles
Real-MAC 1/2 1/2 1/2 1 1/2 1/4
cycles cycles cycles cycles cycles cycles
Butterfly 6 cycles | 4cycles | 4cycles | Scycles | 8cycles | 3 cycles
Hinrichs | Ackland Olofsson | Agarwaral
JSSC2000 | JSSC2000 | ISSCC2002 | ISSCC2002 | This Work
[28] [29] [30] [31]
Complex-MAC No “No = No' = No Yes
Complex-MAC | 2 cycles 2 cycles 4 cycles 2 cycles 1 cycles
Real-MAC 1/2 cycles | 1/2 cycles | 1/2cycles | 1/2cycles | 1/4 cycles
Butterfly 3 cycles 3 cycles 8 cycles 3 cycles 1 cycles
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4.3.3 Comparison DSP functions with other DSPs

For a traditional DMA of the general-purpose processor, it can not perform DSP

functions efficiently, but it can be improved to be SDMA. The SDMAC can assist the

dual-core processor to handle mass and regular operations such as FIR, DCT, FFT, etc.

The computational performance of FIR, and DCT is compared and shown in Fig. 4-24

and, where the R-FIR means real-valued FIR, and C-FIR means complex-valued FIR.

cycles

25000

20010 20300

20000

15000

10012

10000

5406 5250 5012

5000

O R-FIR
B C-FIR
O DCT

168 293 44

TI'C62X ADSP-BF533 This Work

Fig. 4-24: Comparison of computational performance with other DPSs

Fig. 4-25 shows lower cycles than_other processors computing in 256-point

complex-valued FFT operations with using dual- MAC architecture. The complex

FFT operation is a significant DSP algorithm which is often published for a variety of

Processors.
FFT-256points

4000 o
«xQ I N2ANA
< 3000 2324 2060
S 2000

1000 —

0
TIC62X ADSP- CSEM- ARM-  This Work
BF533  icyflex [32] ARMO[32]
Fig. 4-25: FFT Execution Cycles
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Chapter 5
Conclusions and Future Works

This thesis proposes an efficient SDMAC design which is integrated into the
general-purpose dual-core processor in order to turn into a DSP-like processor chip.
The main purpose is to increase the additional value when data transmitting, i.e.,

arithmetic computation.

The SDMA supports five addressing modes compared with the design method of
traditional DMA and four transmission types to select the region of valid data and to
reduce the transmission bandwidth for the processor. The SDMA design has features
as follows. (1) It has a built-in dual complex-valued multiplication-and-accumulation
(Dual-MAC) to processes mass and regular data computation. Moreover, two channel
can access two memory banks and perform vector operations at the same time; (2) it
supports the peripheral bus to expand I/O:-devices flexibly; (3) it can save about 75%

time wasted on data transfer; and (4) the code size can be reduced.

By experimental results, the proposed dual-core processor design with SDMA
can achieve greatly efficiency at FFT, DCT, and FIR computation, especially in
complex operations. Compared with TI C62X series, when the processor is running
real- or complex-valued FIR operations, it will improve efficiency about 7% to 50%.
The dual-core processor with SDMA has been integrated in the total area of 4.41 mm®
by using UMC 90nm standard CMOS technology and has fabricated via the National
Chip Implementation Center (CIC). The maximum clock frequency is at 200MHz
with a single 1.0V supply.

In the future, this chip can be integrated with AHB and other ASIC (application

specify integrated circuit) or ADC to become a SoC (system-on-chip) as shown in

Fig. 5-1. Users can write a program on this chip according to the algorithm
which they wanted. On the other hand, the proposed architecture has not a friendly
I/O interface. In the next generation, we can also add other serial communication

interfaces, for example, [12C, Uart, SPI, etc. We can also increase the channels to
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enhance the peripheral transmission.

erface cohtrﬁll er)

it

Fig. 5-1: System level design
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A Tapeout Review Form

FF'F[‘ HA
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Core Cell T RIE¥ Cellname: (;ﬁi%]ﬁi‘%}f I
EE)
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R s
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