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Department of Communication Engineering
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Abstract

In pilots-aided OFDM systems, the channel estimation relies on the pilots inserted in the
systems. Since the number of pilots is usually limited, the performance of the channel
estimate may not be satisfactory when the delay spreard of the channel is large. Recently, a
joint time and frequency domain estimator, which can grealty outperform the conventional
frequency domain channel estimator, has been proposed for DVB-T systems. However, this
method need to collect four OFDM symbols in order to conduct the estimation. This will
significantly increase the memory size and cause problems in time-variant channels. In this
thesis, we propose new joint time and frequency domain methods to solve the problem. In
the first part of this thesis, we propose new methods for the time-invariant channel
estimation. In the second part of this thesis, we extend the proposed methods to
accommodate time-variant channels. The distinct feature of the proposed methods is that
only one OFDM symbol is required even when the pilot density is very low. Simulations

show that the performance of the proposed methods can approach the optimum.
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Chapter 1

Introduction

Orthogonal Frequency Division Multiplexing (OFDM) has been an important modulation
technique in wireless communication. The distinct advantage of OFDM is that it can
significantly increase the spectrum efficiency. Also, it can effectively combat the multipath
channel fading, and allow multiple users to access the channel at the same time. The OFDM
technique has been successfully used in many commercial systems such as wireless local area

network (LAN), digital video broadcasting (DVB), WiMAX etc.

Due to multipath propagation, the channel is often fading in wireless systems. In order
to recover the transmitted signals in the receiver, accurate channel estimation is essential.
For OFDM systems, pilot subcarriers are frequently inserted in the OFDM symbols to aid
the channel estimation. Since the inserted pilots will reduce the transmission bandwidth, the
number of pilots is usually kept to a minimum. As a result, the channel estimation becomes
challenging in some scenarios. In this thesis, we consider the channel estimation problem in
the DVB-terrestrial (DVB-T) system. This is a standardized system for digital terrestrial
television broadcasting and has been adopted in Taiwan and many other countries. The
DVB-T system transmits and receives compressed digital audio, video and other data in an

MPEG transport stream and use OFDM as its modulation technique.

Channel estimation has been considered in the literature [2 ]-[4]. To obtain satisfactory
performance, the implementation complexity is generally high. This is because the pilot

density in DVB-T system is 1/12 which is not enough to conduct the channel estimation



accurately. As a result, we have to cluster four OFDM symbols to make the density up to 1/3,
and this significantly increase the memory size and subsequently the implementation
complexity. Also, in high-mobility environments, the channel responses of four consecutive
OFDM symbols will not be the same, the clustering approach will not work. We propose new
algorithms to use the limited pilots to conduct the channel estimation -effectively.
Conventional approaches conduct the channel estimation in the frequency domain and
perform poorly when the pilot density is low. In this thesis, we propose a new joint
time/frequency domain channel estimation method to overcome the problem. Using the
proposed method, we needs only one OFDM symbol to achieve precise channel estimation.

In the high-mobility wireless communication environments, the channel may become time
variant even in one OFDM symbol. This will cause the intercarrier interference (ICI)
degrading the receiver performance. Many ICI mitigation methods have been proposed [7],
[9]-[14]. However, all algorithms require the knowledge of the channel state information.
Although some estimation methods for time-variant channel have been proposed [3], [6], [8],
[14] there is still much room for performance improvement. We extend the joint time and
frequency domain channel estimator proposed for the time-invariant channel to the
time-variant channel scenario. It is shown that the estimation performance can be greatly
enhanced.

This thesis is organized as follows. First, we will briefly describe the OFDM technique and
the wireless communication system of DVB-T in Chapter 2. Then, we will describe the
existing channel estimation method in Chapter 3. In Chapter 4, we propose new joint time and
frequency domain channel estimators for systems with uniform distributed pilot-subcarriers
such as the DVB-T system. In Chapter 5, we propose new joint time and frequency domain
channel estimator for time-variant channel in the DVB-T system. Then we evaluate the
performance of the proposed algorithms using the simulations and the results are reported in

Chapter 6. Finally, the conclusion and future work is summarized in Chapter 7.



Chapter 2

Introduction to OFDM and DVB-T Systems

2.1 OFDM system

As the data rate of a communication system becomes higher and higher, the symbol
duration becomes smaller and smaller. The system then becomes more susceptible to loss of
information due to impulse noise, signal reflections and other impairments. A remedy for this
problem is to split a higher data-rate stream into lower data-rate sub-streams, and this is
equivalently to divide the available wideband channel into narrowband subchannels. Each
data stream is transmitted with a subcarrier in a subchannel. This approach is called
Frequency division multiplexing (FDM). In FDM, the data to be transmitted do not have to be
divided equally nor do they have to originate from the same information source.

FDM offers an advantage over single-carrier modulation in terms of the immunity to
the narrowband frequency interference. Since the bandwidth of each subchannel is narrow,
each transmitted signal in the subchannel experiences flat channel fading. Thus, channel
equalization is simplified to a one-tap frequency domain equalizer. And the narrowband
interference will only affect one of the frequency subbands. Since the data rate for each
subcarrier is lower, the symbol period will be longer, adding some additional immunity to
impulse noise and other impairments.

In OFDM systems, these subcarriers are designed orthogonal to allow spectrum
overlapping, achieving a high spectral efficiency. As long as the orthogonality is maintained,
we can recover each individual subcarrier’s signal despite the overlapped spectrum. Figure
2-1 shows the overlapped spectrums of OFDM modulated signals. With the sinc-shaped

spectrums, we can guarantee the spectrum of one subcarrier is nulled at other subcarriers’



frequencies. The subcarrier spacing between two neighbor subcarrier can be calculated

asAf = % = % Where W is the bandwidth, N is the number of subcarriers, and 7 is the

symbol period.

v

N subcarriers

Figure 2-1 Overlapped and orthogonal transmission spectrums

A major problem in most wireless systems are the presence of the multipath channel
causing the intersymbol interference (ISI) effect. To combat the problem, a cyclic prefix (CP)
whose size is larger than the maximum channel delay spread, is added in front of each OFDM
symbol. Due to the CP, the ISI is avoided and the transmitted signal becomes partially
periodic, and the effect of the linear convolution with a multipath channel can be translated to
a circular convolution at the receiver. Thanks to circular convolution, in the frequency domain
the channel effect is simplified to a point-to-point multiplication of the data symbol and
channel frequency response. Thus, only a one-tap frequency domain equalizer is required. The

generation of the CP is shown in Figure 2-2.



:CP OFDM symbol

T | |

[ ! Ts | |

Figure 2-2 Cyclic prefix

2.1.1 Continuous-time OFDM signal model
A typical continuous-time OFDM baseband modulator is shown in Figure 2-3. The input
data steam is first split into parallel streams which modulate different subcarriers, and then

transmitted simultaneously.

z(0)
OFDM > (1)
(1)
Symbol, 1 s/p — () x (1)
F(N-1) :
" dva(D)

Figure 2-3 Continuous-time OFDM baseband modulator

The i-th modulating subcarrier @ (¢) can be represented as

j2mi(1-T,)

g(n=1¢ " 0sisT r_r.7 2.1)
0, otherwise

where T is the symbol duration excluding CP, T, is the length of CP and T is the total

symbol duration. x*(i) is the transmitted signal, which is a complex number from a set of
signal constellation points, at the i-th subcarrier for the & -th OFDM symbol. The modulated

baseband signal for the & -th OFDM symbol can be expressed as
N-1
()= 3 F (D) (6 ~kT,) (22)
i=0

where N is the number of subcarriers. When an infinite sequence of OFDM symbols is



considered, the transmit signal can be represented as

0 N-1

x(0)= Y () =Y, Y (kT (23)

k=—o0 k=—o0 i=
And, the received signal y(z) can be expressed as
() = j h(t, 0)x(t — 7)d T + w(t) (2.4)

where h(tz,7) denotes the time-variant channel impulse response at time ¢, and w(z) is the

additive white complex Gaussian noise.

W, () LAUER

) IAOIR

. p, (1) >l p/s f—o——
Wy (2) Lo

Figure 2-4 Continuous-time OFDM baseband demodulator

A typical continuous-time OFDM baseband demodulator is shown in Figure 2-4, in

which w,(¢) denotes the matched filter for the i-th subcarrier.

Leﬂ”"’,osst
w. () =T I =T+1T, (2.5)

0, otherwise

where T is the symbol duration excluding CP, T, is the length of CP and T is the total

N

symbol duration. 7*(i) is the demodulated signal at i-th subcarrier for the & -th symbol.

2.1.2 Discrete-time OFDM system model

Consider a particular OFDM symbol, the modulated baseband signal is given by

J2rmit

1 N-1
x(t)=—=) xe " ,0<t<T (2.6)
T

where X, is the transmitted data symbol. Now, consider a sampled discrete-time system.



T
Lett =nT,, in which 7, = — is the sampling period. Equation (2.6) can be rewritten as

j27l‘l}'t

Mzz

x[n]=x(0) |, =—— 0<n<N-1 (2.7)

i=0

For a noise-free system, we can recover the transmit symbols from (2.7) as ¥,

N-1 —j2rin

7, =W2x[n]e v 2.8)

n=0

From (2.7) and (2.8), it is simple to see that modulation/demodulation in OFDM systems
can be conducted by inverse discrete Fourier transform (IDFT) and discrete Fourier transform
(DFT). In practice, IDFT/DFT is implemented with inverse fast Fourier transform (FFT)/fast

Fourier Transform (IFFT). Figure 2-5 shows the OFDM modulator/demodulator.

WGP CP
s——P c e s
, .-'E—PI w(n) J—
X'(0). — P T .
Xi(I\ ( o Y'(0)
’ x(n) y(n)
: o PIS— h(n,! —3ls/p
5 7 :
== ==
X' (N-1) . >
< y L Y'(N-1)
Transmitter Channel i Receiver

Figure 2-5 Equivalent discrete-time model
The modulation operation can then be described as follows. In the transmitter, the data

stream is grouped in blocks of data symbols, called OFDM symbols. Then an IDFT is

performed for each data symbol block, and a CP of length 7, is added. Passing the resultant

signal through a time-variant multipath channel, we have the received signal as
L-1
y(n) = Zh(n, Dx(n—1), +w(n) (2.9)
=0

where /h(n,l) is the [/-th channel path at time instant n, L is the number of channel

taps, (.), represents a cyclic shift in the base of N, and w(n)is sampled additive white



complex Gaussion noise with variance o’ . In the receiver, the received sequence is first
split into blocks, and the CP associated with each block is removed. Then, a DFT is
performed for each symbol to recover the original data symbols.

As mentioned, carriers in subbands experience flat fading, which reduces equalization to
a single complex multiplication per carrier. A matrix equivalent model can be used to obtain a
more compact expression. For a single OFDM symbol, the received signal can be represented

as

Vo hy, 0 0 X,

A2 0O A, O 0 X,

b, =0 0 & 0 % |+

yf 2 ? W (2.10)
_)7Nc—1_ N 0 0 0 ~(Nc—l)(Nc—l)_ _)ENC_I_

where [io,il,---iNv_l]Tis the frequency domain transmitted data vector, [¥,,,, )7N'_1]Tis
the frequency domain received data vector, W is the AWGN noise vector, and

a’iag{[ﬁ00 , hNH, = ﬁ( ~.-nv.-nl} are the channel frequency response.

2.1.3 Complete OFDM system

Figure 2-6 shows the block diagram of a complete OFDM system, where the upper path is
the transmitter chain, and the lower path is the receiver chain. First, input data are encoded by
the channel encoder. The encoded bits are then interleaved and mapped onto QAM
constellations. After that, each block of input QAM symbols is modulated onto subcarriers by
the IFFT operation, and then a CP is added to form an OFDM symbol. Finally, the baseband
OFDM signal is passed to the digital-to-analog (D/A) converter and the RF circuit for

transmission. In the receiver, the received signal is first sampled by an analog-to-digital (A/D)



converter, and various receiver operations such as synchronization, channel estimation,
demapping and decoding are conducted.

Transmitted

Data

Output
Data

4

4

Channel Synchronization

Estimation

Figure 2-6 Block diagram of OFDM system

2.2 Introduction to DVB-T system

DVB-T uses the coded-OFDM transmission technique; it allows the receiver to cope
with strong multipath situations. Within a geographical area, DVB-T also allows a
single-frequency networks (SFN) operation, A single-frequency networks is a broadcast
network where several transmitters simultaneously send the same signal over the same

frequency channel.



2.2.1 System blocks of DVB-T

Figure 2-7 shows the block diagram of a DVB-T transmitter. The operations conducted
in the transmitter include randomization, outer encoding, outer interleaving, inner encoding,
inner interleaving, mapping, frame adaptation, OFDM modulation, and guard interval

insertion.

MPEG-2

Data Stream

-

Figure 2-7 The Transmission system block of DVB-T

And the operations conducted in a DVB-T receiver should include time and frequency
synchronization, CP removal, OFDM demodulation, frequency equalization, demapping ,
inner deinterleaving, inner decoding, outer deinterleaving, outer decoding, demultiplexing

and source decoding.

2.2.2 The system parameters of DVB-T

A DVB-T channel have a bandwidth of 8,7 or 6MHz. The sampling period is % M, ,% J73R

0r67—4 4. . There are two different operating modes : 2k and 8k mode. The 2K mode is to split
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the bandwidth into 2048 subchannels. It conducts 2048-point IFFT and FFT operations. The
actual number of subchannels for data transmission is 1705. The 8K mode is to split the
bandwidth into 8192 subchannels. It conducts 8192-point IFFT and FFT operations. The
actual number of subchannels for data transmission is 6817. The 2K mode has greater
subcarrier spacing which is about 4KHz. This is also indicates that the symbol period is

shorter. The subcarrier spacing for the 8K mode is about 1KHz. The CP size can be chosen as

1 or 1 or L or :%2 of the symbol length.

4 8 16
Parameter 8K mode 2K mode
Number of carriers K 6817 1705
Value of carrier number K., 0 0
Value of carrier number K .. 6816 1704
Duration T, (note 2) 896 s 224 us
Carrier spacing 1/T; (note 1) (note 2) 1116 Hz 4 464 Hz
Spacing between carriers K, and K5, (K-1)/T (note 2) 7,61 MHz 7.61 MHz
NOTE 1: Values in italics are approximate values.
NOTE 2: Values for 8 MHz channels. Values for 6 MHz and 7 MHz channels are given in annex E, tables E.1
and E.2.

Table 2-1 Parameters of the DVB-T system
DVB-T offers three different modulation schemes which are QPSK, 16QAM, and
64QAM, and it adopts gray mapping for modulation. System parameters for the DVB-T

system are summarized in Table 2-1.

2.2.3 The frame structure of DVB-T

Under the 2K mode, a frame is constituted by 68 OFDM symbols. And a super OFDM
frame can be constituted by 4 OFDM frames. An OFDM not only transmits information
data, but also training data and system parameters which include scattered pilots,
continual pilots, and transmission parameter signaling (TPS) data. The pilot signals are used

for synchronization and channel estimation.

Figure 2-8 shows the subcarriers for the transmission of data, scattered pilots, continual

11



pilots, and TPC data.

| Subcarrier >

00000000000 0000000000000000#00000000000000000#0
a.............0.............‘.0.0.0.Q.0.0.0.0.C.
T 000000000000000000000000000#00000000000000000#0
Z 000000000000000000000000000#00000000000000000#0
», 000000000000000000000000000#00000000000000000#0
‘E.............0.............‘...................-"
= 000000000000000000000000000#00000000000000000#0
S 000000000000000000000000000#00000000000000000#0

0000000000 00000000000000000#00000000000000000#0
l............O.............OOO...........Q....‘.

0000000000000 00000000000000#00000000000000000#0

@ Scattered pilot subcarrier

@ Data subcarrier
@ TPS subcarrier

# Continual pilot subcarrier

Figure 2-8 Subcarriers allocation

Within each symbol, a scattered pilot is inserted every 12 carriers. Each scattered pilot
jumps forward by three carrier positions in the next symbol. So the scattered pilot will be on

the same subcarrier positions every four OFDM symbols. The power level of a scattered pilot

is boosted by% , and the BPSK data are sent as scattered pilots. The phase of a BPSK signal,

either 0 orz, is decided by the Pseudo Random Binary Sequence (PRBS). The scattered
pilots are mainly used to conduction channel estimation. Since the pilots are scattered, the

complete channel response must be obtained using interpolation.

Unlike scattered pilots, the positions of the continual pilots are fixed. The power level of

the continual pilot is also boosted by% , and the BPSK data are sent as continual pilots. The
phase of a BPSK signal, either 0 orxz, is also determined by the Pseudo Random Binary
Sequence (PRBS). The continual pilots are mainly used for channel estimation and frequency

synchronization. The frequency synchronization is also referred to as automatic frequency

control (AFC), i.e. for locking the receive frequency to the transmit frequency. The subcarrier

12



positions for the continuous pilots are given in Table 2-2.

Continual pilot carrier positions (index number k)

2K mode

8K mode

048 54 87 147 156 192 201 255 279 282 333 432 450
483 525 531 618 636 714 758 785 780 804 873 8858 018
930 042 969 954 1050 1101 1107 1110 1137 1140 1146
1206 1269 1323 1377 1481 1683 1704

048 54 87 141 156 192 201 255 278 282 333 432 450
483 525 531 618 636 714 759 T65 780 804 873 888
918 930 242968 984 1050 1101 1107 1110 1137 1140
1146 1208 1269 1323 1377 1481 1682 1704 1752 1758

1791 1845 1860 1896 1905 1959 1983 1986 2037 2136
2154 2187 2229 2235 2322 2340 2418 2463 2469 2484
2508 2577 2592 2622 2643 2646 2673 2680 2754 2805
2811 2814 2841 2844 2850 2910 2972 3027 3081 3185
3387 3408 3456 3462 3495 3549 3564 3600 3609 3663
3687 3890 3741 3840 3858 3891 3933 3939 4026 4044
4122 4167 4173 4188 4212 4281 4206 4326 4347 4350
4377 4362 4458 4509 4515 45158 4545 4548 4554 4614
4677 4731 4785 4899 5091 5112 5160 5166 5199 5253
5268 5304 5313 5367 5391 5394 5445 5544 5562 5583
5637 5643 5730 5748 5826 5871 5877 5892 5916 5985
6000 5030 6051 6054 6081 6096 6162 6213 62196222
6249 5252 6256 6318 6381 6435 6489 6603 6795 6816

Table 2-2 Subcarrier index for continual pilots

TPS data give information about the current transmission status, including the frame
number, QAM size, coding rate, CP size etc. The TPS data are sent through TPS pilots whose
locations are given in Table 2-3. The complete TPS information is broadcasted over 68
symbols in one OFDM frame and carried in 68 bits. To lower the error rate, DBPSK is used

for the modulation scheme.

2K mode
34 50 209 346 413 569 595 688 790 901
1073 1219 1262 1286 1469 1594 1687

8K mode
34 50 209 346 413 560 595 688 790 901 1073 1219 1262 1286 1469
1594 1687 1738 1754 1913 2050 2117 2273 2299 2392 2494 2605
2TTT 2023 2966 2900 3173 3208 3301 3442 3458 3617 3754 3821
3977 4003 4096 4198 4309 4481 4627 4670 4684 4877 5002 5095
5146 5162 5321 5458 5525 5681 5707 5800 5902 6013 6185 6331
6374 6398 6581 6706 6799

Table 2-3 Subcarrier index for TPS pilots

Table 2-4 shows the number of subcarriers allocated for data, scattered pilots, continual

pilots, and TPS pilots.
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Mode

2K Mode | 8K Mode
Carriers
total carriers 2048 8192
active carriers 1705 6817
scattered carriers 142/131 568/524
continual carriers 45 177
TPS carriers 17 68

Table 2-4 The number of pilot carriers for 2K and 8K mode
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Chapter 3

Joint Time and Frequency Domain Channel Estimation

Consider a specific subcarrier of subcarrier index i in an OFDM symbol. We
have )7,- = ﬁif,- + V~Vl- , where ), is the frequency-domain received signal, )E,- is the
frequency-domain transmitted signal, h~,- is the channel frequency response, and VT/Z- is the
corresponding AWGN noise. It is apparent that if both X, and y,are known, ﬁi can then be
estimated. Let J, = h~p)?p +w, where the subscript denotes the subcarrier in a pilot position.

A

We can estimate the channel response in the pilot position, denoted by /% > as:

h, = - 3.1)

In the DVB-T system, there is a scattered pilot every 12 subcarriers, as shown in Figure

3-1.

Subcarrier

0000000000000 O00O0O0O0O0O0000eO0O000
0000000000000 O0eO0OO0O0O0O0O00000e00
0000000000000 O00O0O0eOO0O0O00O00O0000
0000000000000 OO0O0OOO00eOOOO00OO0 +-----
0000000000000 O0O0O0O00O000e00000

olole] lololololelelelelelele] lelelolelelelelelelele] IOl
0000000000000 O0O000eO000O00000000

@ Pilot subcarrier

v

<+— [0quAS WAAO0 —

O Data subcarrier

Figure 3-1 Scattered pilots in DVB-T
To obtain the channel responses in data subcarriers, we need to conduct interpolation. In

the next two sections, we will describe two simple interpolation techniques, one-dimensional
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and two-dimensional interpolation methods. If the number of pilot subcarriers is not
sufficiently large, the interpolated result may not be satisfactory. In this case, the time-domain
channel estimation requiring fewer pilots may be used. In the last section, we will describe a

recently developed method, a joint time and frequency domain channel estimation method.

3.1 Interpolation methods

The classical approach for channel interpolation is to construct a polynomial interpolator
fitting responses in known samples. The polynomial interpolator can be formulated in various
ways, such as the power series, Lagrange interpolation and Newton interpolation. These
various forms are mathematically equivalent and can be transformed from one to another. We
will use the power series as our polynomial interpolator. Assume that there are some samples

available, denoted as {fc( £.),x(f),--,x(fy)}, where Xx(f, ) 1s the amplitude of the signal

x(f)at frequency f, . The polynomial with order N, passing through the N +1 known

samples, can be written in a power series form as

i(f)sz(f)=60+elf+er2+”'+6NfN (3.2)
where P,(f) is a polynomial of order N, and e,'s are the polynomial coefficients. An

example of the polynomial interpolator is shown in Figure 3-2. As we can see from Figure 3-2

that the fitted polynomial is unique.

I

freql;ency
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Figure 3-2 Polynomial interpolator

For all the signals in pilot subcarriers, we can write (3.2) into a matrix form.

KO T S
60 | 1y L fE o L] e

(3.3)

VL) I A AR A |

The matrix form can be expressed as:

X = Fe (3.4)

5 B B B i
where X = {X(fmo)ax(fm1 )9'“ax(me71)} , m,0<i<M—-land M is the number of
pilot signals, F is the matrix at the right hand side of (3.3), e = {eo,el,---,eM1 }T is the

polynomial coefficients, and N 1s the order of polynomial interpolator. Note that N is
usually small since the computational complexity of the interpolation is proportional to N .
In practice, the linear (N =1) and quadratic (N =2) and cubic (N =3) interpolator is often
used.

Since M is usually larger than N, the system in (3.4) is overdetermined. So, the
polynomial coefficients can be solved by the least-squares (LS) algorithm. With the LS

algorithm [5], we then have
e=(F"F)"'F"x (3.5)
The simplest polynomial interpolator is the first-order (i.e, the linear) polynomial
interpolator. However, the performance is usually not satisfactory. The cubic interpolator

being a third-order polynomial interpolator is widely used in real-world applications. It can

have better performance while the computational complexity is acceptable.
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The one dimensional linear interpolation method uses one OFDM symbol and simply
conducts the interpolation for the channel responses in data subcarriers. In order to obtain
better performance, we can change the linear interpolation to cubic interpolation in the one
dimensional interpolation method. We will discuss the performance of the linear and cubic
interpolation methods in the simulation chapter.

The main advantage of the one-dimensional interpolation approach is that it needs only
one OFDM symbol and the requirement for the memory size is small. Also, the
computational complexity of the one-dimensional linear interpolation is low. However, due
to the low density of scattered pilots, this method cannot achieve satisfactory performance
in general. To solve this problem, we will introduce the two-dimensional linear interpolation

method below.

Since the positions of the scattered pilots are the same for every 4 OFDM symbols, we can
conduct interpolation in the temporal domain. The two-dimensional interpolation method uses
consecutive OFDM symbols to conduct interpolation both in the frequency and temporal
domains. With this approach, the pilot density can be effectively increased. Figure 3-3 shows
the linear interpolation in temporal domain. In the figure, the channel responses of the middle
OFDM symbol are those we want to estimate (the dotted block). We first interpolate linearly
the responses in the temporal domain. The interpolated responses can be seen as pseudo pilots

which can be used in the interpolation in the frequency domain. As we can see, the pilot

density is increased from % to l

3
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Figure 3-3 Interpolation in temporal domain

Since the scattered pilot density is raised tog, we can obtain the channel responses in

frequency domain more accurately. The two-dimensional interpolation method is better than
the one-dimensional interpolation method when the channel responses are highly variant. But
the two-dimensional interpolation method needs 7 OFDM symbols to conduct interpolation in
both frequency domain and temporal domain. The computational complexity is high and the
required memory is large.

In order to obtain better performance, we can also use the cubic interpolation to
replace the linear interpolation. The performance comparison of the one-dimensional
interpolation methods and the two-dimensional interpolation methods will be shown in the
simulation chapter. We will also discuss the performance comparison of the linear and cubic

interpolation methods in the simulation chapter.

3.2 Joint time and frequency domain channel estimation

Due to limited pilot signals, channel estimation using the frequency domain interpolation
will be degraded when the channel delay spread is large. In this case, the interpolation method

may not be able to recover the frequency response, even with the two-dimensional
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interpolation method.

In typical wireless channels, the delay spread may be large, but the number of non-zero
taps is small. Since the taps of channel are usually fewer, the unknowns of channel responses
in time domain are less than those we need to estimate in the frequency domain. As a result, it
is possible for the time-domain approach to have better performance under the same number
of pilots. In this subsection, we will describe a newly developed joint time/frequency domain
channel estimation method [3], [4].

The first step of the method is to use a two-dimensional interpolation method, with the
linear interpolation in the time domain and cubic interpolation in the frequency domain, to
obtain the channel responses in the frequency domain. Then, we transform the channel
response into the time-domain to obtain the time-domain channel response. One example of

the time-domain channel responses is shown in Figure 3-4.

0.8

0.7 ‘ —= |nitial channel estimate in time domain

0.6

magnitude
o o o o
N w IS (6]
T T T T
| | | |

o
NN
T

P

0 20 40 60 80 100
Tap Delay (Ts)

Figure 3-4 The initial time-domain channel estimate

As we can see, there are only a few significant channel taps. Then, the method locates

those taps and estimates their values. The tap searching and the magnitude estimation
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algorithms are described in following 3.2.1 and 3.2.2. A more efficient recursive procedure is

finally described in 3.3.3.

3.2.1 Tap searching algorithm

As we can see from Figure 3-4, there is a low-pass signal embedded in the channel
response. So some fake taps will occur near the significant taps. In this subsection, we
outline an iterative method that can solve the problem.

If we take a first-order differentiation to the channel response, the low-pass signal will be
removed. The differentiation operation is given byd[k]= ﬁ[k+1]—ﬁ[k](ﬁ[k+1], ﬁ[k] is
the tap value of different taps). With a threshold, we can find the significant tap by this

method. However, if there are consecutive significant taps, the operation can not find all the

taps.

1Channel tap found by the

first-order differention method

AUnfound tap by the

4

* first-order differention method

Figure 3-5 Channel tap searching method by the first-order differentiation method

Another method to find the taps is simply to compare the magnitude of a tap with a
threshold. If it is larger than the threshold, the tap is deemed as a peak (significant tap).
Apparently, some fake taps occurring near the significant taps will also be detected as

significant taps.
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. — 1Channel tap found by thresholding

Tl_lre_sh_oli

1Unf0und channel tap by thresholding

Figure 3-6 Channel tap searching by thresholding

We can combine the aforementioned two methods to obtain a more reliable method. The
idea is to locate the taps in an iterative manner, rather than in one short. Figure 3-7 shows the
iterative procedure. First, locate significant the channel taps by the first-order differentiation
method (Figure 3-7-(a)) with a high threshold value (Figure 3-7-(b)). In this case, smaller or
consecutive significant taps may not be detected. Using the estimation method described in
the next subsection, we can estimate the magnitude of those located taps. Then, subtract the
channel response formed by the located channel taps from the original channel response (Note
that this operation is conducted in the frequency domain). We can then have a residual
channel response. Thus, we can transform the response to the time-domain and conduct the
tap searching algorithm again (the threshold can be made smaller). Repeat this process until

no significant taps are detected.
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Figure 3-7 The procedure of the significant tap searching method

3.2.2 LS channel estimator

For a subcarrier of subcarrier index i in a particular OFDM symbol, the signal

transmitted and passed through the channel can be expressed as )71' = h,fi + W,- .Let N be

the FFT size. We can write the equation for all subcarriers. We have

T ] _};00 0 0 I % ]

b7 0 n, 0 0 7

h, |=| 0 0 & X, |+W

% 2 S (2.10)
Fvea] [0 0 0 o g e || Fver

The LS channel estimator minimize the following squared errors:
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|y -] (.6)

Where ¥ = [ Voo Vioeer )7N_1]T is the frequency domain received signal vector,

~

T L : : : . .
X = [xo,xl,...xN_l] is the frequency domain transmitted signal vector. Using pilot

subcarriers, we can have the LS channel estimator minimize the following squared errors:

2
A

Y, Hpis X, (3.7)

~

T
where Y, = [y > Vo y,,,M 1:| is the frequency domain received vector on pilot

T
locatlons |: mM71:| is the frequency domain transmitted pilot signal

vector (m,0<i<M -1 is pilot location and M is the number of pilots). With the LS
algorithm, we then have
2 ~ Hs Y2 HZ
H,.s =(Xp Xp) X,Y, (3.8)
The LS channel estimator also has a time-domain version. The signal transmitted and

passed through the channel can be expressed as ¥, = X,8h + W, where Y, is the frequency
domain received signal, X, is the frequency domain transmitted signal, his the channel

response in time domain, g is a row of the DFT matrix, W, is noise. Considering all pilot

subcarriers, we can have

Let
(%, 0 0 0 ]
%, 0 0
X,,=| 0 0 % - 0 69)
0 0 0 X,
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Then, we can have a similar formulation as that in (3.7). The LS channel estimator in

time domain minimizes the following squared errors:

2

¥, ~X,,Ghus G.11)

where G is the DFT matrix. And the LS solution to the time domain LS channel estimation is
then:

= ~ ~ -1 1,
his =(G"X,,"X,,G) G"X, "5, (3.12)

where X, is a diagonal matrix containing pilot signals. The time-domain LS method

requires O(L’) arithmetic operations where L is the maximum channel delay spread. If L
is large, the required computational complexity is high. If we only consider L significant

taps in whichZ is much less thanL, the computational complexity can be reduced. For

example, if we only consider 4, and 4, ,, we only have to use the first and last column of
G and the matrix to inverse in (3.11) becomes a 2 x2 matrix.

We then have
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where G' is a reduced DFT matrix contain the columns within the dotted block shown in
(3.13). In an extreme case, we can only estimate a channel tap at one iteration. The

computational complexity is further reduced since the DFT matrix is degenerated to a vector.

3.2.3 Iterative joint time and frequency domain channel estimation

In previous subsections, we have described a low-complexity yet high-performance
channel estimator. We called this a joint time and frequency domain channel estimator. The
estimation flowchart is shown in Figure 3-8, and the related procedure is summarized as

follows: (Notice LSE represents LS error and R represents the LSE threshold)
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Figure 3-8 Iterative joint time and frequency domain channel estimation

STEP 1: Use the two-dimensional interpolation method to obtain the initial
frequency-domain channel estimate.

STEP 2: Conduct the IFFT of the frequency domain channel estimate to obtain the
time-domain channel estimate.

STEP 3: Find the tap with the maximum value (the threshold of tap search is iteration
dependent) and use the LS algorithm to estimate the response of the maximum
tap.

STEP 4: Compute the least-squares error (LSE) of all located and estimated taps with a
threshold (LSE threshold). If the LSE is greater than the LSE threshold,
Conduct the FFT of the channel response estimated in the time domain (with

the located and estimated taps) and subtract the resultant response from the
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channel response estimated in the previous iteration. Note that we have to
null the responses in the guard band region. Then, go to STEP 2. If the LSE

is smaller than the LSE threshold, stop the iteration.

Note that the LSE is a good indicator telling us when to stop the searching. In other
words, it can avoid the redundant operations and reduce the computational complexity for the
LS algorithm. In mobile environments, the channel tap positions may change with time
suddenly. The LSE can also help us to check whether the channel taps’ positions have
changed or not. The iterative operation not only locates the channel taps more precisely, but
also requires less computational complexity for the LS algorithm.

As seen, an FFT/IFFT operation is required for each iteration and this will increase the
computational complexity significantly. This can be remedied with the following approach.
The main idea is to transfer the response-subtraction operation in the frequency domain to the
time domain. Note that the operation conducted in the frequency domain is windowing and
subtraction, which can be transferred into convolution and subtraction in the time domain.
The function to be convolved is the sinc filter. In practice, the sinc filter may be difficult to
implement. So, we may replace it by some lowpass filter. Since the number of detected taps is
expected to be small, the required computational complexity of the convolution operation will

not be significant. The modified flowchart of the modified scheme is shown in Figure 3-9.
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Figure 3-9 Joint time and frequency domain channel estimation with time domain filtering

3.2.4 Improved joint time and frequency domain channel estimation

One problem associated with method described above is that the estimation of a
significant tap may be affected by the other significant taps. An improved method was then
proposed in [4]. The main idea is to conduct a re-estimation for all significant taps. After all
the taps has been estimated, we can conduct the re-estimation of one tap by subtracting the
channel response contributed from the other taps and using the LS method shown above.
Using the approach, the estimation accuracy can be improved. The procedure is summarized
below. Figure 3-10 show the flowchart of the method. Note that the channel taps can be

re-estimated more than one time until the satisfactory result is obtained.
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STEP 1: With the channel estimation method described above, we get L significant
taps. We can order 7, ’s and start from the maximum one.

STEP 2: With the FFT operation, we obtain the frequency response for a subcarrier of

~

the other taps (the subcarrier index is l ), denoted as hi '

STEP 3: For a specific pilot position, say p, we can subtract the response contributed

by h » ", Let the transmitted pilot signal be X p and the received pilot signal

be J~7 » - We then have

~

Yy =V, =%, (3-14)
STEP 4: Using all )7p 's, we can conduct the LS channel estimator to re-estimate the

designated tap.
STEP 5: Check if all taps are re-estimated. If no, then select the next largest tap and go

to STEP 2.
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Figure 3-10 Improved joint time and frequency domain channel estimation

The dotted block is the improved LS algorithm which will be used in the next

Chapter. It contains the iterative channel tap searching and improved LS operation.
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Chapter 4
Proposed Joint Time and Frequency Channel Estimator

for DVB-T Systems

As discussed in Chapter 3, the channel estimation with a two-dimensional interpolation
requires 7 OFDM symbols. The computational complexity is high and the memory to store
the OFDM symbols is large. For one symbol in the first three or the last three OFDM symbols
(in a frame), we cannot collect 7 symbols (three before and three after) for channel estimation
and the performance in these areas will degrade. Another problem is that the channel cannot
have large variation in the selected 7 OFDM symbols. Thus, the methods described in Chapter
3 are only applicable in slow-fading environments. In this chapter, we will propose a new
method to overcome this problem for DVB-T systems.

The proposed method uses only one OFDM symbol to conduct the channel estimation.
As known, the pilot density is low in DVB-T systems. Direct estimation will result in poor
performance. Our idea is to use decisions as pseudo pilots, which will be referred to as pseudo
pilots in the sequel, such that the pilot density can be effectively enhanced. The proposed
algorithm can be summarized as follows.

1. Obtain an initial channel estimate with one OFDM symbol.

2. Use the estimate with the LS algorithm to conduct data detection.

3. Use some detected data as pseudo pilots and conduct channel re-estimation.

4. Use the re-estimated channel with the LS algorithm to conduct data re-detection.

In the following subsection, we will describe each step in details.
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4.1 Initial channel estimation with one OFDM symbol

As discussed in Chapter 3, we also conduct an initial frequency-domain channel
estimate by pilot information and transfer it to time domain. However, we do not conduct
interpolation. Since the pilot density is low, the initial estimate is not accurate. As known,
the pilot subcarriers are uniformly spread in the frequency domain. If we only estimate the
channel response with those in pilot subcarriers, it is equivalent to conduct a sampling on
the frequency-domain channel response. As a result, the time-domain channel response will
be periodic.

As known, sampling a frequency domain signal makes its time-domain signal periodic.
If the sampling rate is not high enough, aliasing will occur. Figure 4-1 shows the aliasing
problem of the channel estimation.

Magnitude

D, isthe end of first period

D, is the maximum delay of channel tap

SBEEEEEEEENSN N >

N/12 D1 Ds

=+

Figure 4-1 Aliasing in initial channel estimation

Let the sampling period be K. It is simple to see that the period of the time- domain

channel estimate, denoted with D,, will be N/K. In our case, K=12. Consider the 2K mode,

we have N=2048. Thus, we know that the period of the time-domain channel estimate is

about 171 (% =170.67=171). Let the maximum delay spread of the channel be D,.
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Thus, we can see that aliasing occurs when D, > D,.
4.2 Tap search and estimation for initial channel estimate

As shown, there may be aliasing in the initial channel estimate. The channel response in
the aliasing area cannot be recovered. Thus, we conduct tap searching only in the
non-aliased area, and combine the LS methods described in Figure 3-10 and 3-8 to conduct
the initial estimate. Given an initial frequency-domain channel estimate, Figure 4-2 shows
the LS channel estimation method we use. Note that the method is essentially a successive
interference cancellation (SIC) approach. For easy reference, we call the LS channel

estimation method in Figure 4-2 as a SIC-LS method.

An initial frequency-domain channel

s —————— estimation without interpolation
Pilot signal ‘ Subtract the located tap
¥,.%, ‘ from original respopse in
: the frequency domgin
: IFFT
SIC_LS l

thod
fmetho The nonaliasing part of the

time-domain channel estimate

‘ .............................................................

The response of <— Tap searching algorithm

the other taps Guard band filter
b } .
The located ta
FFT p FFT
v, \ 3
> - » LS algorithm
Subtract the response l

in frequency domain Compute LSE

4
STOP < No LSE>R?

of the located tap from ¥,

YES

Figure 4-2 The SIC-LS channel estimation method
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The LSE threshold here should be higher since the response in the initial channel
estimate is not complete (some taps may be in the aliasing area). Figure 4-3 shows the
complete block diagram of the proposed initial channel estimation method and the

procedure is summarized in the following.

Initial frequency-domain channel
estimate without interpolation

¢

IFFT

}

The nonaliasing part of the

time-domain channel estimate

A 4

Locate tap & The SIC-LS method in Fig. 4-2

Find the tap value
| STOP

Figure 4-3 Proposed initial channel estimation method

STEP 1: Use pilot subcarriers to obtain an initial frequency-domain channel estimate.

STEP 2: Conduct the IFFT of the frequency-domain estimate to obtain the time-domain
channel estimate.

STEP 3: Find the non-aliasing area of the initial time-domain channel estimate and use
the SIC-LS method in Figure 4-2 to locate and identify the channel taps in the

arca.

Using the channel estimation method outlined above, we can obtain an initial

time-domain channel estimate. Note that the channel response may be incomplete. However,

since the aliasing area is not large and the power of the channel taps in the area may be small,
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we can use the estimate to recovery data with an acceptable error probability. Let X,

(. =hX, +W,, =L = %) be the estimated symbol for a subcarrier in subcarrier index i.We

§‘1>|:<1

O

have y, = h.X;, + W, and then X; = where ), is the received frequency domain signal

=
|
Soli=

O

at a subcarrier in subcarrier index i, h,- is the estimated channel response at that subcarrier,

A

X, is the transmitted frequency domain signal, and X; is the corresponding estimated signal.

A

To recover the original transmit symbol, we can make decision based on X; . Let the detected

data be fde . Figure 4-4 shows the procedure of data detection.

Channel estimation result in Fig. 4-3

! Time Domain
N

IFFT The received signals

‘L Frequency Domain

y

Equalizer <

ey

ﬁx

Make Data Decision

dee

Figure 4-4 The block diagram of data detection

4.3 Proposed channel estimation with pilots and decisions
We now can use the detected data: )%de ’s as pseudo pilots and conduct the channel

estimation of the whole channel. Note that as long as aliasing does not occur in the
time-domain channel estimate, we can recovery the whole channel response. As a result, no

all the decisions are needed to conduct the channel re-estimation. If we let the CP size be
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1/8 of the FFT size (256 for the 2K mode), a pilot density of 1/6 will avoid the aliasing at
the time-domain channel estimate. The performance comparison for different pilot densities
will be shown in simulations. If we use all decisions (in all subcarriers) as pseudo pilots, we
may have the best performance. However, the computational complexity is also highest. To
compare the channel estimation result in Chapter 3, we may let the pilot density be 1/3.
With the pseudo pilots, we can use the channel estimation method described above again.

Note that if the pilot density is 1/3, the period in the time-domain channel estimate

isD, = % = 683 which is actually much longer than the CP size. Thus, we can assume that

all the channel taps will be in the non-aliasing region. Note that one can conduct the channel
re-estimation more than once.

Since the guard band does not have any data, theoretically the channel response cannot
be obtained. However, if we can conduct the time-domain channel estimate properly, we can
obtain the frequency-domain channel response in the guard band. To obtain better result,
when conducting channel re-estimation, we can insert the guard band response of the
previous estimated channel. To have better performance, we do the guard band insertion
only when the frequency domain channel estimation is accurate enough which means that
all the channel taps of the time-domain channel estimate are in the nonaliasing area. Let the
preset number of the channel re-estimation be N and the actual number of re-estimation be
Nre. We let N.=0 for the initial channel estimation. In this iteration, the guard band insertion
will not be performed. When N,.#0, all the channel taps are in the nonaliasing region and
we can activate the guard band insertion scheme. The effect of the guard band insertion will
also be discussed in the simulation chapter.

Figure 4-5 shows the block diagram of the proposed joint time and frequency domain

channel estimation scheme.
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(e)
(d)

Figure 4-5 Proposed joint time and frequency domain channel estimation method

STOR_No YES

The operations can be summarized below:

STEP 0: Use the algorithm in Figure 4-4 to obtain initial data decisions.

STEP 1: Use pilot and pseudo pilot subcarriers (without interpolation) to obtain a
frequency-domain channel estimate.

STEP 2: Conduct the IFFT of the frequency domain channel estimation to the time
domain.

STEP 3: Find the nonaliasing region of the time-domain channel estimation.

STEP 4: Use the proposed SIC-LS method shown in Figure 4-2 to locate and identify
significant taps.

STEP 5: If N;e<Nse, go to STEP 6. Otherwise, the iteration stops.

STEP 6: Conduct the FFT operation for the identified time-domain channel to obtain its
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frequency domain response.
STEP 7: Estimate the transmitted QAM symbols at designated pilot subcarriers and
make decisions.
STEP 8: Insert channel response in the guard band using the channel response estimated.
STEP 9: Let N..= N, +1 and go to STEP 1 with a updated new channel estimate.

Notice that there are two differences between the SIC-LS block in Figure 4-5 and
Figure 4-2. The block of “LSE>R?” in Figure 4-2 is changed to “Re-estimate all taps?”
since all the channel taps have been initially detected here. As a result, we only have to
check if all the taps have been re-estimated. Also, the block “Compute LSE” in Figure 4-2 is
not necessary. Besides, the pseudo pilots can also be used in the SIC-LS method. Figure 4-6
shows a graphic example showing the channel response at each of the steps outlined above.
Figure 4-6 (a) is the sketch of the channel estimate by the pilots and pseudo pilots. Figure
4-6 (b) is a sketch of the time-domain channel estimate. Figure 4-6 (c) is the channel taps
after refined by the proposed LS algorithm. Figure 4-6 (d) is the frequency-domain channel
estimate of Figure 4-6 (c). Figure 4-6 (e) is the sketch of the guard-band insertion (every 3

subcarriers).
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Figure 4-6 The channel response at each of the steps in Figure 4-5
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When the number of pilots is not large enough, the proposed channel estimation
scheme is still an effective way to obtain accurate channel estimate. We will have more

discussions and simulation results in Section 4.4.

4.4 SIC-LS method with weighting

The method of channel estimation of joint pilot and decision data can be used not only
in the DVB-T system but also in other OFDM systems. As long as the pilot assignment is
periodic, the proposed method can be used. However, if the number of pilot subcarriers is
not sufficient, the performance of the proposed method will be affected. For example, if the
total number of subcarriers is 512, the CP is 64 (1/8 of 512) and the pilot density is still 1/12.
The total number of the pilots used in this system is 39 which is much less that 142 used in
the DVB-T system. As a result, the performance will be degraded in this system. In order to
solve the problem of low pilot density, we use the pseudo pilots to conduct the SIC-LS
method in Figure 4-5. However, the performance may be still not satisfactory. The problem
comes from the decisions, i.e., erroneous decisions. Using erroneous decisions as pilots will
degrade the performance of the SIC-LS channel estimation method. One way to alleviate
the problem is to use the SIC-LS method with weighting (SIC-WLS), giving more weights
to the decisions with higher correct probability. We first consider the LS problem without

SIC. From (3.14), we have the received pilot signals as
y,=X,,Gh+w (4.1)
where p'=j,0<;j<J-1 ispilotlocation and J is the number of pilots

The weighted LS channel estimation can be formulated as

IpG, -X,,G'h,,.)[ (42)

~

where 5’ P andf(D’p, are the same as (4.1), hp',wls is the solution of the weighted LS

channel estimate, and D =diag(d,,d,,---,d, ) 1is a diagonal weighing matrix. From (4.1),

41



we have
Dy, =DX, ,G'h+Dw (4.3)

Thus, from (3.12), we can get the weighted LS solution as

° HY  HRHEDY T ANHG  HpEYG

h,. =(G"X,,"D"DX, G) G"X, "D"Dy, (4.4)
As mentioned, the weighted LS algorithm put more weights on the decisions having

high probability of correctness. How to actually determine D will be the main concern. We

proposed two methods to do the job as discussed in the following paragraphies.

The first method uses the estimated symbols to decide the values inD. We use the

A
~

BPSK scheme as our illustration example. Let X; (V;, =X, +W,,

=

l :ii) be the

13

A

estimated symbol for a subcarrier in subcarrier index i. Since we know the decision of X;

is either 1 or —1. Thus, we can use the distance between the estimated transmitted signals

X and 1 or -1 to as a measure of the correct probability of the decision and then the
corresponding weight. Figure 4-7 shows the proposed first method for the determination of

the weight of a decision.

Weight of each region=
0.5 0.7 0.5 0.5 0.7 0.5
A
o °

° °

° (] ] ® 1 >
175 - 035 |0 0.35¢ 1.75
® ° o o °

Figure 4-7 The proposed first weighting method
As shown in the figure, we partition the estimated signal value into various design

regions and assign a weight for signal falling into the region. We assume that the distance
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between the estimated transmitted signals X and 1/-1is only affected by noise. So, when
the distance between the estimated transmitted signal X ; and 1/ -1 is large, we can assume

this estimated transmitted signal ?z,-, the symbol transmitted in subcarrier index i, is

affected by noise more seriously. The probability of making wrong decision for the symbol

is high so we can put less weight on the decision. On the contrary, when the distance

between the estimated transmitted signal )NCi and 1/-1 is small, we can assume )NCi is

affected by noise lightly. Then we can give more weight for the decision. Notice that the
weight of a pilot subcarrier is always 1 (the maximum value of the weights). Figure 4-7
shows one example of the weighting policy.

When the noise level is high, the received signal can cross the decision boundary. As a
result, the decision is wrong/right even the distance is small/large. So the performance of
this method may not be satisfactory even the averaged SNR is high. It is simple to see that
for a subcarrier, the received signal-to-noise (SNR) ratio is the main factor determining the
decision error rate. If the SNR is high/low, the error rate will be low/high. We then propose
another method for the weight assignment. We assume that the SNR of each subcarrier is
known or can be estimated. Similar to the previous approach, we separate the SNR value
into various regions and assign a weight for signal falling into a specific region. Notice
that we can let the SNR be represented in a dB scale. Also, the weight for the pilot
subcarrier is always 1 (the maximum value of the weight). Figure 4-8 shows one example
of the weighting policy of the proposed second weighting method. Notice that the weight

mapping may be different for different modulation schemes.
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Figure 4-8 The proposed second weighting method

We can apply the WLS method in the proposed SIC-LS method discussed in Figure 4-5.
Simulations show that the performance of the proposed SIC-WLS channel estimation
method is satisfactory under the BPSK and QPSK modulation schemes. But, the
performance is somewhat degraded under the 16QAM modulation scheme. This is because
the instantaneous SNR in 64QAM is too low such that the error rate of the decision data is
high. We can solve the problem by using all decisions as the pseudo pilots to do the channel
estimation and the performance can be greatly enhanced. This will be discussed in our

simulation chapter.

4.5 Joint time and frequency domain channel estimation with WLS
Figure 4-9 shows the block diagram of the proposed time and frequency domain
channel estimation method with the SIC-WLS method. The operations conducted in Figure

4-9 is described below.
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Figure 4-9 The proposed time and frequency domain channel estimation method with the

SIC-WLS algorithm
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STEP 1: Use the pilot subcarriers to obtain the initial frequency-domain channel
estimate (without interpolation).

STEP 2: Conduct the IFFT of the frequency domain channel estimate to the time
domain.

STEP 3: Find the nonaliasing portion of the initial time-domain channel estimate.

STEP 4: Iteratively find the tap with the maximum value and use the SIC-LS method in
Figure 4-2 to estimate channel response of the tap until the least squared error
(LSE) is smaller than the LSE threshold (the LSE threshold is larger here).

STEP 5: Conduct the FFT operation for the estimated channel to obtain the
corresponding frequency-domain channel estimate.

STEP 6: Use the estimated frequency-domain channel result and received signals to
estimate transmitted symbols and make data detections. Decisions at some
designated subcarriers are used as pseudo pilots.

STEP 7: Insert the channel response in the guard band from the previously estimate
channel response when N,.#0.

STEP 8: If the number of re-estimation has not reached the preset value, go to STEP 2.

Notice that the SIC-LS method in STEP 4 is replaced by the SIC-WLS method

discussed in Section 4.4 during channel re-estimation.
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Chapter S

Proposed Time-Variant Channel Estimation

We have discussed the channel estimation problem in linear time invariant systems in
Chapter 3 and Chapter 4. It has been shown that the OFDM technique has good performance
for quasi-static frequency-selective fading channels. A channel is quasi-static if it remains
time-invariant during an OFDM period. For this scenario, the performance of the channel
estimation methods described in Chapter 3 and Chapter 4 work well. However, in
high-mobility wireless environments, the channel becomes time variant within one OFDM
symbol. The orthogonality of subcarriers in one OFDM symbol is no longer held and this
causes the ICI. The frequency domain channel response is no longer a diagonal matrix as that

shown in (2.10). From [8], the received signal with ICI for a subcarrier can be expressed as
Ne-1

= ~l.l.)?i+ Z};jdid+ﬁ/i,0SiSNc—l (5.1)

d=1

Rewrite (5.1) using a matrix form, we can have

)70 00 01 02 O(Nc--1) T -560
Y 10 11 12 hl(NC—l) X
y.2 - 20 21 2 hz(chl) x.z tw (5.2)
Y ” " ” r X
[ VNe-t Beveno Aoveen Povens 0 Aoy L Vet
y=Mx+w (5.3)

where ¥ is the frequency domain received signal vector, X is the frequency domain

transmitted signal vector, M is the frequency domain ICI channel matrix, and W is the

frequency domain AWGN noise vector. The channel estimation problem becomes more
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involved. In this chapter, we will study the channel estimation problem in time-variant
channels. We propose to use LS/WLS algorithm to identify the channels. Figure 5-1 shows an
example of one time-variant channel tap. As we can see, the channel is variant within one
OFDM symbol.

OFDM Symbols
Ccp Data Ccp Data

/\\ ceccee
| \/

L
time

Figure 5-1 One time-varying channel tap

5.1 Linear approximation method of time-variant channel

The linear approximation method uses a straight line to fit the variation of one
time-variant channel within one OFDM symbol, as shown in Figure 5-2. A straight line can
be specified by two unknowns (the start point and its slope) and the number of unknowns
for a complete channel is then limited. The approximation error of the the linear model has
been shown to be small for the normalized Doppler up to 20% [6]. The normalized Doppler
is defined as the maximum Doppler spread divided by the subcarrier spacing. Denote the

maximum Doppler spread as f,, . Then, we have

VX
fp=2e 54)
c
Where v is the mobile speed, f. is the carrier frequency, and ¢ is the speed of light. In

the next section, we will use the LS method to identify the parameters of the linear model.
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The Estimation of:Start Point The Estimation of Start Point time
of the First Symbal of the Second Symhol

The Estimation of Slope The Estimation of Slope
of the First Symbol of the Second Symbol

Figure 5-2 Linear approximation of a time-variant channel tap

5.2 Time domain LS time-variant channel estimator
In Section 5.1, we approximate a time-variant channel tap by a straight line; we call the

channel a linear time variant (LTV) channel. An LTV channel tap can be expressed as

h,(n)y=h, +nxa, (5.5)
where /1, (1) denote the response of the & ’th tap of a channel at time instant 7, hk is

the starting value, and d is the variation slope. Notice that we let 7 be zero at the start

point of an OFDM symbol. Let the complete channel have N, taps. We can then express the

received an OFDM symbol as:
y=H+DA)x+w (5.6)
where Y is the time domain received signal vector, X is the time domain transmit signal

vector, W is the time domain AWGN noise vector, H is a circulant matrix with

h=[hy,h,-,h, ,]' as its first column, A is circulant matrix with

T . . . . .
a=[a,,a,,ay | as its first column:, and D, is a diagonal matrix with
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v=[0,1,---,N,_ - 11" as its diagonal elements.
Transforming the time domain received signal vector into the frequency domain, we

have
¥ =/N.Gy
= /N.G[(H+D,A)x + w]
= /N.GH+D A)G"Gx + /N, Gw
= (GHG" + GD G"GAG™")X + W
=[D; +GD,G"D, X + W

(5.7)

=M% + W
~ ~ o~ ~ T. . . .
where ¥ = /N Gy =[¥,,¥,,-, ¥y ;] is the frequency domain received signal vector,
X=,N,Gx= [io,il,---,iNfl 1" is the frequency domain transmitted signal vector,
w=,/N,Gw = [VT/O,W“---,VT/NC,I]T is the frequency domain AWGN noise vector,
D; = GHG" is a diagonal matrix with h=./N _Gh as its diagonal elements,
H
Dg = GAG is diagonal matrix with a=,/N ,Ga as its diagonal elements, and
1\~/I=DE +GD,G"D, is the frequency domain ICI matrix. Notice that G is a unitary DFT

matrix with GG =Iy. (a N.x N, identity matrix).

Let
B T r = A r 7
oo 8ot g 8on.-1 2o oo
8o 8 & 8i(n,-1) g 8o
G=| g, &y & e &y [T & 8 =| 8 (5.8)
_g(N(.—l)O g(N(.—l)l g(N(—l)Z g(N(.—l)(NL.—l)_ _ngl_ _gO(er)_

From (5.7), we can have
y =+N.Gy = GHG"Xx + GDVG"GAG"x + w (5.9

From the first term in the right hand side of (5.9), we can have
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‘gh o0 o0 o |[ % |

0o &h o 0 3

GHG"s=D =N | 0o o &h .. o X,
0 0 o --- gNL,—lh_ _JZNLAJ

(gooho + g01h1 Tt gO(N(,—l)hNL.—l ))Nco
(gloho + gllhl oot gl(Nc—l)hNC—l ))zl
=N, (&a0hy + &l +--+ gZ(N(,—l)hNC—l)i2

_(g(Nc—l)OhO + g(Nc—l)lhl Tt g(NC—l)(Nc—l)hNC—l )xN(,—l )
X080 hy |
X180 h,

= \/NiL izgz hz

| Xy 8y || Py (5.10)

The second term in the right hand side of (5.9) isGD G”GAG”X. For the first half of

GD G"GAG"xX, we have
0 0 0 O
01 0 0
GDG"=G|g o 2 0o |G" (5.11)
Lo 0
00 0 N, 1]
Let
Woo Wy, Wy cer Wo,-ny i W, ]
Wi, W, Wi, . Wi, -1 W,
. .
GD G" = Wy, W, W,, Wy |[=| W2 (5.12)
| Wive-no W= Wave-nz oo Wave-nav- | LWt ]

For the second half of GD,G”" GAG"x , we have
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GAG'3 =D i =

(5.13)
And,
GDVGHGAGH)?:
I Woo Wor
Wi Wi
Wao Wi
| Wiv-no - Wiv-in
Woo@oA
w8 A
= [NC

W8, A

W, Xo

W,

= /NC W,
_chfl_ L 0

B

JN| o

W, 12

Wy g A
w8 A
w, gA

_W(NC—I)OgOA Wiv,-1181

0O O
X0
0 X
0O O

0 0 0 Xo
gA 0 X,

0 &A 0 X,

0 0 ch—lA_ _)ENC—I )
Wo, -1y | 8,A 0
Wiw,-1) 0 &A 0
Wan,-1) VNc 0 &A

Wn v | L 0 0
WA WO(NC—I)gNC—lA ]
w,8,A W1(N;1)§N;1A

Wz(NL,fl)gNFlA

szng

A W(N(.—l)zng

WooBoAXy + Wy, 8 AX, + -+ Wy 8y | AXy
WlogoAxo + anlel toeet Wl(Nc—l)chflechl

Wo8gAX, + Wy 8 AX, + -+ + WZ(Nc—l)gN(‘—leN(,—l

_W(NL.—I)OgOAXO + W(Nc—l)lglel toeet W(N(.—l)(NL,—l)gN(—IAXN(—I }

I 8A ]
gA
£.A

Iy

52

Wi, 8n 1A




0
:\/ﬁcv"vz 0 0 X

Wyallo 0 0

(5.14)

Combining the result of (5.10) and (5.14) and ignoring the noise term, we can rewrite (5.9)

into the matrix form as:

y =GHG"x + GDVG"GAG"x =

5}0 X080

Vi X,

)~’2 = \/NC ;ngz
_)7Nc—1 ] _)ENc-lgNL,—l_ i
Let

W X 0 0
W, 0 X

Wy Lo 0 0
Voo Voi Voo
Vio Vi Vi

VYoveno Yave-mn Yaven2

h, W, Xo
hy W, 0
h, |+ W, 0
hN -1 | _WN -1]L 0
0
0
G=
Ay, |
Vow,-1)
Vin,-1)
Vo, -1
VNN |
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0] [ a |
4
G| a, (5.15)
Xyt | |9y

(5.16)



We can finally rewrite (5.15) as

hy
h,
L I | h
Mo X080 Yo
N %8, v, i
- . . N1
Y, |=4/N, X8, v,
4 (5.17)
3 . . a,
YN, 1 Xy 18n,1 VY
i ] L 1 a
_aNc_l_
And then
y=[B V]xh, (5.18)

~ ~ o~ ~ i . . .
where y= [ Vos Vysee yNH] is the frequency domain  received  vector,

T .
B=,/N, {[fogo,.i,gl,..jm_,gm_l ]T}, V=N, {[VO,VI,...VM_I] }, and his the parameters
we want to estimate. Now, we can use (5.17) to conduct the LS estimation. Since only the

data on pilot subcarriers are available, we then select them from the rows of Y and[B V]

when using the LS algorithm. Here, we assume that the number of significant taps is much

smaller than N,, and the delay of each significant tap is known. In other words, many
elements in h, will be zero. Only do the columns of B,V corresponding to the

significant taps need to be considered. Figure 5-3 depicts the entries we need to consider

when conducting the LS algorithm for (5.17).
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Figure 5-3 Entries need to be considered in (5.17)

After removing irrelevant elements in (5.18), we can have

yp i I:Bpk Vpk:lxhak :Qxhak (519)

T
where Y, = |:Y my Y my 2 et 1 . :| is the frequency domain received signal vector on pilot

subcarriers, B i is a sub-matrix of B whose rows are determined by  the positions of pilot

subcarriers, and columns by the positions of significant taps, and Vpk is a sub-matrix of V

whose and columns are determined as those of B » and

estimate and then, we have

Q= [Bpkvpk] =

TOWS

contains the parameters we want to

’ A4 A% ’
my *ky my ’k; My “kg g mq 2k mgy 2k My “kg 4
1% A4
my kg m; ’k; my kg my 2k my 2k, m; kg
, Where
my_; kg my_; ’k; my kg om0k my_y %k my kg |
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M., 0<i<M -1 is pilot locations, M is the number of pilots, k,,0<i< K —1 is channel
taps’ positions and K is the number of channel taps.

The LS solution is can then be obtained by

h, = (QHQ)_I Q"y, (5.20)

Compared to the LS channel estimate for the time-invariant channel, the number of
parameters in (5.20) is doubled. This is because for each tap we need to estimate two
parameters, the value of the starting value and the variation slope. As a result, the accuracy
of the estimation result is affected. To improve the performance, we can use decisions as
pseudo pilots as discussed in Section 4.2 and Section 4.3. As the number of pilots increases,
the performance of the LS estimate can be improved. As we did in Chapter 4, the channel
estimation with decisions can be made iteratively and the estimation performance can be

further improved. Figure 5-4 shows the LS estimation for the time-variant channel with

decisions.
Tap position h,
= = e h, .
- Yvv VVvv h,
j;() | fogo VO | . ‘
Vi X8, v, A .
= —— ” N, -1
Y, = \/NC X, 8, ) g
. 0
~ o p a, n
YN, 1 Ay, 18nv,-1 VY,
L i L N a,
AN,

Figure 5-4 The LS time-variant channel estimation with decisions
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Rewriting Equation (5.19), we can obtain

<7 —_ ' ' '

Yp = [Bp'k Vp'k} % hak =Q'x hak (5.21)
where Q'= [Bp,k Vp,k] and the rows of B, andV,, are the rows of Band Von the

positions of pilots and decisions. And, the LS solution now becomes

_ Hev ) oyl =
h, '= (Q' Q') Q"y, (5.22)
Since not all decisions are correct, the performance of the LS channel estimator may

not always satisfactory. So, we can use the WLS algorithm as discussed in Section 4.4 to

solve the problem.

5.3 Time domain time-variant channel estimation with WLS
We have discussed the WLS algorithm in Section 4.4. The weighting matrix is denoted
by a diagonal matrixD = diag(d,.d,,---,d, ), j=j,,Jj,"*»j,, are the positions of pilots

and pseudo pilots. Figure 5-5 shows how the weights are added in (5.20).
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=
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o Yvy VvV i
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v X8 v,

£ 8.V,

)
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=
=)
o::
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Figure 5-5 Weighting method in WLS algorithm
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Thus, (5.21) now becomes
Dyp' =D [Bp'k Vp'k:| X hak,wls = Q" X hak,wls (5.23)

where Q" =D [B ok ¥y k] and the solution of the WLS channel estimate is then

h, .= (Q"HQ”)_I Q""Dy (5.24)

Here, we use a simple weight scheme: the weight of a pilot is set to be 1 and the
weights for decisions are smaller than one and all the same. The decision weight for
different modulation schemes and different ICI levels may be different and it will be
determined in the simulation chapter. The comparison of the LS and WLS channel estimator

will also be shown in the simulation chapter.

5.4 Time-variant channel estimation by time domain WLS channel
estimator
Figure 5-6 shows the block diagram of the complete scheme for the time-variant
channel estimation. As discussed in Section 4.1, we only identify the channel taps in the

non-aliasing region. The detail operation is summarized in the following procedure.
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START I Iteration Block "1

Figure 5-6 Time Domain time-variant WLS channel estimation

STEP 1: We assume that the channel taps’ positions in the nonaliasing area can be
identify.

STEP 2: Use the LS algorithm discussed in Section 5.2 to estimate the parameters of the
time-variant channel.

STEP 3: Construct the ICI matrix M from Equation (5.7).

STEP 4: Use the zero forcing equalizer to obtain estimate transmit symbols
(y=MX+w, X = M'y) and make decisions as discussed in Section 4.1.3.

Using decisions as pseudo pilots; here, we let the pilot density be 1/3 as that we
did in Section 4.2.
STEP 5: Assume that all the channel taps’ positions are known (discussed in Section

43).
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STEP 6: Use WLS algorithm discussed in Section 5.3 to re-estimate all the parameters
of the channel taps.

STEP 7: Construct the ICI matrix M from (5.7).
STEP 8: Use the zero forcing equalizer to re-estimate transmit symbols (§ =M'y).

STEP 9: Go to STEP 4 if the number of re-estimation, N, is less than a preset number

Nset-

60



Chapter 6

Simulation Results

In this Chapter, we conduct simulation to evaluate the performance of the proposed
joint time and frequency domain channel estimator in both the time-invariant and
time-variant channels. In our channel model, there are 6 channel taps (paths) and the
average power of these 6 taps will be determined according to the signal-to-noise ratio
(SNR) used. The bit-error-rate (BER) is used as the performance index. We consider two
OFDM systems; one is the standard DVB-T system and the other is an OFDM system we
define. For the former system, we use two types of channels with different delay spreads.
The maximum delay (MD) for the first one is smaller than 64Ts and that for the second one
is between 171Ts and 256Ts. The channel estimate for the first-type channel in the DVB-T
system will not be aliased while that for the second-type channel will be aliased. We refer
the first-type channel as Channel A and the second-type of channel as Channel B. The MD
of the channel used for our defined system is between 43Ts and 64Ts and the corresponding
channel estimate will be aliased. We refer this type of channel as Channel C. The FFT size
is set as 2048 in the DVB-T system and the FFT size is set as 512 in our defined system.
Figure 6-1 shows one example of the channel. Figure 6-2 shows the variation of the 6 taps

in the fading environment.
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6.1 Results of channel estimation in Chapter 3

Table 6-1 shows the parameters of the 6 channel taps used in simulations. The system we
consider here is the 2K-mode DVB-T system and the size of the CP is 256 (1/8 of 2048).
Modulation schemes such as QPSK, 16QAM and 64QAM are used. The delays of the channel

taps are randomly changed for every 7 OFDM symbols. For a block of consecutive 7 OFDM

symbols, they remain the same.

Tap Number Average Power (Lin) Average Power (dB)
1 0.9951 -0.0215
2 0.5727 0.2.421
3 0.4992 -3.0172
4 0.4273 -3.6927
5 0.3558 -4.4880
6 0.2845 -5.4595

Table 6-1 Parameters of multipath fading channel

6.1.1 Results of different interpolation methods

Figure 6-3 shows the performance comparison for different interpolation methods with
Channel A. The pilot density here is 1/3 and only the channel response in the frequency
domain is estimation. The modulation used is QPSK. Figure 6-4 shows the performance
comparison for Channel B. Notice that the positions of the channel taps in a block of 7
OFDM symbols are the same such that the two-dimensional interpolation method can be
effectively applied. In the figures,
interpolation method, “1D cubic” the one-dimensional cubic interpolation method, “2D
linear & linear” the two-dimensional linear interpolation method (linear interpolation both

in the temporal and frequency domains), “2D linear & cubic” the two-dimensional
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interpolation method with the linearly interpolation in the temporal domain and cubic
interpolation in the frequency domain, “2D cubic & cubic” the two-dimensional cubic
interpolation method (cubic interpolation both in the temporal and frequency domains).

We can see from Figure 6-3 and Figure 6-4 that two-dimensional interpolation methods
are better than one-dimensional interpolation methods. And the cubic interpolation is better
than linear interpolation. Also, the performance of “2D linear & cubic” is similar to “2D
cubic & cubic”. This is because the channel taps’ positions in a block of 7 OFDM symbols
are the same and the variation of channel among the symbols is small. And since the
complexity of operation of linear interpolation is lower, we can use “2D linear & cubic” as
the interpolation scheme in the joint time and frequency domain channel estimation

methods described in Chapter 3.
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Figure 6-3 Comparison of different interpolation methods (Chanel A)
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Figure 6-4 Comparison of different interpolation methods (Channel B)

6.1.2 Results of joint time and frequency domain channel estimation

Figure 6-5 and Figure 6-6 show the performance comparison for the algorithm depicted
in Figure 3-9 and Figure 3-10. The modulation scheme is also QPSK. For benchmarking,
the performance of the ideal channel is also shown in the Figures.

We can see from Figure 6-5 and Figure 6-6 that the performances of the joint
time/frequency domain channel estimation method is good under QPSK, and the performance
is improved along with the number of iteration. We also can see that the performance with 6
and 10 iteration is almost the same. This shows that 6 iterations will be sufficient. Figure 6-7
and 6-8 show the performance comparison for QPSK, 16QAM, and 64QAM. These figures

show that the performance of the channel estimation is also good with 16QAM and 64QAM.
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6.2 Results of channel estimation in Chapter 4

The channel model is the same as the one shown in Table 6-1. The only difference is that
the tap positions are changed for each OFDM symbol, and the delays of the channel taps in
the aliasing area are set random (one or two taps). The simulation setup is also the same as

that in Section 6.1. The channel estimation method is that depicted in Figure 4-5.

6.2.1 Comparison for the choice of pseudo pilots

We have discussed the choice of pseudo pilots in Section 4.3. Figure 6-9 shows the
BER performance for the different choices for pseudo pilots. As defined, pseudo pilots are
obtained from decisions and they can be erroneous. Figure 6-10 shows the SER of the
pseudo pilots used. Figure 6-11 and 6-12 are similar to those in Figure 6-9 and 6-10 except
for that Channel B is used. Here, guard band insertion is not conducted.

We can see from Figure 6-9 and Figure 6-11 that the best choice for the addition pilots
is to use all detected data as the pseudo pilots. If one out three detected data is used as
pseudo pilots, its performance is worse than the previous case. However, in order to
compare with the performance of the conventional joint time/frequency domain channel
estimator in Chapter 3, we will use the scheme with one out of three detected data as the

pseudo pilots. In the simulations below, we will use the setting for simulations.
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Figure 6-13 compares the performance for the channel estimator with or without the
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guard band insertion. We can see that under the same number of iterations, the performance
with the guard band insertion is much better than that without. Notice that we conduct the

guard band insertion only when the channel response is completely estimated.
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Figure 6-13 Performance comparison for the channel estimator with/without guard band

insertion (Channel A)

6.2.2 The Results of iterative channel estimation with pilots and pseudo
pilots
Figure 6-14 and Figure 6-15 show the performance of the proposed estimator for
different number of iterations. The modulation scheme is QPSK. Here, guard band insertion
is conducted and the data in the original pilots are used in the SIC-LS algorithm. In other
words, the pseudo pilots are only used to help locate channel taps. As we can see, the
performance is satisfactory when the number of iteration is 6. Also, its performance is

almost as good as that when the number of iteration is 10.
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Figure 6-15 Performance comparison for the channel estimator with different numbers of

iteration (SIC-LS uses pilots, Channel B)

Figure 6-16 and Figure 6-17 show the performance of the proposed channel estimation
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method with QPSK, 16QAM, 64QAM modulation. The number of iteration is set as 6. As

we can see, for each case the performance is almost as good as the perfect channel.
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Figure 6-16 Performance comparison for the channel estimator with QPSK, 16QAM, and

64QAM (SIC-LS uses pilots, Channel A)
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Figure 6-17 Performance comparison for the channel estimator with QPSK, 16QAM, and
64QAM (SIC-LS uses pilots, Channel B)

Figure 6-18 and Figure 6-19 show the performance of the proposed estimator when
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both pilots and pseudo pilots are used in the SIC-LS algorithm. The performances with one,
6 and 10 iterations are almost the same and it is also the same with that of the perfect

channel. We also see that the performance is similar to that in Figure 6-14 and Figure 6-15.
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Figure 6-18 Performance comparison for the channel estimator with different numbers of

iteration (SIC-LS uses original and pseudo pilots, Channel A)
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Figure 6-19 Performance comparison for the channel estimator with different numbers of

iteration (SIC-LS uses original and pseudo pilots, Channel B)
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Figure 6-20 and Figure 6-21 show the performance of the proposed estimator when all
the detected data are taken as pseudo pilots. Compared to Figure 6-18 and Figure 6-19 (only
one out of three is used as a pseudo pilot), the performance here is better. In Figure 6-20, the
performance 1is still satisfactory even when there is no iteration. In Figure 6-21, only one

iteration is sufficient to obtain good performance.
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Figure 6-20 Performance comparison for the channel estimator with different numbers of

iteration (SIC-LS uses original pilots and all decisions, Channel A)
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Figure 6-21 Performance comparison for the channel estimator with different numbers of

iteration (SIC-LS uses original pilots and all decisions, Channel B)

6.3 Results of WLS algorithm

In this section, we report simulation results for the system we have defined. As mentioned,
the number of subcarriers and the FFT size is 512 and the pilot density is 1/12. The CP size
here is 64 (1/8 of 512) and the guard band size is also 64. The number of pilots here is 39.
Modulation schemes QPSK, 16QAM and 64QAM are used in our simulations. The delays of

the channel taps are also set random for different OFDM symbols.

Figure 6-22 shows the performance of the proposed channel estimation (without
weighting). The modulation scheme is QPSK. Here one out of three decisions is used as a
pseudo pilot, and the SIC-LS method uses pilots only. As we can see, the performance is far
from satisfactory even the number of iteration is large. This is because the number of pilots

is not large enough such that the SIC-LS method cannot function properly.
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Figure 6-22 Comparison of the proposed channel estimator (no weighting, SIC-LS uses pilots,

Channel C)

Figure 6-23 shows the performance of the proposed channel estimation (without
weighting) for the QPSK, 16QAM, 64QAM modulation. Different from that in Figure 6-22,
the SIC-LS method now uses the original and pseudo pilots. It is apparent that the
performance has been improved. However, for 16QAM and 64QAM, the performance in
high SNR areas seems less satisfactory. Unlike the DVB-T system, the number of pseudo
pilots is not large. As a result, erroneous decisions will affect the estimation performance

more seriously.
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Figure 6-23 Performance of the proposed channel estimator (no weighting, QPSK, 16QAM,

and 64QAM, Channel C)

6.3.1 Results of the weighted LS algorithm by pilots and pseudo pilots
Figure 6-24 shows the performance of the proposed channel estimation method with the
WLS algorithm. The channel estimation method is that depicted in Figure 4-9. Here, the
number of iteration is set as 6, one out of 3 decisions is used as a pseudo pilot, and the
modulation scheme is BPSK. Here, we apply the first weighting scheme as described in
Section 4.4. The weight of each decision regions is shown in Table 6-2 and the weights of
pilots are all 1. In the table, X represents the estimated transmitted signal. We have tried
some combinations with different regions and different weights. The weight values in Table
6-2 are obtained by trial-and-error. As we can see, the performance in Figure 6-24 is

somewhat degraded in high SNR region.
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x<-2 | 2<x<-15 | -1.5<x<-05
Region

2<x 1.5<x<2 0.5<x<I1.5
Weight 0.2 0.5 0.7

Table 6-2 The weights of the first weighting method
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Figure 6-24 Performance of proposed channel estimation method with WLS (the first

weighting method, Channel C)

Figure 6-25 shows the performance of the proposed channel estimation method with the
WLS algorithm. Here, the second weighting method is applied. The weight is determined by
the SNR of each subcarrier as discussed in Section 4.4. Table 6-3 shows the weights. In the
table, X represents the SNR(dB) of each subcarrier and the weight for a pilot is 1. The
weight values in Table 6-3 are also obtained with trial-and-error. As we can see, the

performance is improved with the second weighting scheme.
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Region | x<-5 -5<x<0 0<x<5 5<x<10 10<x
Weight 0.05 0.1 0.5 0.7 1
Table 6-3 The weights of the second weighting method
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Figure 6-25 Performance of proposed channel estimation method with WLS (the second

We now conduct simulations to evaluate the performance of the proposed estimator
with the WLS algorithm for QPSK, 16QAM, 64QAM. The weights for the WLS algorithm

are shown in Table 6-4, Table 6-5 and Table 6-6. Similar to the previous cases, the weights

of pilots are all 1.

SNR(dB)

weighting method, Channel C)

Region

0<x<5

5<x<8

8<x<10

Weight

0.1

0.35

0.7

0.8

Table 6-4 Weights used for QPSK
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Region | x<0 0<x<I10 10<x <15 I5<x<20 20<x

Weight | 0.05 0.3 0.85 0.9 1

Table 6-5 Weights used for I6QAM

Regio | x<0 | 0<x<10 | 10<x<15 | I5<x<20 | 20<x<25 | 25<x<30 | 30<x

Weight | 0.05 0.3 0.4 0.45 0.55 0.6 0.8

Table 6-6 Weights used for 64QAM

Figure 6-26 shows the performance comparison. From the figure, we see that the
performance of the proposed WLS channel estimator for BPSK and QPSK is very close to
the optimum, that for 16QAM is improved (compared with the one without weighting), and

that for 64QAM is not improved (compared with the one without weighting).

1y

==& = BPSK weighted
=+=A:-- BPSK perfect CH
==%-=' QPSK weighted

10'3 =W QPSKperfectCH |- - - - _ . _________ ’

+

==%-=16QAMweighted |- ----—

+

s 16QAM perfect CH |~~~ — — —
==0-= 64QAM weighted |- - - - — — e
-0+ 64QAMperfect CH |- — — — -~ L ____ 1T

I
4 |

5 10 15

—

SNR(dB)

Figure 6-26 Performance of proposed channel estimation method with WLS for BPSK, QPSK,
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16QAM, 64QAM (Channel C)

Figure 6-27 shows the performance comparison for the proposed channel estimators

with LS and WLS methods for BPSK, QPSK, 16QAM, and 64QAM.

—é— BPSK original
—-4&— BPSK weighted
==d== BPSK perfect CH
—¥— QPSK original
=-¥ - QPSK weighted

1 0'3 = %y== QPSK perfect CH
—¥— 16QAM original
=== 16QAM weighted
==9t== 16QAM perfect CH
= 64QAM original
==0-= 64QAM weighted

1 0-4 ==0-: B4QAM perfect CH
5 10 15 20 25 30

SNR(dB)

®

Figure 6-27 Performance comparison for proposed channel estimators with LS and WLS

methods (BPSK, QPSK, 16QAM, 64QAM, Channel C)

In order to further improve the performance of the proposed channel estimator with the
WLS method, we use all the decisions as the pseudo pilots. Figure 6-28 and Figure 6-29
show the performance of the proposed channel estimator with the WLS method for 16QAM
and 64QAM. The weights used in the simulation f orl6QAM and 64QAM are the same as
those in Table 6-5 and 6-6. We can see that the performance is almost as good as the

optimum.
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Figure 6-28 Performance of proposed channel estimators with WLS method for 16QAM (all
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Figure 6-29 Performance of proposed channel estimators with WLS method for 64QAM (all

decisions are used, Channel C)
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6.3.2 The Weighted LS channel estimation with different aliasing power

In this Section, we would like to test how strong the aliasing power we can tolerate for
the proposed channel estimator with the WLS method in the DVB-T system. The
parameters of the DVB-T system are the same as those in Section 6.2. For the WLS method,
all decisions are used as pilots. The power profiles of the first 4 taps are the same as those in
Table 6-1. We let the last two taps be located in the aliasing area. Table 6-7, Table 6-8, Table
6-9 are the channel power profiles used for QPSK, 16QAM, and 64QAM. For the QPSK
scheme, the total power is 4.1955 (2.4882+1.7073) and the maximum power we can use for
the last two taps is 1.7073 (40.7% of the total power). For the 16QAM scheme, the total
power is 3.8399 (2.4882+1.3517) and the maximum power we can use for the last two taps
is 1.3517 (35.2% of the total power). Finally, for the 64QAM scheme, the total power is
3.413 (2.4882+0.9248) and the maximum power we can use for the last two taps is 0.9248
(27.1% of the total power). Figure 6-30, Figure 6-31 and Figure 6-32 show the simulation

results.

Aliasing or Tap
Average Power (Lin) Total Power(Lin)
not Number

1 0.9951
2 0.5727 2.4882

Nonaliasing
3 0.4992 (0.593 of the total power)
4 0.4273
5 0.8539 1.7073

Aliasing

6 0.8534 (0.407 of the total power)

Table 6-7 The channel taps power for QPSK scheme
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Aliasing or Tap
Average Power (Lin) Total Power(Lin)
not Number

1 0.9951
2 0.5727 2.4882

Nonaliasing
3 0.4992 (0.648 of the total power)
4 0.4273
5 0.7116 1.3517

Aliasing

6 0.6401 (0.352 of the total power)

Table 6-8 The channel taps power for 16QAM scheme

Aliasing or Tap
Average Power (Lin) Total Power(Lin)
not Number

1 0.9951
2 0.5727 2.4882

Nonaliasing
3 0.4992 (0.729 of the total power)
4 0.4273
5 0.4981 0.9248

Aliasing

6 0.4267 (0.271 of the total power)

Table 6-9 The channel taps power for 64QAM scheme
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Figure 6-30 Performance of proposed channel estimators with WLS method for QPSK (all

decisions are used, DVB-T, Channel B)
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Figure 6-31 Performance of proposed channel estimators with WLS method for 16QAM (all

decisions are used, DVB-T, Channel B)
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SNR(dB)

Figure 6-32 Performance of proposed channel estimators with WLS method for 64QAM (all

decisions are used, DVB-T, Channel B)

87



6.4 Results of proposed time-variant channel estimation in Chapter 5

In this section, we evaluate the performances of the proposed time-variant channel
estimation method. The simulations are conducted for the 2K-mode DVB-T system with the
CP size of 256 (1/8 of 2048). Also, modulation schemes QPSK, 16QAM and 64QAM are
used. The delays of the channel taps are still randomly set (with one tap or two taps in the
aliasing area), and the tap positions are changed for different OFDM symbols. In this section,
we will consider two cases; one is for the normalized Doppler frequency of 0.0244, and the
other is for the normalized Doppler frequency of 0.1016. For all simulations, we assume that

the tap positions are known. Also, one out of three decisions is used as a pseudo pilot.

6.4.1 Results of proposed time-variant channel estimation with normalized
Doppler frequency of 0.0244
The channel power profile is shown in Table 6-10. The time-variant channel is generated

with Jake’s model and the normalized Doppler frequency is set to 0.0244.

Tap Number Average Power (Lin) Average Power (dB)
1 0.953 -0.2091
2 1.086 0.3583
3 0.9873 -0.0555
4 0.6999 -1.5496
5 0.5139 -2.8912
6 0.3728 -4.2852

Table 6-10 Channel tap power profile

Figure 6-33 and 6-34 show the performance of the proposed time-variant channel

estimation method for QPSK. Here, the SIC-LS method uses the data in pilots only. We can
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see that the performance is slightly worse than the optimum.

BER

SNR(dB)

Figure 6-33 Performance of proposed time-variant channel estimator for QPSK (SIC-LS uses

pilots, Channel A)

Estimated all taps by pilots
Perfect CH |

Figure 6-34 Performance of proposed time-variant channel estimator for QPSK (SIC-LS uses

pilots, Channel B)
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Figure 6-35 and Figure 6-36 show the performance of the proposed time-variant
channel estimation method for QPSK. Here, the SIC-LS algorithm uses original and pseudo
pilots. Figure 6-35 and 6-36 show the simulation results. We can see that the performance is
improved a little bit. Note that the proposed estimator here requires three iterations to
converge (for Channel B). This is because decision errors can occur so the performance is

not good in the first and second iteration.

fffffffffff s I VI
re
'*"Nre=1
——N =2
re
=@ Nre=3
""" Perfect CH

I ] | |
| | | |
-4 | | | I

Figure 6-35 Performance of proposed time-variant channel estimator for QPSK (SIC-LS uses

original and pseudo pilots, Channel A)
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Figure 6-36 Performance of proposed time-variant channel estimator for QPSK (SIC-LS uses

original and pseudo pilots, Channel B)

Figure 6-37 to Figure 6-42 show the performance of the proposed time-variant channel
estimator with the WLS algorithm for QPSK, 16QAM and 64QAM. The SIC-WLS uses
original and pseudo pilots. The weights of pilots are all set to be 1 and the weights of
pseudo pilots are all set to be 0.8. We can see that in all cases (except for 64QAM in

Channel B) the performance of the estimator is as good as the optimum.
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Figure 6-37 Performance of proposed time-variant channel estimator with WLS for QPSK

(SIC-WLS uses original and pseudo pilots, Channel A)
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Figure 6-38 Performance of proposed time-variant channel estimator with WLS for QPSK

(SIC-WLS uses original and pseudo pilots, Channel B)
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Figure 6-39 Performance of proposed time-variant channel estimator with WLS for 16QAM

(SIC-WLS uses original and pseudo pilots, Channel A)
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Figure 6-40 Performance of proposed time-variant channel estimator with WLS for 16QAM

(SIC-WLS uses original and pseudo pilots, Channel B)
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Figure 6-41 Performance of proposed time-variant channel estimator with WLS for 64QAM

(SIC-WLS uses original and pseudo pilots, Channel A)
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6.4.2 Results of proposed time-variant channel estimation with normalized
Doppler frequency 0.1016

The normalized Doppler frequency is 0.1016 and the channel power profile is shown in
Table 6-11. We apply the proposed estimator with the WLS algorithm, and the SIC-WLS
method uses original and pseudo pilots. We change the weights of the pseudo pilots since
the ICI effect is more severe here. The weights of pseudo pilots are all equal to 0.65 and the
weights of pilots are still 1. Figure 6-43 to Figure 6-48 show the performance of proposed
estimator with the WLS method for QPSK, 16QAM and 64QAM. We can see that the
performance for all cases can be made satisfactory with the iteration number less than 5.

Besides, for Channel A, only 3 iterations is required (except the 64QAM scheme).

Tap Number Average Power (Lin) Average Power (dB)
1 4.3594 6.3943
2 1.1591 0.6412
3 0.6446 -1.9071
4 0.4854 -3.1390
5 0.3997 -3.9827
6 0.3416 -4.6648

Table 6-11 Channel power profile
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Figure 6-43 Performance of proposed time-variant channel estimator with WLS for QPSK

(SIC-WLS uses original and pseudo pilots, Channel A)
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Figure 6-44 Performance of proposed time-variant channel estimator with WLS for QPSK

(SIC-WLS uses original and pseudo pilots, Channel B)
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Figure 6-47 Performance of proposed time-variant channel estimator with WLS for 64QAM

(SIC-WLS uses original and pseudo pilots, Channel A)
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Chapter 7

Conclusions and Future Works

In this thesis, we propose new channel estimators for time invariant/variant channels, and
apply the methods to DVB-T systems. The distinct feature of the proposed algorithms is that
only one OFDM symbol is required even when the pilot density is low. Basically, our
methods belong to the joint time and frequency domain channel estimation with decision
feedback. The main idea is to use decision data as pseudo pilots for time and frequency
domain channel estimation. The performance of the proposed algorithms is shown to be
superior. When the number of pilots is not sufficient, we can use the WLS instead of the LS
algorithm in the proposed method. The good performance of the proposed methods can still
maintain.

Then, we extend the proposed channel estimators developed for the time-invariant
channels to the channel estimation of time variant channels. Since the number of the
parameters is doubled, more pilots are required in the scenario. Simulations show that the
performance of the proposed estimators is satisfactory even when the mobile speed is high.

As shown, the proposed estimators for time variant channels require the inversion of a
matrix. Also, the ICI cancellation method requires the inversion of a huge matrix. Thus, the
computational complexity will be high. How to obtain a low-complexity channel estimation
and ICI cancellation algorithm can serve as a topic for future work. In this thesis, we only
consider single-input-single-output (SISO) systems. The multiple-input-multiple-output
(MIMO)-OFDM systems becomes popular in recent years, we can also extend the proposed
algorithm to the channel estimation problem in MIMO-OFDM system. This also serves as a

topic for further research.
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