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Compressed-and-forward cooperation with distributed LDPC coding

Student : Pei-Tsung Lu  Advisor : Dr. Wen-Rong Wu

Department of Communication Engineering

National Chiao-Tung University

Abstract

Cooperative communication has been shown to be an effective way to explore
virtual spatial diversity. Except for conventional amplify-and-forward (AF) and
decode-and-forward (DF), the compressed-and-forward (CF) has been proposed for
the cooperative strategy. In CF, the relay forwards the quantized/observed/estimated
data information, which is usually the LLR values of the transmit bits, to the
destination. In this thesis, we propose a CF scheme with distributed LDPC coding.
Conventional CF only uses BPSK modulation at the relay and the throughput in the
relay link is low. To solve the problem, we propose to use a QAM modulation at the
relay. To do that, we have to estimate the distribution of the likelihood-ratio (LLR) of
each information bit. We then model the distributions as Gaussian mixtures, and use
the expectation-maximization (EM) algorithm for the identification of the unknown

parameters. Simulations show that the proposed CF scheme can outperform AF and

DF.



FPARARSA N ERE I REF - Ao ERAFENZI AL D
SR EAREE I KE - BANHBTT ORI R F SRR Y b
Flipfrd 8 0 R A AN GUER P X F 25 > Fopflahr S T o

BEREHTRFL] I RBERBEEI PRI EhwyhFFLLE
¥ RiEhm LR 2 Bt MR R OESE L P LA G TR AL
RS R E e R R R égﬁ,‘]u—h BN ¥ VHE T RS 5 b

Pent Fpnet s REET R FFFF O IR

ﬂl-\
Aﬁﬁ
(\x,
el
(s

FOORE RN ORA A P ARk B A

’)5 7}%’?@__" rf”i%i"‘lff’ﬁj:/]ﬁv ’ ?'g-;\.,;‘; nl;f?ljﬁfy;—‘{‘g\;gﬁigfi o



Contents

ADSEIACT. .. e i
5 P |1
(000131 (=10 | PP PRSPPI |V
LISt OF FIQUIES. ... e e e e e e e e e e eV
Chapter 1 INtrodUCTION. .. .. ..ie e e e e e e e e e e e e e, 1
Chapter 2 LDPC COUBS. .. ... vuieiie et e et e e e e e e e e el
2. L ENCOET ... et e e e e e e e 5

2.2 LDPC codes PrinCiple.......o it e e e 6
2.2.1 MESSAQE PASSING. ..t rveietneene e areeeeeeiieniereneeeneeneeneaneannn.D

2.2.2 Tanner graph.......oooi it e ]

2.3 Sum product algorithm in LDPC codes decoding............ccovvvivieniinnnn.n. 9
2.3.1 Bit nodes to CheCk NOGES. .........cuvviiii i e, 10

2.3.2 Check nodes to bit NOdes..........ocovuviiiiiii e 11

2.3.3 Posteriori probability of bitnode.............c.ooiiii i 14

2.3.4 Sum product algorithm in LDPC....................ceeveeeveennnn 15

2.4 LDPC N 802.15.3C 1ttt tttieiee e eieeeete e eeienieteeeeneeneeneeneeennennen. 10
Chapter 3 Cooperative communication SYStemS.........ccovverieriieieie e e eaeeann 19
3.1 Cooperative COMMUNICALION. .. ... o.vue it ee e e e nenneeeeen 19

3.2 SYSteM MOAEL ... ... o 20

3.3 Amplify-and-forward (AF)........o oo 21

3.4 MRC and demapping INn MQAM .......ccoiiiiiiiii il 21

3.4.1 Demapping and COMBINING.........oovveiiiriniiiiiiieeie e 27



3.4.2 MRC and demapping.......cceveeiveensiineeiie e nenene 28

3.4.3 Performance COmMPariSON..........oeeueirsiis i ceiieieee e e e ene, 29

3.5 Decode-and-forward (DF)..........cocooiiiiiiiiie i e e 230
Chapter 4 Gaussian mixture identification with EM algorithm........................... 31
4.1 Maximum-likelihood estimation.............coov i e, 31
4.2 Basic expectation-maximization estimation................c..coviii e, 32

4.3 Gaussian mixture identification via EM algorithm.........................c.. 34
Chapter 5 Compress and forward in user cooperation.............ccccoevveiieinienennnn. 39
5.1 Compress-and-forward (CF) cooperation strategy.............cccoevvvienvne....39

5.2 SYStemM MOAEl... ... o 41

5.3 Quantizer OPtIMIZAtION. .. ......ieie e e e e e 42

5.4 LLR computation at destination............ccccviiiieiie i 44
5.4.1 BPSK modulation atthe relay.............coooiiiiiiiii i, 45
5.4.2 QPSK modulation atthe relay..............coov i 47
5.4.3 16QAM modulation at therelay.................coeviiiiiiinn.. 48
Chapter 6 SIMUIALIONS. .. ... e e e e e 51
6.1 SCENANO L.\ .ttt it e e e e et e e e 52

B.2 SCENAMO 2. e eee e et e et et et e e e e 56

B.3 SCENANO 3.\ ettt et e e e e e e e 57
6.3.1CaSE 1. .o e D T

6.3.2 CaSE 2. it e D8

6.3.3CaSE 3. .t e e D9

6.34 CaSE 4. .. i e e, 00

B.4 SCENAMO ... ettt e et e e e e 62
B.4.1 CaSE L. et e e 2202

R N O Y TN ¢ X



B.4.3 CaSE 3.ttt
B.5 SCENAMO 5.t et e
6.5.1 CaSE L. ettt
B.9.2 CASE 2. ittt

Chapter 7 CONCIUSION. ... ..t e e e e e e e e e e e e

.64

66

.66

RS (2] (=] 1o 70

Vi



List of figures

Fig. 2-1 An example of message passing (intrinsic information).........................7
Fig. 2-2 Extrinsic information flow...............coo o T
Fig. 2-3 An example of Tanner graph..........cocooiiiiiiiii e e 0.8
Fig. 2-4 Structure of LDPC deCOTEr.......cvrieie it e e e e e e e 9
Fig. 2-5 Probabilities of bit nodes to check nodes.............ccooviii i 10
Fig. 2-6 Probabilities of check nodes to bit nodes................cocoveinnl 11
Fig. 2-7 Posteriori probabilities of bit nodes.............coooiii i 14
Fig. 2-8 Parity-check matrix for rate 1/2, 3/4 and 7/8 in 802.15.3C...................... 16

Fig. 2-9 LLR density functions in different UEP level.....................................18

Fig. 2-10 BER foreach UEP leVel.........cooii e 18
Fig. 3-1 The scenario of relay channel..............ooo e, 19
Fig. 3-2 AF DIOCK diagram.........coeiie i e e e e e e e, 22

Fig. 3-3 Approximate versus exact LLR functions for the in-phase and quad-phase of

the 16QAM constellation.............oov vt 24
Fig.3-4 Partition of the 16QAM constellation.............coovvii i 24
Fig.3-5 Pdf of the LLRINDC and MD.......c.c.oviiiiiiiii e 29
Fig.3-6 DF block diagram..........cooeeviiii i e e 0030
Fig.5-1 Block diagram of hybrid compress-and-forward (CF)...........................39
Fig.5-2 CF for BPSK modulation.............c.ccoiiiii i e en21 40
Fig.5-3 Bin boundaries and index-enCoder.............oooii it ii i e e e 43
Fig.5-4 CF for QPSK modulation.............coveviiviiiii e e e AT
Fig.5-5 The region forw®® andw™™ ... ... . i e, 48

Fig.5-6 CF for 16QAM mMOdUlation...........ccoviuiie i e e, 48

vii



Fig.5-7 The region for w® and w"”

Fig.6-1 BER comparison for AF cooperative/non cooperative systems with

LDPC codes and without LDPC COUES..........cuueiiiiie e e ciiee e
Fig.6-2 BER comparison for various SNRsgr in AF without LDPC codes.........
Fig.6-3 BER comparison for various SNRgp in AF without LDPC codes........
Fig.6-4 BER comparison for various SNRsg in AF with LDPC codes............
Fig.6-5 BER comparison for various SNRgp in AF with LDPC codes............

Fig.6-6 BER comparison for NC, AF and DF, (SNRsg= SNRsp= SNRgp)........

Fig.6-7 BER comparison for NC, DF, and CF in LOS channel,

(SNRSR:SNRRD -8and SNRsp=SNRRgrp - 10) ...............................

Fig.6-8 BER comparison for NC, DF, and CF in LOS channel,

(SNRsg=70B and SNRSp=50B)... ..o veeeeeeeeee e

Fig.6-9 BER comparison for NC, DF, and CF in LOS channel,

Fig.6-10 BER comparison for NC, DF, and CF in LOS channel,

(SNRSR:SN Rrp, and SN RSD:SN RRD-lodB) .................................

Fig.6-11 PER comparison for NC, DF, and CF in Rayleigh channel,

(SNRSR:SNRRD and SNR5D=SNRRD-1OdB)

Fig.6-12 PER comparison for NC, DF, and CF in Rayleigh channel,

Fig.6-13 PER comparison for NC, DF, and CF in Rayleigh channel

Fig.6-14 PER comparison for NC, DF, and CF in Rayleigh channel

viii

.50

58

.59

.60

61

.62

.63

.64

.65



I Introduction

Diversity, operated in the time, frequency or spatial domains, is an effective
technique to combat fading. In practice, spatial diversity maybe most desirable since it
does not have to scarify the spectrum efficiency. To have spatial diversity, multiple
antennas are required. While this is feasible in base stations, it may be difficult in
mobile stations due to size, costs, hardware complexity, or other constraints. To
address this limitation, the concept of cooperative diversity was introduced. In
cooperative communications, mobile stations can achieve uplink transmit diversity by
relaying. In a simple case, a cooperative system consists of a source, a relay and a
destination. The essential advantage of user cooperation is that the relay provides an
additional transmission link by forwarding part or all of the signals originated from
the source to the destination. Cooperative communication provides a simple but
effective means to leverage the processing and transmit power of the relay, as well as
the spatial diversity of the relay channel in a wireless scenario.

Despite the many theoretic advances in wireless user cooperation, practical
strategies at the relay mainly focus on three basic forms proposed by Cover and El
Gamal in 1979 [ 1], namely, amplify-and-forward (AF), sometimes also appear in the
name of scale-and-forward and reflect-and-forward, decode-and-forward (DF) and
compress-and-forward (CF). In AF, it let the relay rescale, retransmit or reflect the
analog signal waveforms received from the source. In DF, the source signals received
at the relay are demodulated, decoded and possibly re-encoded before being
forwarded to the destination. It has extended from its basic mode of the repetition DF
to more complicated mode, such as distributed space time codes and network codes.

CF is also referred to as observe-and-forward, quantize-and-forward or



estimate-and-forward. In CF, the relay forwards the quantized/observed/estimated
data information. The information is usually the LLR values of the transmit data.

The work in [2] introduces another form of the cooperative strategy, i.e.,
decode-amplify-forward (DAF). In DAF, the relay computes the decoder LLR, maps
its analog value to the QAM plane, and then transmits to the destination. At the
destination, the receiver can combine the LLR calculated from the source and that
from the relay. It has been shown that the DAF can perform better than DF and AF.
However, the problem with DAF is the mapping between the LLR and transmission
signal. Except for BPSK and QPSK, there is not easy and straightforward approach
for the mapping. Although a method was proposed for high QAM modulation
schemes in [16], how to obtain a simple and effective mapping remains an open
problem.

In this thesis, we will focus on the CF strategy. A practical CF scheme was
proposed in [11]. In the scheme, only BPSK was considered as the modulation
scheme in the relay link. Also, the turbo code is used as the coding scheme. As we
know, the QAM scheme is more frequently used in actual communication systems,
and the LDPC code is becoming more and more popular. In this thesis, we will extend
the method in [11] and develop a practical CF scheme with the LDPC code.
Specifically, we will consider the QAM modulation scheme in the relay link. To do
that, we have to estimate distribution of the likelihood-ratio (LLR) of each
information bit. We then model the distributions as Gaussian mixtures, and use the
expectation-maximization (EM) algorithm for the identification of the unknown
parameters. Using the method, we can have a higher spectral efficiency for the relay
link. Simulation shows that the proposed CF scheme can outperform AF and DF.

This thesis is organized as follows: In Chapter 2, we brief review the LDPC

codes. In Chapter 3, we describe the principle of cooperative communication and its

2



two basic forwarding strategies, amplify-and-forward (AF) and decode-and-forward
(DF). In Chapter 4, we review the expectation-maximization (EM) algorithm for
Gaussian mixture identification. This algorithm will be used in modeling the LLR
distribution. This distribution is required for the soft relaying method in our CF
scheme. Then in Chapter 5, we describe the details of the proposed CF scheme.

Finally, we give simulation results in Chapter 6 and draw conclusions in Chapter 7.



2 LDPC Codes

LDPC coding history starts with seminal work of Claude Shannon on his most
important paper, "A Mathematical Theory of Communication", in 1948[4]. He
demonstrated that there exists a coding method which can reduce the errors induced
by a noisy channel to any desired level as long as the information rate is less than the
capacity of the channel. The theoretical maximum information transfer rate is called
Shannon limit. Although he didn’t tell how to design this error correction code, his
theory provided a specific goal of communication engineering. Linear Block Codes,
Hamming Codes, Convolutional Codes, and Reed-Solomon Codes are well known
error correction codes these days. In recent years, people start to pay much attention
to Turbo Codes and LDPC Codes, and both of them are considered most complicated
error correction codes.

In 1962, Gallager proposed a low-density parity-check code in his doctoral
dissertation[3]. It provides near-capacity performance but the computational
complexity is very high and its implementation is difficult. Also, the concatenated RS
and convolutional codes were considered perfectly suitable for error control coding.
Thus, his remarkable thesis was forgotten by coding researchers for almost 30 years.
In 1981, Tanner generalized LDPC codes and created a bipartite graph used to
represent those codes[5]. However, it was still ignored by coding theorists. LDPC
codes were noticed again by some researchers until the mid-1990’s because by that
time the VLSI technology is mature enough to implement the code. Since that time, a
lot of papers have been published and LDPC codes have become popular again.

Low-density parity-check (LDPC) codes are a class of linear block codes. The

name comes from the characteristic of their parity-check matrix which contains only a



few 1’s in comparison to the amount of 0’s. Generally, the performance of a long
LDPC codeword is better than a short one. The iterative decoding principle of the
LDPC code is similar to that of the Turbo Code. However, the LDPC decoding allows
a parallel processing architecture, a feature that the Turbo code does not have. As a
result, the LPDC code can be used in very high-speed transmission systems. Another
advantage is that the patent of the LDPC code was overdue, which facilitate its wide

spread real-world applications.

2.1 Encoder

LDPC encoder uses a generator matrix G multiplying the information

vector U to produce a codeword vector V; it can be expressed as UG=V . Since the

LDPC code is linear, vV multiplies to the parity check matrix H_ should become a

zero vector. It can be written as Hp\7T =0.

H V' =H_ (0G)"=0

_ 2.1)
= H,G"=0

Thus, the generator matrix G can be founds using the above equation. We now use

an (6,3) LDPC code as an example. In (N,K)=(6,3) LDPC codes, there are M=N-K

parity check bits. Let the parity check matrixH ; is given by

oS o =
O =
—_ =
—_ o o
o = o

Using Gaussain elimation, we can have



1 100 1 11100 1 11100 1 111

H,=0 0 110 1/=00T1T1U0T1|=(0110T10=01T1120

0 01 0 011010 0 01101 1 100
11100

Hp.: 011010 :[P3><3E|3><3]:[PM><KEIM><M] (2.2)
1 0 0 0 1

where P, 1s an MxK matrix, and 1, ,,1s an MxM identity matrix. Then its

generator matrix G can be found using the following equation.

1 0 01 0 1
G:[|3><3EP3-|>—<3]:[|K><KEPIIXM]: 01 0111 (2'3)
001110
Puixk
Hp.GT:[IMxMEPMxK] :PMXK@PMXKZG
s

Generally, the generator matrix G is not a sparse matrix.

2.2 LDPC Codes Principle [3][5]

2.2.1  Message passing

A LDPC decoder uses the message passing principle to conduct decoding. We
can use a simple example to explain the idea of message passing. Assuming that there
is a line, and you want to know how many people are in it, you can use the following
steps to obtain the answer:

Step 1: While you are informed the number from the person at a location, plus 1 and
transmitting to the other side. The idea is that if a person receives a number N,
that means there are N people at his/her right or left side now.

Using Figure 2-1 to illustrate the idea. At first, everyone knows there is at least one

person (himself/herself), it is called intrinsic information.

S = O

- o O



Figure 2-1 : An example of message passing (intrinsic information)
Step 2: The most left or right person transmits the 1 to his/her right/left side. Then the
person receives this message add the number by 1, and informs the next
person (See Figure 2-2). For the second person, he/her knows two messages;
the first one is that there are 1 person at his/her left side, and the other is that

there are 4 people at his/her right side. Both messages are called extrinsic

information.
1 2 3 4 5
- » - > = - W - » - »
3 o 5
«— G ¢ «— «—
5 4 3 2 1
1 1 1 1 1

Figure 2-2 : Extrinsic information flow
Step 3: After step 2, everyone will know the total number in the line. For the second
person, the total number is equal to 1(intrinsic) + 1(extrinsic) + 4(extrinsic) =
6. We then have the formula that Total number = intrinsic information +

extrinsic information.

2.2.2 Tanner Graph
Analyzing the LDPC decoder with the Tanner graph is necessary for message
passing decoding. An LDPC parity check matrix can be depicted in a Tanner graph, it

is an effective graphical representation for LDPC codes. Not only provide these



graphs a complete representation of the code, they also help to describe the decoding
algorithm.

Tanner graphs are bipartite graphs meaning that the nodes of the graph are
separated into two distinctive sets and edges are only connecting nodes of two
different types. The two types of nodes in a Tanner graph are called variable nodes
(v-nodes) and check nodes (c-nodes). Figure 2-3 is an example for such a graph. The
creation of such a graph is straightforward; it consists of m check nodes (the number

of parity bits) and n variable nodes (the number of bits in a codeword). Check node

C; is connected to bit node B, if the corresponding elementin H, is 1.

1 1110 0] C

H,=[0 0 1 10 1] C,
1 0 Q3P ige, C.
B, B, B, B, B, B,

C3
Check node
Cc2
Q Variable node
Cl

Figure 2-3: An example of Tanner Graph



2.3 Sum Product Algorithm in LDPC Codes Decoding [6]

There are many decoding algorithms for LDPC Codes, such as Majority-logic
(MLG) decoding, Bit-flipping (BF) decoding, and Sum product algorithm (SPA). The
last one is also called Belief propagation algorithm (BPA) and Message passing
algorithm (MPA). The sum product algorithm is the basic and standard decoding
algorithm for LDPC codes.

Figure 2-4 depicts the structure of a LDPC decoder. In the figure, bit nodes and
check nodes compute the bit probabilities in their nodes before send the message to
each others. The probability in one of the bit nodes is decoded by all the check nodes
(except for the check node receives the probability from the bit node) and another
node connect to that bit node. After the computation, the bit node will send this
probability to one of check nodes. In a similar way, the probability in one of the check
nodes is decoded by all the bit nodes (except for the bit node receives the probability

from the check node) connect to that bit node.

Check node

Variable node

Q Another node

Decoder (internal) Decoder (external)

Figure 2-4 : Structure of LDPC decoder

9



2.3.1 Bit nodes to Check nodes

..........................................

Check node Bit node Another node

Figure 2-5 : Probabilities of bit nodes to check nodes

From Figure 2-5, we see that p, is the probability transmitted from another

node N, tobitnode B;; r,

; the probability transmitted from check node C; to bit

node B;; g; the probability transmitted from bit node B; to check node C;. If bit

node B, connects to another node N, and K check nodes, and they are independent,

we then have

P(a;=$)=P(p,=¢) [] P, =¢) (2.4)

jeM (N j}

Where ={0or1}, M(i) isthesetofthe ithrowof H, is1,and M(i)\{j} the

set of M (i) excluding the j th element. Define the Log-Likelihood Ratio (LLR) of a

bit as

P(a=1)

LLR(a) = log PR

(2.5)

We can then compute LLR(r;), LLR(p;),and LLR(q;). Using them in (2.4), we

10



have

LLR(g;) = LLR(p)+ >, LLR(r) (2.6)

j'eM N j}

Thus, LLR(q;)is the probability message transmitted from bit node to check node.

2.3.2 Check nodes to Bit nodes

............................

Check node Bit node

Figure 2-6: Probabilities of check nodes to bit nodes

From Figure 2-6, we see that check node C; is independent to K of bit nodes.

Since it is necessary to satisfy the equation Hp\7T =0, all the bit nodes connect to the

same check node also need to satisfy equation shown below:

B ®B,®B ® -®B OB ®B, @ --@®B, =0 (2.7)

i+1
Then from (2.7), we have

P(r,=1)=P(B,®B,®B,® - ®B_ ®B ®B_, ®--®B, =1)

i+1 (28)
P(r;=0)=P(B,®B,®B,® - ®B_ ®B @B, ® @B, =0)

i+1

11



Using the mathematical induction, we can the general expressions for (2.8).

(1) K=2, P(Bl :1):a1 ,P(52 :1):a2

P(B®B,=)=a(-a,)+a,(-3a)

(2.9)
P(B,®B,=0)=aa, +(1-a)(1-a,)
Then we can rewrite the result in (2.9) as:
2
1-TJa-2a)
P(Bl@Bz:1):1_(1_2al)(1_2a2): i=1
2 2
(2.10)
2
1+]Ja-2a)
P(BIGDBZ:0):1+(1_2a1)(1_2a2): 1
2 2
(11) If K=n-1, the equation is satisfied, then
= H(l 2a,)
P(B,®B,®B,®---®B, , —1)—f \Y
(2.11)
1+H(1 2a.)
P(B,®B,®B,®---®B, , _O)_f_l_lvln—l
n-I
2M, +1=]](-2a) (2.12)
i=1
(111) K=n, P(B, =1)=a,
P(B,®B,®B,®---®B,_, ®B,=)=a,(1-M, )+M, ,(1-a,) 2.13)
P(B,®B,®B,®---®B,_,®B,=0)=aM, ,+(1-a)1-M,_ )
Then it can be spread as (2.14):
1- H(l 2a)
P(B ®B,®-..®8 —1)= 1724 )2(1 M, .
(2.14)
1+H(1 2a,)
P(B,®B, ®--®B =0)= 1+(1-2a, )2(1 2M :

Thus, we can the general expressions as

12



- I a-2Q)

p(r;=1)=P(B ®B,® - ®B, =1)= iE“”\“}z

1+i" H\{i}(l_zQ"')
p(r;=0)=P(B,®B,®---®B, =0)= 5

(2.15)

Where Qi,j = P(qi,j =1), L(j)is the set of nonzero row indexes in the j th column of

H,,and L(j)\ {I} is the set of L(j) excluding the ith element. From the definition

of LLR in (2.5), we then have

P=) [l =29

LLR(r,) = log——"——=1log i'eL(j)\i}
DT —0 T I 129

ieL(H\i}

Consider the following two equations.

. Qi’j i
LLR(qi,j)—log1 = e =

i'j

X s —X X _1
tanh(X) = ex e_x = tanh X= ex
e’ +e 2) e +1

Now, letting X = LLR(qi,j )in (2.18) and using (2.17), we have

Q
LLR(q )) 1-Q
tanh 5 = o) :2inj_1
SR
1-Q

Substituting (2.19) into (2.16) leads to

| LLR(q.
1= JT tanh (;q' ! )]
LLR(r,) = log L

: LLR(q..)
L) i
1+(-1) | | tanh[ 5 J

i'eL()\i}

tanh"l(y)zllogl—i_—y = —2tanh"l(y):log1_—y
2 T1-y 1+y

13
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| LLR(q. )
Let y=(-D""" T] tanh(T”J in (2.21). Then, we can write LLR(r;) as:
i'eL(D\i)

LLR(r,) =2x(-1)"" x tanh ™ H tanh m (2.22)
i) = } > .

i'eL(j\i
So LLR(r;) in equation (2.22) is the probability message transmitted from check

nodes to bit nodes.

2.3.3 Posteriori Probability of Bit Node

..........................................

Check node Bit node Another node

Figure 2-7: Posteriori probabilities of bit nodes

From Figure 2-7, we see that the codeword bit B, is decided by another node

N, and all the connected check nodes. Then we know that

PB=)=P(p =[] P(,=9) (2.23)
jeM (i)
Then,
LLR(B;)=LLR(p;)+ Z LLR(r;) (2.24)
jeM (i)
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So LLR(B;)in (2.24) is the posteriori probability for bit node B; .
Finally, we can make the decision for B,.If LLR(B;) >0, we can decide bit

B, as I. Otherwise, B; is0.

{1 , LLR(B)=>0
B = (2.25)

' 10 , LLR(B)<0

2.3.4 Sum Product Algorithm in LDPC

We now summarize the procedure to conduct the sum product decoding
algorithm for LPDC codes as follows:
Step 1: Initialization: Set the maximum iteration number K,,,, , and assume the initial

probabilities of check nodes to bit nodes as

LLR (1) = log% =0 (2.26)

Step 2: Computation of the probability message from bit nodes to check nodes:

LLR®(q;)=LLR(p)+ Y| LLR(k“)(rij,) (2.27)

JeM@\i}
Where the superscript indicate the result of the thek th iteration.
Step 3: Computation of the probability message from check nodes to bit nodes:
() L1 -1 LLR(k)(qi'j)
LLRY(r;) =2x(-1) xtanh™'| [] tanh — (2.28)
i'eL(D\{i}
Step 4: Computation of the posteriori probability message for B, and making the

decision:

LLRY(B))=LLR(p,)+ > LLR™(r) (2.29)

jeM (i)

Bk _ {1 , LLR¥(B)>0

2.30
0 , LLR“(B)<0 (230)

Step 5: Iteration until the codeword satisfy Hp\7T =0 or k=K -

15



2.4 LDPC in 802.15.3c

In this section, we will introduce the LDPC parity-check matrix in IEEE

802.15.3c systems [7]. First, we should notice about the UEP (Unequal Error

Protection) property in LDPC Codes. In [8], it mentions that bit nodes with differet

degrees have different UEP. The error protection capability of irregular LDPC Codes

is improved with its higher degree. We can call these higher degree bit nodes the

higher error protection nodes. In the other words, with the lower numbers of

connected check nodes, the bit node has the lower error protection. Figure 2-8 is the

LDPC parity-check matrix in IEEE 802.15.3¢ systems with different code rates.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20|21 22 23 24|25 26 27 28] 29 30 31 32
12 |ew|w|aw|d|a|w|xw|lw|w| 2|ac|e|S|le|le|w|le|ll|lale|la|w|acale|a|w|a]lo]|]x|x|«x
2lw| |9 |w|w|w|w|5|5|w|w|w|l0|w|w|w|w|w|w|B8|lw|w|w|owlw|w|w|w|e|aw|w]|=x
Jlxe|ll|w|w|w|15| x| w|lw|w|w|B|ew|e|xw|b|e|li|o|o|le|w|w|e]le|e|w|e]le|ow|=| =
dlow|w|w|10|w|w|2|w|w|l3|w|w|w|w|l0]le|S5|o|o|ofo|w|w|w]e|w|w|ofe|w|e|a«x
Sle|2|w|aw|xw|d|w|a|lw|e|w|2|xc|ae|S|lae|w|o|a|l0je|a|?7|acfje|a|S5|ale|a|x]|ax
Glow|w|w|9|5|w|w|w|w|5|aw|a|w|ll|w|w|8|a|a|efo|la|aw|lbje|2]|aw|ale|a|x]|ax
Tl =2|ll|l || |15« |8|x|=m|«=|[6|o|le|xo|aw| 2|17 2]l=e| 6| =| =] 7| =|=]|=xo]=|«|=]|=
Gll0| w|=w|=w|w|w|xw|2|w|w|(l3|e|w|e|=w|ll|=|5|w|=|0|w|w|eo]|le|e|w|]|le|«w|=x|=
e |=|2 |||l |d|e|2|w|w|w|w|w|w|510|e|w|acje|aw|w| |le|w|w|wfo|ow|w| o

109 |w|w|w|w|5|le|aw|lw|e|5|e|w|w|ll|leo|w|8|w|xo|lb|lao|w|o|le|w|w|lwo|w|o|w|
e | w|ew|1ll|w| o |« |15|w| 8|w|w|=o|6|w|w|w|w|aw|l7|le| x| 6| o]w| o|w| oo w|w|«x
12| e (10| oo | o | 2 | oo || oo || @ | e |13|10| @@ |@ | e | e | o |5 |afae| 0| o] ale|a|a|ala|a|a]| =
13| w|w|w| 2 |w|w|w|d|w|2|w|w|5|w|ow|w|w|l0|w|a|l7|w|w|w]l5]|w|a|aw]w|wn|w«x|l2
Ml |9 | w|w|w|w|[5|w|lw|w|w|[5]|w|w|w|ll|w|w|8|wlw|lb|ow|w]w|w]|w| 2)e|[lb|e]|=
5011 || [15| || || oo | Bl o | w| | B |o|17| o|w|aofo| x| x| bfew|aw| 7] afe| |10 =
6w | |10 w|w| 2| w|w|l3|w|w|o|w|l0|ew|w|o|la|xw| 5 e|aw| 0| acala|8|w]|a|lf]ow|x|wx
L1 L2 L3 L4
parity check matrix of rate 1/2
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26|27 28|29 30|31 32
12w |9 |w|[d|w|eo|5[12]w|[16] e | 5] e 2o |10 5]|o|o|o| w10 8|a| 7 |o]leolo]o]o]|=
2 o |11) o |10 » |15 2 | o | |16 o (10| @ |13 @ | B8 | » |« |10/ 6 |5 [17| o | o |6 | oo |o o | o o | =
32| 2| | 9|5 |4 |w|w|w|13]|w|[16]|w|5|w]| 2] |10]|5]|«|8|w|=|[10]o|e] 7|16]e]| 2 =] =
4010 oo (11| oo | oo [ oo [15] 2 |10 o0 16| w0 | B | a0 |13| o | B | | 0 |10 o | 5|17 ]| a0 (O | B | ] 7] v | =
S{9|w|2|w|w |54 w|16]w|12|w| 2| w5 ]|w|w|«o|10[/5|10[8|w|e|16|w]o|7]e|a]e| =
6o |10 @ |11] 2 |o| @ |15 @0 |10| = |16| @ | B8 |« |13[10| 6| @ | o |o| x| 5|17 |« |06 oo oo =
Tl |9 | o] 2]|w|w|5]|4]|0|16]| |12 o] 2| o] 5] 5|o|w|[10|w|10] 8| «| 7 |16]a]|la] 5| |x|2
Gl11]| w |10| w (15| 2 | @ | @ [16] @ |10 « [13| « [B|w | o |[10]| 6 | o |17 @ | o | S |w| e 0|6 ]e|B8]7| =
L1 L2 L3 L4

parity check matrix of rate 3/4
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1 2 3 4 5 6 7 8 9 101112 13 14 1516 17 18 19 20 21 22 23 24 25 26 27 28 29| 30|31 32
11211 9|10] 4(15] 2| 5|12[16{16{10( 5(13| 2| 8|10| 5|10| 6| 5|17]10| B| 6| 7[16/ 0] 2| «w| =] =
2110] 2111 9| 5[ 4|15 2]|10{12|16|/16( 8| 5(13[ 2| 6(10]5|10{ 8| 5[17|10/ 0| 6| 7|16] 7| 2| =| =
3191101 2|11 2| 5] 4[15]16{10|12|16{ 2| 8| 5(13|10/ 6]10| 5|10]8|5|17|16/ 0| 6| 7| 8] 7| 2] =
4011 9(10] 2|15] 2| 5| 4|16|16|10|12|13| 2| B[ 5| 5|10/ 6|10|17|10| 8| 5| 7|16| 0| 6| 5| B| 7| 2

parity check matrix of rate 7/8

Figure 2-8: Parity-check matrices for rate 1/2, 3/4, and 7/8 in 802.15.3¢c

In Figure 2-8, the integrate number in a grid indicate the shifting number of a

21x21 unit matrix. And, L1, L2, L3, and L4 indicate the UEP level in the parity-check

matrix; L1 has better performance than L2, and so on. The shifting operation in an

unit matrix is illustrated below. For example, for a shift number S=0,1,2 in a 8x8 unit

matrx, we have

(1 0 00 00 0 0]
01 000UO0TO 0O
001 000O0TO0O
J0=00010000
100001 000
0000O0T1UO0O0
0000O0O0OT1O
000000 0 1]

Jl
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Figure 2-9 shows the density function of decoded LLR’s (16QAM) in different

UEP levels at SNR=25dB, and code rate=1/2. We can see that in L1, the distance

between the two modes (corresponding to bit 1 or 0) is largest. In other words, the

probability of decision errors will be the smallest. Figure 2-10 shows the BER for

each UEP level. The result conforms the assertion we just made. In the simulation and
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later chapter, we will need to use the UEP property to facilitate our analysis.
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Figure 2-9: LLR density functions in different UEP level

different Level in LOPC with code rate=1/2

5 556 B B5 7 758 8
SMR

Figure 2-10: BER for each UEP level
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3 Cooperative Communication Systems

3.1 Cooperative Communication

Figure 3-1 shows a simplest three-terminal network consisting of a source, a
relay and a destination, showing the basic idea behind this concept. Since each of the
users sees an independent fading path to the destination, diversity is obtained by
transmitting the data through the relay. By using this approach, multiple
virtual-antennas can be constructed in the transmitter. Many research works also show
that considerable benefits result from signal relaying in fading environments
especially over slow fading channels, including the reduction in outage probability,

high capacity, less power consumption and wider dynamic range.

Relay
terminal

Source Destination
terminal terminal

Figure 3-1: The scenario of relay channel
Despite the theoretic advances in wireless user cooperation, practical signal
relaying strategies have not evolved much out of the three basic forms proposed by
Cover and El Gamal in 1979, namely, amplify-and —forward (AF),
decode-and-forward (DF) and compress-and-forward (CF). In section 3.3 to 3.5, we

will review two basic strategies AF and DF, and also the scenarios including LDPC
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Codes in these two strategies, after the system model is first given in section 3.2.
A particular powerful variation of user cooperation is coded cooperation.
Coded cooperation integrates cooperation into channel coding. The codeword will

experience two independent channels before it is received by the destination.

3.2 System Model [2]

Consider the basic relay system in Figure 3-1 that comprises a source node, a
relay node and a destination node. We consider the half-duplex transmit mode which
means that the system cannot send and receive data at the same time. The user
cooperation is operated in two stages: the broadcasting stage, where the source
broadcasts a packet of data to both the destination and the relay, and the relaying stage,
where the relay processes and forwards part or all of the observations to the
destination. The destination then combines the signals received from both stages to
make a best estimation of the original data. Throughout the paper, we will use
subscripts S, R, D and SR, SD, RD to denote the quantities pertaining to the source,
relay, and destination nodes, and those pertaining to the source-to-relay,
source-to-destination and relay-to-destination channels, respectively.

We take AWGN and block Rayleigh fading as our channel models, which

are described as

Ysr (1) = heg X5 (1) + N (1) (3.D
ySD(i):hSDXS(i)+nSD(i) (3.2)
yRD(i) = hRDXR(i)+nRD(i) (3.3)

where Xg 1is the transmitted signal from the source, X; 1is the transmitted signal from
the relay, y is the received signal and h is the channel state information. In the case of
AWGN, h is a constant of 1. In the case of block fading, h follows a Rayleigh

distribution with a variance of 1, remains fixed over a block of fixed size, and changes
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independently between successive blocks. When we consider a binary-shift keying

(BPSK) modulation, X, € {I,~1} (0—>—1,1->1). The AWGNSs, ng , ng and
Ny » have zero mean and the variances of og,, oo and og, respectively. We

consider spatially independent channels among the source, the relay, and the
destination. We also assume that the instantaneous channel condition is known to the
receivers, so that the decoder can exploit efficient soft decoding algorithms.

With LDPC Codes in the system, we consider the LDPC Code defined in
IEEE 802.15.3c¢, i.e., r=1/2 and (N,K)=(672,336). In the cooperative system, we let
the packet size for transmission is 672 bits. And, the transition protocol is TDMA
which means that in the first time slot the source transmits a data packet to both the
destination and the relay, and in the second time slot the relay forwards the packet to
the destination. In the second time slot, the source neither transmits nor receives

signal.

3.3 Amplify-and-Forward (AF)

In the AF scenario, the relay only amplifies and retransmits the analog signal
waveform received from the source. The operation of AF is quite straightforward,
requiring a lower implementation complexity in digital signal processing. More
importantly, AF can operate at all times, even when the source-to-relay channel
experiences outage.

In the first time slot, the relay receives the data packet from the source. Due to
the channel hg, , the packet will experience fading and be contaminated with noise
Ng - In the second time slot, the relay just amplifies and re-transmits the received
signal to the destination. Finally, the destination uses the maximum ratio combining

(MRC) detector to combine the received signals from the both time slots and recover

21



the original transmitted data

Relay

A 4

Amplifier

encoder|| mapping 3

Source Desitination

Figure 3-2: AF block diagram

Mathematically, the transmit signal at the relay is formulated as

x(y=Y=® 1o N (3.4)

P
where N is the length of the codeword (block), X, (i) is the retransmitted signal at

the relay, and F_’y is the average power of the received signals:

N
p R0 —
_ =l

—  |hg | +od (3.5)

y_T

The destination observes from the source-relay-destination (S-R-D) channel a noisy

signal of the form:

yRD<i)hRD[hSRX3(' IRAL1O% PP

: “<-U

= Dol ) ool iy (3.6)

W,

Equation (3.6) makes the cascade channel behave like a single (block) fading channel

) . . h.,h . ) )
with fading coefficient [L_SRJ , and a complex Gaussian noise of variance
V Py
h. [ o2 . . . .
{%+ Orp |- Where his CSIand o is the noise variance.

y

To conduct decoding, the LLR of the transmit bit must be calculate first. In
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cooperative communication, the LLR in the destination can be calculated by an
efficient way. Upon receiving a symbol, we then have to calculate the LLR of a
certain bit. This is referred to soft demapping and it can be derived as follows [9] :

First, if we receive a signal r, we can get equalized signal y, it will formulate as (3.7).

r(i)=h(i)-x(i)+n(i)—>y(i)=x(i)+% (3.7)
Then the conditional pdf of y is (3.8) and the LLR is (3.9):
P(r (i) () = @) =ﬁexp{—‘ rO-n0-a } (8)

) p(x(i)=a |r(i))
p(b, , =1[r(i)) o ;

o, =01T()  ° 3 p(x(i)=a|r(i)

LLR(b, ,) = log

aeS:Ok)
- Y. P(r)|x()=a)
By equal distributed 1 aeSf'k)
= (6] -
Bayes Rule g Z p(r(|) | X(I) =)
aeS:?k)
oYz mkez, max p(r(i) | X() = @)
~ log - (3.9)

max p(r(i)| x(i) = )

Where Sy is the in-phase part region of 0 in the kth bit,a is {-1,1,-3,3} in the
S1”and Sy, (", and by is the kth in-phase part bit.

Using (3.7) and (3.8) in (3.9), we have

- _ - X 2
m?glgexp(—'r(l) 2h(;) a| )
aeS; (o2
LR =log ri)-h()-a T
e e )
N R, o 2 D=h(i)-a P
:logmaxexp(—|r(l) h(2|) a| )—logmaxexp(—|r(l) h(zl) a| )
aes(h 20 acs(y) 20
_ — . . 2. o 2 . - 2. . 2
_2020{16151§|h(|)| ly(i) -« t53 gslﬁ)lh(l)l ly()-a|
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h()* [ . ) . .
=00 i 0 - - mig |y |

(0)
ozeslvk

8 21h(i) [
£2lhmF 0(2” D, (3.10)

Where D, , =i{min |ly(i)—a " —min|y(i)-«a |2}

aeS}ﬁZ aeS,‘fk)
For a 16 QAM symbol mapping, the function of Dy is plotted in Figure 3-3 and the
16QAM constellation is in Figure 3-4. If we only see the area where y(i)>0, we can

find that the function is nonlinear for two mapped bits. For simplicity, we can

approximate it as a linear function.
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Figure 3-3: Approximate versus exact LLR functions for the in-phase and

quad-phase of the 16QAM constellation
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Figure 3-4: Partition of the 16QAM constellation

We then have

D.kz{ n@. k=l 3.11)
’ -y, (+2 , k=2

The destination then gathers the signals received from both the cascade channel and
the direct source-to-destination channel using maximal ratio combining (MRC),
which in effect is to extract and combine the log-likelihood ratios (LLR) from the

channels, i.e.,

2 2P, |he [l hep [
LR (i) = LLRy (i) + LRy () = 252 L p ‘/72‘ Sj' |_RD2| D, (.12)
Osp | ep | JSR+PyO-RD

Where LLRsp" and LLRgp™ are the LLR of channel S-D and R-D.

Here, we prove that the LLRs of BPSK signals obtained by the summation of LLRs
caculated from the direct and the relay link is equivalent to that caculated from the
received signal after MRC :

Assume the destination receives Ysp from the source and ygrp from the relay:
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Ysp = Ngp X, +Ngpy
hSR hRD

O fSR

where Ny, Nge, Ny € CN(O,N) and P, is the average power of the received signals.

(3.13)

Then we sum two paths LLR in (3.14).

LLRAF:LI'RSD+U'R¥3:2I'I$ODySID+ \/EyZ Yeo
5

Ry
) Nl
2 P
o (hox+np)- ﬁ Qello Mo i)
b,
e e haflo
[ [
2 X+ + X+— Mgt 5Ny
(1+hF2*D) (1+hF2*D) (1+hF2*D)
y y y
= (G149
N,
Then we arrange (3.14) to get (3.15)
hszR héD hSR h;D hSR hRD
2. héD + pl;lz X + hSDnSD + pﬁz N + pﬁz Nrp
(1+22) (+32) 42
y
NO
hSRhliD hSRhRD W
p p
hSDnSD + r)]/z nSR + r)]/2 nRD h2 h2
(1 RD ) ( RD ) srR!''RD
P, y 2 Py
24 X + e x| hg + hZ
SR_ RD (1 RD)
o+ &
(1+150)
i Py 1
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p
2'(XMRC) hszD+ r)]lz
(1+-=5)
= v b ) LLR e (3.15)
0
hSR h;D hSR hRD
p p
hSDnSD + }.12 nSR + r;,Z nRD
1+-=2) (1+-22)
Where X, e = X, + d T d =X, +W,
SR"'RD
p
g+,
(1+-=2)
y
and Var[w]= N, —
hSR hRD
p
2- hi + r‘]’z
(1+-=2)

Thus, the LLR obtained by the summation of LLRs calculated from the two

paths is equivalent to that calculated from the received signal after MRC.

3.4 MRC and Demapping in MQAM

In the last section, we discuss the LLRs of BPSK signals obtained by the
summation of LLRs calculated from the two paths is equivalent to that calculated
from the received signal after MRC. In the following subsection, we try to analysis in
higher level constellation, and we show that the results for these approaches are

different.

3.4.1 Demapping and Combining

From the reference [9], the soft bit value can express as (3.10):
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hi)[, . . : : 2| h(i) [
LR, =MD i | i = min | yii]-e P =20l p
20 aeS,vk aeS,_k O
For the in-phase bits of a 16QAM symbol, we have
i) , k=1
D.kz{ 5 (3.17)
-lyM|+2 , k=2
Then we sum two paths LLR:
, hang
2'h52D Ey
LLR,r =LLRy, +LLRyy =—=D,, +— D, (3.18)
SD

RD .2 2
— Og +0pp
y

The definition of every symbol is as before, and we call this DC.

3.4.2 MRC and Demapping

From the last section 3.3, we find the Y,z ,

Ngp =G, - X, +W (3.19)

2 h2 2 — h h
Yvre = hég +_hSR¢ Xs+hsonso+ hSRhRg \/FTV SR' 'RD
Py +hso

N, +
2 SR — 2
y RD py + hRD

2 K2
hSR hRD

nhly BN
Ey + h;D

(ﬁv +h'§D)2 (ﬁy +hF§D)

G, = [héD + J , variance of noise W is o = N, | h3, +

2

Where G is considered as equivalent channel coefficient, and w is three noise part

combination. Then we can demap the Y, :

—_ . 2 —_ . 2
LLR(b, ,) =log max exp {—l . M} —log max exp {—l . M} (3.20)
: xes!!) 2 o’ xes\) 2 o’
We know that y, .. can arrange to the form of (3.21):
W
Mre = X +— 3.21
MRC S G ( )

c

Put this relation into (3.20), and then we can find the result and here we call it MD:
G [ [ SR >
LLR(b, ) = 252 nig, | Ture.t = %51 | — i, | are.t = %s,1 | (3.22)

O, 1691k

1 . .
Assume D, = _{ min (fyre | = X;,) = Min (fyge | =X, )}
4 | xes X €8y

| 1.k
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211G,

2
Gn

|2

so the LLR can be formulate as : LLR(b, ) = D,

r : k=1
and in16-QAM , D, , z{_” 2, k=2
MRC, | > -

3.4.3 Performance comparison

From Figure 3-4, if we choose a symbol (-1+j) , then the first bit is 0 and second

1s 1. If we consider the fist bit :

DC
2+ 2N +Ng +4/0 e +10
LLR(b )__ (-1)- (O'SR 3) Re (O +2)Ngp +Ngg ++/Tgp + Ny (3.23)
. - +2 QR +2
SR
MD

2
SR O +2

O-SR ";) Re{ Ngp + Ngg ++ (O_SZR +DNgp }} (3.24)

LLR(b, ) = {( D5

From the (3.23) and (3.24), we can find that the means are both zero in the noise part.
But the variance in DC is bigger than the variance in MD. Figure 3-5 shows the pdf of

the first bit LLR in both approaches.

DO al SH-S0-RD- 148 MDD at 5RS0-HD-1dH
wof 5
sl i wrong i
WIONgE ooy 5
ok H I
saaf ;
30 i
0k
w00 30
100
100
; 0 : i
£ ] E] 10 -40 30 20 10 0 a0

Figure 3-5: Pdf of the LLR in DC and MD
The result is MD is better than DC. In the latter simulations in Chapter 6, we

will show the performance of these two different methods at the receiver.
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3.5 Decode-and-Forward (DF)

In DF, when the relay has successfully decoded all the bits in the received packet,
it re-encode a set of bits and re-transmit to the destination. DF typically includes an
option to switch to the non-cooperation mode when the relay fails to decode the
packet correctly. This is to prevent error propagation and improve overall system
performance. In repetition-DF, the destination will combine the signals received

from the source and the relay, i.e.

2 2
LLRye (i) = LLRg, (1) + LLRy, (i) = 2”‘%' D+ 2 lahsD | D, (3.25)
SD RD

The definition of received signals and symbols in (3.25) is the same in AF. Figure 3-6

is the block diagram of DF.

Relay
—» [ De- LDPC | ——
. | |
mapping| |decoder| |f
decode
Rl correct RI
v
LDP AM
Data - = I -.-
encoder | [mapping &
Source R1 Desitination

Figure 3-6 : DF block diagram
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4  Gaussian Mixture Identification With
EM Algorithm

We specify the maximum-likelihood parameter estimation problem and
introduce the Expectation-Maximization (EM) algorithm to solve the parameter
estimation problem in this chapter[10]. First we define the maximum-likelihood
parameter estimation problem, then describe the EM algorithm, and finally use the

EM algorithm to identify a Gaussian mixture.

4.1 Maximum-likelihood Estimation
The maximum-likelihood estimation problem can be defined as follows:
We have a density function p(x|®) thatis governed by the set of parameters ®

and also have a data set of size N which drawn from this distribution,
X ={X,X,,..., Xy } . We assume that these data are independently and identically

distributed (i.i.d.) with the density function p, so the density for the data set is
N
pX|©)=]]p(x|0) (4.1)
i=1
Equation 4.1 is called the likelihood of the parameters given the data, which is

thought of as a function of parameters ® . Here, the data X is considered as fixed.

Then in the maximum-likelihood estimation problem, the main goal is to find

O, Which maximizes (4.1).
O,y =arg max p(X|®) (4.2)

To make the analysis easier, we often maximize log( p(X | ®)) instead of p(x| ®) .
Depending on the form of p(x | ®), the problem could be easy or difficult. If

p(x | ®) is simply a single Gaussian distribution with parameter ® = (1, o) , then we
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can just set the derivative of log(p(X |®))to zero, then directly find zzand o~ .
However, for many problems, it is difficult to find such analytical expressions, so we

have to find more elaborate techniques to solve the problem.

4.2 Basic Expectation-maximization Estimation

EM algorithm is one such elaborate technique. The EM algorithm is
generally used in statistics for finding maximum-likelihood estimates of parameters in
probabilistic models, which is an underlying distribution from a given data set when
the data is incomplete or has missing values. There are two main applications of the
EM algorithm. The first occurs when the data indeed has missing values, due to
problems with or limitations of the observed process. The second occurs when
optimizing the likelihood function is analytically intractable but when the likelihood
function can be simplified by assuming the existence of additional but missing (or
hidden) parameters. The second application is the solution what we are concerned
later.

We assume that a data set X is observed and is generated by some
distribution, and we call it incomplete data. We also assume a complete data set
Z=(X,Y), and a jointly density function arises from the marginal density function

p(x|®) and the assumption of hidden variable and parameter guesses:
p(z]®)=p(x,y|®)=p(y|X,0)p(x|O) (4.3)
Now we can define a complete-data likelihood function p(X,Y | ®). Note that this
function is a random variable since the missing information Y is unknown, random,
and presumably governed by an underlying distribution. Since X and ® can be seen as

constants and Y is a random variable, the original complete-data likelihood function

can be thought of some function as p(X,Y [|®) =h, ,(Y).
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The first step of the EM algorithm is finding the expected value of the
complete-data log-likelihood log(p(X,Y |®))with respect to the unknown data Y
given the observed data X and the current parameter estimation.

Q(0,0"™") = E[log(p(X, Y(©))| X,0" "] (4.4)

Where @ are the current parameters, ® are the new parameter. We use ©“™"
to evaluate the expectation and optimize ® to increase Q. Note that in (4.4), X and
®"are constants, ® is a normal variable that we want to adjust and Y is a random
variable governed by the distribution f (y | X,®"™"). Then the right-hand side of (4.4)

can be rewritten as (4.5):

Eflog(p(X, Y|©))| X,0" 1= [ log(p(X, YIO) f (¥|X,0")dy (4.5)

Where f(y|X,0%") isthe marginal distribution of the unobserved data which is
dependent on both the observed data X and the current parameters ® ", and y is
the region where the Y can take on. If this marginal distribution is a simple analytical
expression of the assumed parameters ®“™" and perhaps the data, the problem will
be easier to solve. However, sometimes this density function might be difficult to find.
The evaluation of this expectation is called the E-step in the EM algorithm.

The second step of the EM algorithm, M-step, has a goal to maximize the

expectation we computed in the E-step. Mathematically, it can be expressed as,

0" =arg max Q(®,0"™") (4.6)

Then, the two steps are iterated, and it has been shown that each iteration is
guaranteed to increase the log-likelihood. The EM algorithm will converge to a local
maximum of the likelihood function. There are many works discussing the
convergence problem, but we will not pursue that here. From the description we give,
it is not very clear how to exactly conduct the EM algorithm, this is because the

details of the steps need to compute the given quantities which are strongly dependent
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on the particular application considered.

4.3 Gaussian Mixture Identification via EM Algorithm

The mixture-density parameter estimation problem is one of the most widely
used applications of the EM algorithm. For this case, we have the density to be

identified as
M
P(x|©)=2 a;p,(x|6) (4.7)
i=1
Where the parameters are ® = {¢,,2,,...,2y,6,,6,,...,6,, } ,z:\ilai =l,and p;, isa

density function parameterized by 6, . It can be also considered as we have M

component densities mixed together with mixing coefficients ¢; .
N N M
log(p(X|©))=log [ [ p(x |©) =D log(> a;p;(x6)) (4.8)
i=1 i=1 i=1

Even with the Gaussian assumption of pj(.), (4.8) is difficult to maximize since it is

highly nonlinear. If we consider X as incomplete, and posit the existence of
unobserved data Y={y,}", whose values indicating which the component density

generated each data item, the likelihood expression can be significantly simplified and

the solution is easier to obtain. Assuming that y, €{l,2,...,M} foreach i, and
y, =k ifthe i, sample is generated by the Kk, mixture component. If we know the
data 'Y, the likelihood can be expressed as:

log(P(X. Y| ©)) = ilog( DX, | Y)P(Y,) = _Nzllogmyi 0, (%16,)) (49)
which is a particular form of the component densities, and it can be easily optimized
using a variety of techniques. However, we do not know the values of Y. If we assume

Y is a random vector, we can proceed.

First, we must derive an expression for the distribution of the unobserved
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data. In the beginning, we guess that®° ={a,a;,...,a%,6°,6;,...,05} . Given®?,
we can easily compute p;(x;|6]) foreach i and j.Besides, the mixing
parameters «; can be thought of as the priori probability of each mixture component,
that is; = p(component j). Using Bayes’ rule, we can know:

_ P, (6160 ayp, (%16))

P(x 16°) zilakg P (X [67)
and
N
p(y | X,0%) =] ] p(y; %,0°) (4.11)
i=I
Where y=(Y,,Y,,...,Yy) isthe independent unobserved data.
For the Gaussian mixture case, (4.4) can be expressed as:
Q(0,0°%) =Y log(p(X,y|®)p(y| X,0°)
yer
with (4.9)
(41@21‘%(“ p, (%16, ))H p(y; 1%;,0°)
M M M N
=2 D> >log(a, p, (%16, ))H p(y;1%;,0%) (4.12)
yi=1y,=1 yn=1i=l j=1
M M M N M N
=22, 2, 2. 2.0, log(e pi(% |0.>)H p(y; |%;,0°7)
yi=1y,=l1 yn=1i=l I=1 j
M N
_Zzlog(al pI(X |9))Zz zé]yIH p(yj|xja®g
I=1 i=l y=1y,=1
Then, we can simplify (4.12) as
M M M N
DIDIEDIC B CARNCY:
Vi=ly,=l  yy=l j=1
M M M N
= > Z > T ey, 1%,,0%) [ pd|x,0°) (4.13)
Y=l Y=y =1y =l j=Lj#i

H {Z p(Y, IX,,®9)]p(IIX.,®g) p | x,0°%)

j=Lj=i\ y;=1

Note thatl €1,2,...,M , and that 221 p(i|x;,®%) =1.Using (4.13), we can write
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(4.12) as (4.14):

N

Q(0,0°%) = ZZlog(Otl P (X [6)pd | x,0%)

i=1

—

M
M N

2. log(a)p(l]%,0%)+> > log(p (X | 6)p(l | %,0°)  (4.14)

=1 i=l 1=1 i=l

In order to maximize (4.14), we can maximize the term containing ¢; and the term
containing ¢ independently since they are not uncorrelated.

To find ¢, , we introduce the Lagrange multiplier A with the constraint that

ZI o, =1. The Lagrange multipliers provide a strategy for finding the

maximum/minimum of a function subject to constraints. For example, if we want to

maximize f (X, Y), and the constraint is §(X, y) = C, then the cost function can be

re-defined with the Lagrange multiplier A as follows:
A(X: y:ﬁ'): f(X9 y)+/1(g(xa Y)_C) (415)

Now, we can solve the following equation for¢; :

%{Zzlogw.)p(l 1%.07)+ A(Y ¢ ~1)]=0 (4.16)
= I
or

iip(nxi,@@’)mzo (4.17)

i=l

Summing both sides overl, we find that A =—N . Then we can get the expression for
a, as
1 N
o =2, p(l1%.,0°% (4.18)
N5
Note that in our scenario, we do not need to consider the parameters «, since we

assume that all component densities mixed together with the same mixing
coefficient ¢, .
We then want to find 6, . For some distributions, it is possible to get an analytical

expression for @, . In our scenario, the distribution is a mixture of two one-dimensional
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. . . . . . 2 2 . .
Gaussian distributions with mean 4, =—u, and variance o, = o, , which is shown

below:

(x-m)

e ¥ lefl,2! (4.19)

p|(X’:u|aU|2): >
2ro,

Taking the logarithm of (4.19), ignoring constant terms, and substituting the result

into the right side last term of (4.14), we can obtain

ZZlog(Q(Xi 16)p(]%,09)

=1 i=l

(—llog(af)—MJp(l | %,0°) (4.20)
2 20,

1 i=1

> Liog(o) pt 1,09~ B4 g ix 09| @21
22 207

1=1 i=1 O,

Taking the derivative of (4.20) with respect to g and setting it equal to zero,

ZN:(X_’U')p(Hxi,@g):O (4.22)

3
izl O

we can then easily solve for 4,

ixi p([x.0%)
=2 (4.23)
z pd|[x,0°%)

i=1
We can use the same method to derive the estimation of the variance. Using the

1

(4.21), we take derivative with respect to (o))" and set the result to zero,

y logalzp(||xi,®g)—ZN:(Xi2_—ﬂ')2 p(l|%,0°)=0 (4.24)

1
22 2

i=1 i=1 o
Finally, we can obtain the estimation for oy :

N 2
Z(Xi 1) p(]x,07%)
i=1

2
o, =

. (4.25)
2. p(1[x.0%
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Now, a complete EM algorithm for the Gaussian mixture identification is derived. To
sum up, the E-step finds the expected value of the complete-data log-likelihood. The
M-step obtains a new estimation by maximizing the expectation computed in the
E-step. The estimation of the new parameters in terms of the old parameters is

summarized as below:

N N
1 N ZX| p(l | X|:®g Z(Xi _Iulnew)z p(l | Xi:®g)
ew :WZ p(| | Xi’®g) : Iulnew — |:|1\1 : JI2new _ =l .
2. p(l]x,07) > p(l%,09)
i=1 i=1
(4.26)

With the EM algorithm, it is guaranteed to increase the log-likelihood and converge to
a local maximum of the likelihood function. Since the EM algorithm is not guaranteed

to find the global maximum, we need to choose the initial values carefully.
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5 Compress and Forward in User

Cooperation

In Chapter 3, we have described two cooperative protocols, i.e., AF and DF. In
this chapter, we investigate another cooperative scheme, called compress-and-forward
(CF). In CF, the relay forwards the quantized/observed/estimated version of its
observations. In [11], the CF for turbo decoder was introduced. In this chapter, we
will extend its use to the LDPC decoder.

Since the SR channel may have deep fades with a high probability, the DF
scheme cannot operate in the cooperative mode all the time and this will cause
performance degradation. The AF does not have the problem. However, the SR
channel may be noisy and retransmission will further amplify the noise. The CF can
alleviate the problems mentioned above. Under the CF, the relay, whether the
decoding is successful or not, retransmits the information from the source to the
destination. Then the destination can combine both the LLR from the source and the

relay for data detection. We will have more details in the later section.

5.1 Compress-and-forward (CF) Cooperation Strategy

relay
Decode correct—p| El;?cf)d(;r —¢
De- LDPC it
mapping Decoder e
Decode fails—» Quantizer Index | TF
Encoder

LDPC QAM
o Encoder Mapping > - - -

source destination

Figure 5-1: Block diagram of hybrid compress-and-forward (CF)
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Figure 5-1 shows the block diagram of the hybrid CF cooperative strategy, but
for simplicity, we just call it CF. In DF, when the decoding in the relay fails, the relay
switches to the non-cooperation mode. As a result, the destination only have the
information from the source; However, in the CF scheme, when the decoding fails,
the relay will switches to a mode which will retransmit the quantized LLR
information to the destination. Figure 5-2 shows the CF cooperative protocol.

r(t)

(R)
NN w® = (b0 (8D

T | D |

t‘s et

Figure 5-2: CF for BPSK modulation
In Figure 5-2, Xs denotes the transmit signal at the source, Vs its received signal at the
destination, " the LLR of a decoded bit at the relay, and w ® an modulated index

7 ®

for the quantized LLR (here only one bit quantization), and z *” the received index at

the destination. Then the destination collects Vv, and z “ to recover the transmit data.

Here, we assume that the LDPC code is used at the source. The overall approach can

be summarized as follows:

1) In the first time slot, the source broadcasts signal X, to the relay and the
destination simultaneously.

2) The relay performs LDPC decoding to estimate X.If X, is decoded
successfully, the relay use traditional DF scheme. If the decoding fails, the relay
quantizes the LDPC-decoder LLR, encodes the index, conduct symbol mapping
with BPSK, QPSK, or M-QAM, and transmits the resultant signal to the
destination.

3) The destination combines the information received form the source and relay to

recovery the information bits.
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Note that in the second time slot, an indicating bit may be piggybacked on the
relay packet, so the destination knows if information bits or LLR indices are
re-transmitted. Besides, if the error rate at the relay is too high, we may also switch to
the non- cooperative mode. This is because if the SR channel is very poor, not much

information can be explored in the relay.

5.2 System Model

Here we consider the same scenario as that in Chapter 3, a typical three-node
relay system. Let the channels be block Rayleigh fading, the variances of all channels
be one, and all noises are AWGNSs, The received signal at the relay and the destination

can be expressed as follow:

lsp () = N Xs (i) + Ng (1) (5.1
Isp (1) = Ngp X () + Ny (1) (5.2)
I'ro (') i hRDXR (i)+nRD (') (5.3)

where Xg 1s the transmitted signal from the source, X; 1is the transmitted signal from
the relay, rsg  and ng, are the received signal and noise at the relay, rsp,, I'rp and

Ny, , Ny are the received signals and noise at the destination (first and second time

slot). All noises have zero mean and the variance of, Ngp, Nsg , Nrp are 0'52,3, aéR and

2 .
Orp » TESpectively.

For decoding, we have to calculate the channel LLR upon receiving the signal at
the relay and destination. For retransmission at the relay, we have to calculate the

decoder LLR. For a received signal r , the LLR can be written as:

_ 2
LLRrZIOg p(r|X—+1)=2h2 X—|—nr ’ nr~N(0,o-r2) (54)
p(rix=-1) o

Where LLR, isthe demapping value for each bit in a LDPC code block, and X is

BPSK signal. Note that we have assumed p(Xx =+1) = p(x=—1)=0.5. For the decoder
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LLR f, we can model it as a binary signal corrupted by a Gaussian noise, i.¢,:
LLR; = g, X+n; (5.5)
Where LLR;is the decoder LLR, z; is the mean of LLRs pdf, and the noise variance

n, ~ N(0,57) . The probability density function (PDF) of the decoder LLR is then

: - 1 ~(F—p,)’
px:+1(r): p+1(r): Fexp{ 2r }
27r0'f2 20;

(5.6)

—(mmz}

()= py(F) =—— exp{
X=-—1 - -1 _\/72 2
2ro; 207;

In the next section, we will discuss the quantizer and index encoder at the relay.

5.3 Quantizer Optimization [11]

In this section, we address how to quantize F’ at the relay, where the
superscript t is the index of a signal in a packet. In CF, an index encoder (IE) typically
succeeds the quantizer to compress the indices of the quantization bins for further rate
reduction. Design of a CF quantizer needs to consider the index encoder type. Here
for simplicity, we consider a fixed-rate index encoding. We discuss the design
procedure by considering a four-level scalar quantizer. However, one can extend the
method to a higher-level quantizter.

Let {u,,i=0,1,2,3,4} be the bin-boundaries where u, and u, are setto be
—oo and o respectively. We assume that the value of f has a symmetric PDF with
respect to the origin. Due to the symmetric property, it is reasonable to letu, =-u, ,
u,=0 , u,=u, ,where u,(>0)isto be determined. Using the scheme, each soft

output of the LDPC decoder is mapped to a two-bit bin-index w®" = (w"” w"") . Let

u® e {u,,u,,u,,u;,u,} and ul e{u,,u,,u,,u;,u,} denote the low-end bin-boundary
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and the high-end bin-boundary for f’. Figure 5-3 shows the bin boundaries and an

example of the index-encoder. For a specific bin-index W , we have
® [ y® W A - [ M\ f
pw® [x0) = [ 1 p o ()P = p.,(F)dF (5.7)
and
) W e E
pw®) =, p(F)df (5:8)
Where X" is the transmitted signal from the source, and the superscript t is the index

of a signal in a packet.

|
00 ! o0l 10 1
|

iy =—0 B =, w, =0 U, =1, i, =0
Figure 5-3: Bin boundaries and index-encoder

The general design goal for a CF scheme, as well as other cooperative schemes,

is for the relay to maximize the amount of “new” information about signal X, . Where

the new, we mean non-overlap information that complements the information
conveyed directly to the destination by the source. Mathematically, this criterion to

maximize can be expressed as,

argmin H(x®" |w") (5.9)

Ug

Where H(x" |w") is the conditional entropy defined as:

Hx fw)y== > px{",w")log p(x [w®) (5.10)
Xét)’w(t)
and where
p(x", W) = pw® [ x(") p(x{") (5.11)
PO W) = p(x”, W)/ p(w) (5.12)
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Substituting (5.11) and (5.12) into (5.10), we can have

HOO (W) == 3 pw® [ %) p(x)-lo PO, W)
) @ oty s s g ( (t))
== 2 J o Py (F)df-p(x)-log pw ()' X p(x")
x(t) (t) J'm p(r) dr

! o pxm(r)dr p(x")
- Z y® pxm(l’)dl’ D(X(t)) log 5
x® w® J.m o(F) dF

e —PFu) ] 1
lo e L= bdf x— 5.13
[ g XP{ 207 } : (5.13)

® \/7
u 1 —(F — : .
—log,[u;t) Ex(exp{%}rexp {%}Jdr}

We observe from (5.13) that H(x{” |w") is a function of u,, the mean of LLR 4,

and the variance o . With the LLRs of a packet available, x# and o; canbe

computed by the EM algorithm described in Chapter 4.

5.4 LLR Computation at Destination

Another important issue in CF is how the destination exploits the information
received from the relay. As mentioned, the LLR is what we need for LDPC decoding.

In this section, we will derive the formula to compute the LLR at the destination using

the observations. In Figure 5-2 , 7Y and vgt) Define z =(:z"?,z""),
d“={d®,d?,...,d"Y,and d© ={®, 20y =0,z 2D} where k is the length

of the signal in one packet.
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5.4.1 BPSK Modulation at the Relay

First, we consider a simple case where BPSK is used at the relay for the

modulation of the quantized LLR. Let

P (X" =)= p(" W) pw [ X" =1)

w®

(5.14)
P [ =0) =3 p(2" | W) p(w" [x =0)
w®
and
p(z® W) = p(2*” W) p(z*" | W) (5.15)
ul) A uth A

PO [X) = [ P (P)F= [ pl2 (P (5.16)

w2V
7O _ £ (5.17)

hRD
Where z"?, 2"V are the first bit and the second bit quantized index received from the

relay, and hg, isthe CSI of R-D.

The LLR we want to calculate is

p(X(t) =1 | d(t)) “log p(X(t) =1 | V(t), Z(t))
p(x(t) :O|d(t)) p(x(t) :0|V(I)’Z(t))

LLR(x?) = log (5.18)

Note that v is the channel LLR of v, and which is computed by the destination.

Assuming that p(x® =1)= p(x¥ =-1)=0.5, we can combine (5.14), (5.15), (5.16),
(5.17), and (5.18) to obtain the LLR which combined the information from the source

and the relay at the destination.
p(X(t) =1 | d(t)) p(x(t) =1 | v Z(t))
p(xY =—1]d") - p(xY = —1|v, z9)
p(V(t), Z(t) | X(t) — 1) p(X(t) — 1)
p(v*.2 [ = ~Dp(x =-1)

LLR(x") = log

=log

Due to V%nd z"%re independent, we can arrange the equation as:

o p(v(t) | X(t) — 1) p(z(t) | X(t) — 1)
® P X =1 p(" X7 =)

(5.19)

Then use the (5.15) and (5.16),
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> (v [x =1)p" (W) p (w1 p (P

wo

log
> (v X ==Dp(E W) p(z w1 ply (e

WO
p(v(t) | X(t) _ 1) Z p(z(t o | W(t 0)) p(z(t D | W(t D)I (t) pitl)(r)dr
= WO
p(v? [xV =~1) o2 (€.0) | \(t0) @) DY U 2O eV df (5:20)
> P W) () [wt [ pt (¢ yd
W(l) |

=log

Here we can find the first part in (5.20) is the same as the LLR we consider in Chapter

3, so we can rewrite as:

2P w)p(a W) [l e
LLR(x <”)_2| hoo [ v +log¥ (5.21)
£ > (" W) pa W[ pl Py

W

Where v is the value through channel equalizer fromv" . Then we can get (5.22):

wd

Z p(z(l ,0) |W(t O))p(z(l 1) |W(t 1))J‘ o exp{ ( _ﬂf) }df
27 207

2
LLR(x") _2lho [ hiD [y +log

(o N
D Zp(z(to) |W(t0))p(z(t1)|W<t1))J'm exp{ (f 2;4) }dr
w® ~ 27T P

Z 1 { (Z(t 0) _ \(t 0)) } 1 { (Z(t B (t 1)) }J,um 1 { ( — 1, ) }
expq— ex . exp rdf
WO 2707, 207 270k, 2040 ui' 27 20;

+1Og 1 (Z(t,O) _W(t 0)) 1 Z(tl) W(tl)) ul® 1 (r+ﬂ )
Z expy — 5 exp I o exp = df
N DY op 207 270k, 207 U2 20;
2
_2] hiD | v
O

70 (OO o) D)2 o 1 Fow)) .
S exp ! ) +( "l ST P
U

exp
W 20-2 2 2O'A2
+log (t,0) (t,0) 2 = (0 D2 ] o A : 2
Zexp (@7 =W (@ -w) J~ 1 exp (Pt ) dF
wb) 2GI§D U ’ 2(7?
— 2| hiD |2 v
Osp
he P (200 Wt 4 (7D g th)2 .
+logz exp e [ € 2 *( ) P+V1V() (5.22)
Wb 20—RD
2 5" (t0) _ \ai(1,0)32 W (D)2 .
_10gz exp _|hRD| ((z w 3 +(z w7 .Pi\,;,m
W 2’O_RD
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Where we assume
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We also assume that the destination will receive the value of J- (T] () df from the
Y

relay by a side information channel.

54.2  QPSK Modulation at the Relay
Note that in Figure 5-2, w" = {w"” w®""} has two bits. Thus, for BPSK, it
needs two symbols to transmit. For QPSK, we only need one symbol. We can let w®”

be a complex number, i.e., W = {w"” + w"" j} . Now, we can re-plot the Figure 5-2

to 5-4.
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Figure 5-4: CF for QPSK modulation
The LLR can then be expressed as:
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Where z|” and z{) is the real part and the image part of z”,and zis the same

definition as in Section 5.4.1.  For each bit of the QPSK signal, we can find that the
region for w"”and w"" to demap. With the Gray coding, the regions are shown in

Figure 5-5. Bit 1 is fromw®"” | and bit 2 is fromw"" .

S A
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. 4 0 00 10
s 4 = 0
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01 11 01 - T . 11 1
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bit 1 bit 2

Figure 5-5 : The region forw"" and w""

5.4.3 16QAM Modulation at the Relay
The idea is similar to QPSK, and the system model is also similar to Figure 5-4.

However, there are 4 bits carried in a 16QAM signal, so we need to modulate two

bin-indices {w"”, W} and (WY W’} to a 16QAM symbol. Therefore, the

n+l 2 "n+l

symbol we send from the relay is w'* ¥ = (w®?, W™ w®D wDy = (W +w, j),

n+l 2 "Tn+l

where w®", w)

= 11, 3} . Figure 5-6 is the corresponding system model.

I’s/' N\
R
U ) = )y gy (E)
’///// ~— \U. = 'Un +’U.n+1]
- " \
A L) (), .
w(5) o= o 0
— D\,
v S

Figure 5-6 : CF for 16QAM modulation
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The two LLR can be expressed as:
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Where z\" and Z'g) is the real part and the image part of 2. For the each bit of the

16QAM symbol, we can find that the region for w”and w"

n+1

to demap. With Gray
coding, the regions are shown in Figure 5-7. Bit 1 and bit 2 are fromw ", and bit 3

and bit 4 are fromw", .

n+l*
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Similarly, we assume that the destination will receive the value of j o () dr
Y

from the relay by a side information channel. After computing the LLR, we can use it

as the input to the LDPC decoder to find the soft decoder LLR. Finally, we make data
decisions as that in (2.30).
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6 Simulations

In this chapter, we will report simulate results evaluating the performance of
different cooperative schemes in different scenarios. In the simulations, we assume
that the instantaneous CSI hg,, hg, and hy, are known.to the receivers, and BPSK,
QPSK, and 16QAM are used as the modulation schemes. The bit error rate (BER) and
packet error rate (PER) are used as the performance measures.

We also assume that hg,, hg,and hy, are spatially independent and
experience slow Rayleigh fading. The variance of each channel is one. We also
consider the line-of-side (LOS) channel in which each channel has an unit gain. As to

the noise, we consider the AWGN. The means of ng,, Ng,and ngare zeros and
the variances are 055, O ,and opp, respectively. Given the SNR and the average

power of a signal Py , we can compute the noise variance easily. For reference
simplicity, we let the SNR of the SR channel be denoted as SNRgy’ that of the SD as
SNRsp, and that of RD as SNRgp.

At the source, we encode the original information bits with the LDPC encoder
defined in IEEE 802.15.3¢ with code rate=1/2. We let the packet size be equal to the
coding-block size. In other words, there is one LDPC codeword (672 bits) in one
packet. Five scenarios are considered. We use the DC scheme for Scenario 1 to

scenario 4, and the MD scheme for Scenario 5.
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6.1 Scenario 1

In this scenario, we consider the LOS channel, i.e, the gain of each channel is
always one. We evaluate the performance of the non-cooperative (NC), the
cooperative, and the cooperative LDPC-coded schemes. Here let
SNRsp=SNRsr=SNRgp. Figure 6-1 shows the simulation results. As we can see, at
BER=10" the cooperative scheme outperforms the NC about 2 dB. Also, AF with
LDPC coding outperforms AF without coding about 4 dB.

We then conduct more simulations for AF without LDPC coding. Let
SNRsp=5dB, SNRrp=1, 5, 9 dB, and SNRgr be varied. Figure 6-2 shows the
performance comparison. From the figure, we see that the higher the SNRgg, the
better the performance we can have. Then, we let SNRgp =5dB, SNRgr=5, 9dB, and
SNRrp be varied. Figure 6-3 shows the performance comparison. From the figure, we
see that the higher channel SNRgp, the better the performance we can have.

Then we conduct simulations for AF with LDPC coding. Let SNRgp=1dB,
SNRgp=1, 5 dB, and SNRgR be varied. Figure 6-4 shows the performance comparison.
From the figure, we see that the higher the SNRgg, the better the performance we can
have. Because of with LDPC coding, the performance is much better than the
situation without LDPC coding. Then, we let SNRgp =1dB, SNRgr=1, 5dB, and
SNRgp be varied. Figure 6-5 shows the performance comparison. From the figure, we
also see that the higher channel SNRgp, the better the performance we can have. Sum

up, cooperative systems with LDPC codes can work better than without LDPC codes.
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6.2 Scenario 2

In this scenario, we consider the system with Rayleigh fading channels. We
compare the PER performance between the NC, AF, and DF systems with BPSK
modulation. The channel SNRs are set as SNRsp=SNRsgr=SNRgp. In AF, the relay
just amplifies the signals and transmits to the destination, so the relay will propagate
the noise. However, it does not have the decision errors. In DF, it is degenerated to the
NC mode when decision error occurs at relay. Despite of that, DF has 1~2.5dB gain

over AF.

AF and NC with rayleigh fading
B

2] -—4—- AF(PER)
--&-- NC(PER)
--EF- DF(PER)

FER

SMR of S0=5SR=RD

Figure 6-6 : BER comparison for NC, AF and DF,

(SNRSRZ SNRSDZ SNRRD)
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6.3 Scenario 3

In this scenario, we assume the LOS channel in the system. That means in
every packet, the SNR is always fixed. We include the CF scheme in our simulations.
In CF, if the relay decodes the information bits correctly, it will choose the DF mode
to re-encode and re-transmits the information bits to the destination. If it decodes the
bits incorrectly, the relay will have two modes to choose, the CF or NC modes. Here,
we set a threshold for the mode selection. If the BER is higher than the threshold at
the relay, the relay will choose the CF mode; otherwise, the relay will switch to NC
mode. The threshold we set is 0.5.

For cooperative systems, the source uses the 16QAM modulation scheme. At
the first time slot, it transmits the modulated signal to the relay and the destination. At
the second slot, the relay uses DF or CF to transmit the processed signal to the
destination. In DF, the 16QAM scheme is used, while for CF, BPSK, QPSK, and
16QAM modulation schemes are used. We use CF (BPSK), CF (QPSK) , and
CF(16QAM) to denote the various CF schemes we consider. Note that the data rates
in the RD channel are different for different modulation/cooperative schemes. In
general, the CF scheme requires a higher data rate. However, as the typical case, the
PER is small, the overhead introduced by the CF scheme will be slightly higher than

the DF scheme.

6.3.1 Case 1

We set the channel SNRs as SNRsg=SNRRrp - 8 and SNRgp=SNRgp - 10.
Figure 6-7 shows the simulation results and we can find that the performance of CF is
much better than DF. Also, the performance of CF(BPSK), CF(QPSK), and

CF(16QAM) is very close. Below SNRrp=15 dB, the performance of DF is almost
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the same as NC. This is because SNRgy is low and the DF always switches to the NC

mode most of the time.

SR=RD-8 SD=RD-10
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Figure 6-7 : BER comparison for NC, DF, and CF in LOS channel,

(SNRSR:SNRRD -8 and SNRSDZSNRRD — 10)

6.3.2 Case 2

We set the channel SNRs as SNRgg=7dB and SNRgp=5dB, and vary SNRgp.
Figure 6-8 shows the results and we can find that in this case the DF is still close to
NC. The performance of the CF scheme improves very quickly as SNRgp is getting

higher. Finally, the BER will saturate around 107.

58



S5D=5dB SR=7dB . threshold=0.5

0 S S e S e e T
D U SRR A By ol 1[4 ]
Ty —e— DF ]
SR A S e o AN et
_______ b 69— CF(QPSK) |

| | : | | : : —B— CF{16QAM)

-------------------------------------------------------------------------------------

BER

o A N S N U S M B
0 2 4 6 8 10 12 14 16 18 20

Figure 6-8 : BER comparison for NC, DF, and CF in LOS channel

(SNRsr=7dB and SNRgp=5dB)

6.3.3 Case 3

We set the channel SNRs as SNRgr=8dB and SNRgp = SNRgp - 10dB. Figure
6-9 shows the simulation results and we can find that the performance of CF is much
better than that of DF while SNRgp is higher than 5dB. The higher the SNRgp, the

larger gain we can obtain with CF.
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6.3.4 Case 4

We set the channel SNRs as SNRgg=SNRgp, and SNRsp=SNRgrp-10dB. Figure
6-10 shows the result. From the figure, we can see that the performance of NC and DF
curve is almost the same when SNRgp is less than 7dB. Also, and the DF is worse
than AF in this SNR region. The reason, as mentioned, DF switches to the NC mode
most of the time. When SNRgp is higher than 7dB, the performance of DF starts to
improve and becomes better than that of CF. As we can see, CF always gives the best

performance among all the cooperative schemes.
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Figure 6-10 : BER comparison for NC, DF, and CF in LOS channel

(SNRSR:SNRRD, and SNRSDZSNRRD— 1 OdB)
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6.4 Scenario 4

In this scenario, we assume Rayleigh fading channels in our system. At the
source, the transmitter uses QPSK as the modulation scheme. At the relay, DF uses
QPSK as the modulation scheme, while CF uses BPSK, QPSK, or 16QAM. Since a
two-bit quantizer is used in CF, the transmit bits at the relay is doubled. We use DC at
the destination. As a result, if BPSK or QPSK is used the data rate of CF is higher
than that of DF. However, if 16QAM is used, the data rate for CF is then the same as

that of DF.

6.4.1 Case 1

We set SNRgg=SNRgrp and SNRgp=SNRgrp-10dB. Figure 6-11 shows the
simulation result. From the figure, we can find that the performance of CF is slightly
better than that of DF. This indicates that the relay either uses DF or NC most of the
time. Also, the performance of the AF scheme is about 2dB worse than the DF and CF

schemes.

S0=3MR-10 , threshold=0.5 (QP3k)
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..................................................................

Figure 6-11 : PER comparison for NC, DF, and CF in Rayleigh channel

(SNRSR:SNRRD and SNRSD:SNRRD— 1 OdB)
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6.4.2 Case 2

We consider two scenarios that SNRsr=7dB and SNRsp=SNRzp - 10dB and
SNRsr=15dB and SNRsp=SNRgp - 10dB. The results are shown in Figures 6-12 and
6-13. From the figures, we see that the performance trend is the same. When SNRgR is
higher, CF and DF can have more gains over NC and AF. Also, CF outperform DF by
1.5~2dB when SNRgp is 15dB. This indicates that the BER at the relay is main factor
influencing the CF performance. When the BER is low at the relay, the CF can then
forward useful LLR information to the destination. When the BER is high, the relay

will either switch to the NC model or forward insignificant LLR information.
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Figure 6-12 : PER comparison for NC, DF, and CF in Rayleigh channel

(SNRSR:7dB and SNRSDZSNRRD - 10dB)
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Figure 6-13 : PER comparison for NC, DF, and CF in Rayleigh channel

(SNRSR:7dB and SNRSDZSNRRD - IOdB)

6.4.3 Case 3

We set the channel SNRs as SNRgg=SNRgp=SNRgp. Figure 6-14 shows the

result. From the figure, we see that AF has more than 2dB gains over NC, but

performs worse than DF and CF. The performance of CF(16QAM) is slightly better

than DF. As mentioned, since the PER is usually small at the relay, we can actually

use CF(QPSK) or CF(BPSK) instead of CF(16QAM) at the relay. In case, we can

obtain 0.5~1dB gain.
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6.5 Scenario 5

In this scenario, we assume Rayleigh fading channels in our system. The source
uses QPSK as the modulation scheme while the relay with DF uses QPSK and that
with CF uses BPSK, QPSK, or 16QAM. Since a two-bit quantizer is used in CF, the
transmit bits at the relay is doubled. Thus, if BPSK or QPSK is used, the data rate of
CF is higher than that of DF. However, if 16QAM is used, the data rate for CF is the
same as that of DF. At the destination, we use the MD scheme to recover the

transmitted data.

6.5.1 Case 1

We consider two scenarios that SNRsg=7dB and SNRsp=SNRgp - 10dB, and
SNRsg=15dB and SNRsp=SNRgp - 10dB. The results are shown in Figures 6-15 and

6-16. From the figures, we see that CF outperform DF by 0.5~1dB when PER is 10™.
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Figure 6-15 : PER comparison for NC, DF, and CF in Rayleigh channel

(SNRSR:7dB and SNRSDZSNRRD - IOdB)
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Figure 6-16 : PER comparison for NC, DF, and CF in Rayleigh channel

(SNRSR:1 5dB and SNRSDZSNRRD -1 OdB)

6.5.2 Case 2

We let the channel SNRs as SNRsg=SNRsp=SNRgp. Figure 6-17 shows the
result. From the figure, we see that AF can have more than 5dB gains over NC, but
performs worse than DF and CF. The performance of CF(16QAM) is better than DF.

In this case, we can obtain 0.5~1dB gain when CF(16QAM) is used.
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7 Conclusions

Diversity is known to be an effective technique to combat fading. With multiple
transmit/receive antennas, spatial diversity, which does not scarify the spectrum
efficiency, can be realized. Cooperative communication has been recently proposed to
achieve virtual spatial diversity. AF and DF are two commonly used cooperative
strategies. Although they are simple to apply, the performance may not be always
satisfactory. In this thesis, we focus on the CF strategy. We extend the method in [11]
and develop a practical CF scheme with the LDPC code. Specifically, we consider the
QAM modulation scheme in the relay link. To estimate the LLRs of information bits,
we model the distributions as Gaussian mixtures, and use the EM algorithm to
identify the unknown parameters. Using the method, we can then have a higher
spectral efficiency for the relay link. Simulation shows that the proposed CF scheme
can outperform AF and DF.

In concluding the work, we outline some possible topics for further research. First,
in this thesis, we assume that the BER at the relay is known and this may be not
realistic. We may use the LLR distribution to obtain an estimate of the BER to solve
the problem. Also, the LDPC coding conducted at the relay is a repetition of that at
the source, and all the coded bits are transmitted. Instead, we may use a different
LDPC code or just transmit some of the coded bits at the relay. This may also serve a

potential topic for further research.
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