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English Abstract

Divisive K-Means Clustering Algorithm for

Determining & and Positions of Cluster Centers

Student: You-Shin Lin Advisor: Dr. Tsern-Huei Lee

Institute of Communication Engineering
National Chiao Tung University

Abstract

Clustering is a well-known research topic, which applied widely in many
fields. Among of the clustering algorithms, A-means algorithm is one of
the most popular, simple, and fast clustering,algorithm. However, there
are two major problems:in the application of the k-means algorithm. First,
the right value of & isiusually unknown in a real'data set. Second, it is
difficult to select effectively inifial cluster centers, and the clustering result
i1s sensitive to the initial cluster centers. In order to solve the two
problems, we propose a new algorithm which extends the standard k-means
algorithm by introducing a conflict term to the objective function to make
the clustering process not sensitive to the initial cluster centers.
Combined with the cluster validation technique, we can determine the
optimal k£ and the positions of cluster centers. Simulation results on
synthetic data sets show the effectiveness of the proposed algorithm in

determining the number and positions of the cluster centers.

il



=1

Acknowledgement

=N

D F A AR R AP ey R - S AR
AipA EHRT Y A

/r'FJ ’ %%5\‘;# ’:;
PR gk k

FA A oLk

TR 7 e

% R R
A gEP EE

N

~

A3 BMEEAL  BHHCAHADET

» TP AN RE 4 R 5 - B2 P Al #;.,tay:@v
LE —fREZ A

S EARZL

b ] $HA RS B -
R ET

F -

LA B ke, B0 W B 2

s
e oA o AN G A EY B rf’lﬁﬁgfé?—-"—t-’%%'u#p% R
&%i—ﬁ’%‘ [T

IR AN e S - A b . & &1 ]
T A RAE N e BB R RGNS k] s BT

(g
3
\'rq‘\

Rt o FLPk A LY o
R#f et Fard —1E e

A SN SN =
* 2 SRR et g R

9 TR ‘éfk.f\éf’;%ﬁ*’ﬁ § A 2 AF koo
iz 2009 # 6 7 A h B2

il



Contents

Contents
LA #ﬁ B criieeeeenneeeerreeneesesnessessesssassssssssassasssssasssssssssasssssssssssnsssesessnssssssnnnsssnne I
ABSTRACT .aeeieeeeeeceereeeeeccessssessssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssss 11
BB eeeererennrennnensnnessnneesnneesnntesanessanessanesssnesssasessasessanesasessasesssasessasessasesane 111
CONTENTS coeeeeeeceeeenneeccesssseescsssssssssesssssssssssssssssssssssssssssssssssssssssssssssssssssss v
LIST OF TABLES ... eeteeceeeneneeeccessssecscsssssessscssssssssssssssssssssssssssssssssssssssss \Y
LIST OF FIGURES . ... oteveeceetnreeeeseessseccscessssssssssssssssssssssssssssssssssssssssssssses VI
CHAPTER 1. INTRODUCTION iioieeeeeeeccerceeeecceseeseeccssessesssssssssssssssssssone 1
CHAPTER 2. RELATED WORKS ... ittt eeeeeenecerereseescessessssssssssssnens 4
2.1, K-MEANS ALGORITHM euulitcuncoeeasnsnbiaeeshmmsiieseeeenneeeesuunneeeessnnnessseennnns 4
2.2. AN EFFICIENT K-MEANS CLUSTERING ALGORITHM BASED ON
INFLUENCE FACTORS [16] . oo it 6
CHAPTER 3. OUR PROPOSEDALGORITHM........cucceerreuneceennennncenens 7
3.1 THE PROPOSED ALGORITHM ....ceuuneeeiifoneeeeeeeeeeeeeeeeeeeeeeeeeeeenneeeeenns 7
3.2  THE PROPERTIES OF THE PROPOSED ALGORITHM ......ceevvuneeeeeeiaeaanns 11
3.3  THE OVERALL IMPLEMENTATION ....ccuuuttetttueeeeeeaeeeeeeneeeeeeeennaeaeeees 16
3.4  THE VALIDATION INDEX .. .tttttuueeeeiiieeeeeeieeeeeeetaeeeeeeeeeeeeeesaanaeeeeees 19
CHAPTER 4. SIMULATION RESULTS uoeeeeceereeeecceeesseeccessssesssssssssssne 21
CHAPTER 5. CONCLUSION ..ueuuieeeeeeecerreeeseccsseessscsssssssscssssssssssssssssses 28
BIBLIOGRAPHY .uueeirteecieereeneceereeeeecsseesssscsssssssscsssssssssssssssssssssssssssssses 30

iv



List of Tables

List of Tables

TABLE 1. THE COMPARISON ON TIMES OF THE BEST POSITIONS OF DETERMINED
CLUSTER CENTERS. .. ettt eaees 24

TABLE 2. THE DETERMINED CLUSTER CENTERS BY USING THE PROPOSED
ALGORITHM AND THE STANDARD K-MEANS ALGORITHM. .....cccoviiiiiiiiiininnnes 25

TABLE 3. THE TRUE VALUE OF K AND THE DETERMINED VALUE OF K BY USING
THE PROPOSED ALGORITHM IN THE DIFFERENT DATA SETS.....cccveviviiiiiiinininns 26



List of Figures

List of Figures

F1G. 1. THE FLOWCHART OF THE PROPOSED ALGORITHM. ..ceuvvniveeeeneenennennnns 10

FIG. 2. THE RESULT OBTAINED VIA THE PROPOSED ALGORITHM WITH

FIG. 3. THE RESULT OBTAINED VIA THE PROPOSED ALGORITHM WITH
A=0.002 . oo 13

FIG. 4 THE RESULT OBTAINED VIA THE PROPOSED ALGORITHM WITH A =0.003.

.................................................................................................................. 15
F1G. 8. THE NUMBER OF CLUSTER CENTERS WITH RESPECT TO DIFFERENT
VALUE OF A e tteitetiee et e e eee et ee e aseestaeesasenasensssssnesensssnssnesensssasenesenssnnsennsennes 16
F1G. 9. THE FLOWCHART OF THE OVERALL IMPLEMENTATION. ...uvvuvvneenennennen. 18
F1G. 10. THE NUMBER OF CLUSTER CENTERS WITH RESPECT TO DIFFERENT
VALUE OF A v tteitetieeetee e etee et eeeeeseeseeesassnesensssssnesensssnssnesensssasenssenssnnsenasennes 22

FIG. 11. THE VALIDATION INDEX V' WITH RESPECT TO DIFFERENT VALUE OF A .

F1G. 12. THE FINAL POSITION OF THE CLUSTER CENTERS. «.evutvteeeeeeeeeneennennnns 23

vi



Chapter 1. Introduction

Chapter 1.

Introduction

Clustering has been one of the most widely studied topics in data mining
and pattern recognition. The task of clustering is to group a set of objects
into clusters so that objects from the same cluster are more similar to each
other than objects from different clusters. Various types of clustering
methods have been propoesed and developéd, for'instances, [1], [2], [3], and
[4]. The k-means algorithm is one of the most popular, simple and fast
clustering algorithms. “K-means-algotithm was proposed by MacQueen in
1967 [5]. Its basic idea is ‘that, given the cluster number £ and a set of
initial cluster centers stochastically, an iterative algorithm is used to
improve the partition of the clusters through moving the cluster centers

continually until the best partition result is obtained.

There are two major problems in the application of the k-means
algorithm in cluster analysis. First, the number of clusters £ needs to be

determined in advance as an input to the k-means algorithm. 1In a real data
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set, k£ is usually unknown. Second, its performance heavily depends on
the initial starting conditions [6]. The k-means algorithm requires a set of
initial cluster centers to start and often end up with different clustering
results from different sets of initial cluster centers. In other words, the

k-means algorithm is very sensitive to the initial cluster centers [7], [8].

Several papers had been proposed to address the issue of choosing the
initial cluster centers for a knewngswvalue of k& [9]-[13]. And those
simulation results are well to solye such problém. But the value of £ is
usually unknown in asreal data set. .In [14], Hamerly and Elkan have
proposed statistical methods to'learfi k7in A=means algorithm. In [15], Li
et al. have proposed an agglomerative fuzzy k-means clustering algorithm
to obtain the exactly number of cluster centers. In this algorithm, the
initial number of cluster centers must be set to be larger than the true

number of cluster centers in a data set.

In this thesis, we propose a new algorithm to solve the above two
problems with the application of the k-means clustering algorithm. The

new algorithm extends the standard k-means algorithm by introducing a
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conflict term to the objective function to make the clustering process not
sensitive to the initial cluster centers. The new algorithm does not need to
know the true number of the cluster centers in advance. It runs with the
value of k=1 at the beginning, and the value of k£ increases by degrees.
When the least objective function value is found, the best positions of
cluster centers will be obtained. So we do not need to select a set of
cluster centers randomly in advance, we just need to calculate the mean
value of the data set and take it ;asithe .initial cluster center. Combined
with cluster validation téehniquesjthe'néw algorithm can determine the
optimal number of clusters and the positions of the' cluster centers in a data
set.  Simulation results. have <demonstrated ' the effectiveness of the
proposed algorithm in producing.the consistent clustering results and

determining the correct number of clusters in different data sets.

In Chapter 2, we introduce background of k-means algorithm. In Chapter
3, we briefly review the related work. In Chapter 4, we formulate the
proposed algorithm to select the number and positions of clusters. In
Chapter 5, simulation results are given to illustrate the effectiveness of the

new algorithm. The last Section summarizes our concluding remarks.



Chapter 2. Related Works

Chapter 2.
Related Works

2.1. K-Means Algorithm
The k-means algorithm is one of the simplest unsupervised learning

algorithms that provide solutions to the clustering problem.  Let
X ={X,,X,,...,X,} be adata set,of.n objects in which each object X, is
represented as [x;,,x,,,.. 5%, |, wherem.is the humber of dimensions, and
Z=2,2y,...,2,] is ank-by-m matrix containing the cluster centers. The
basic idea of the k-means algorithmrisTasfollows. Given the number of
cluster centers k and selected arbitrarily & cluster centers at the beginning.
The next step is to partition the objects to the nearest cluster center to form
a cluster. When no objects are pending, the second step is completed.
The third step is to compute the mean value of each cluster and make it as
the new cluster center. Then it is iterative continually executing the above
of second and third steps until the positions of the cluster centers have no

changes. The overall clustering process of the k&-means algorithm aims at

minimizing the objective function:
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2
% -z, (1)

where C; denotes cluster j and z, is the cluster center of C,. The
smaller J is, the more similar within group data is. The standard k-means
algorithm is described as follows:
Input: Number of clusters k& and data set X.
Output: The final clustering result with £ clusters.
Stepl: Select arbitrarily £ initial cluster centers.
Step2: Partition all the 6bjects to the cluster that has the closest
center.
Step3: Compute the mean valueof each cluster and renew the cluster
centers.
Step4: Repeat Step 2 and Step 3 until the centers no longer change.

Step5:  Output.
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2.2. An Efficient K-means Clustering Algorithm Based on
Influence Factors [16]

Leng at al. [16] have proposed an efficient k-means clustering algorithm
based on influence factors to solve the clustering problem with unknown
value of k. The algorithm has two major steps. The first step is to select
initial cluster centers based on the threshold ¢. The second step is to
merge clusters based on the influence factor until no influence factor
satisfies the merging condition, In this step, it will calculate the influence
factors between each cluster pairs afid'merge them if any of influence factor
is larger than the threshold’ ... When there is no influence factor larger
than the threshold « ., it will-updaterthe cluster centers and run the
standard kA-means algorithm to achieve thé final clustering results. In the
simulation result, it shows that the algorithm has high quality and obtains a

well clustering result when given the best value of threshold ¢ and «_ .
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Chapter 3.
Our Proposed Algorithm

3.1 The Proposed Algorithm
In order to handle the problem of clustering, we propose a new algorithm.

The proposed algorithm aims at minimizing the following objective

function:
n k. k
PU,Z)= ZZu” b — H +4 e zZ,—z H )
j=1 i=1 j=1 i=
subject to
I, ifj=min/,"1<i<n
u,, = eV, - {J argmlon —Z, H} 3)
0, otherwise I<j<k

where U = [uijj] 1s an n-by-k partition matrix.

The first term in (2) is the cost function of the standard k-means
algorithm. If the objective function only has the first term and the value
of k£ is unknown, the algorithm will tend to have the larger value of £ to
minimize the objective function. When the value of k equals to n, the

clusters will be the most compact and the objective function value will be
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minimum. The second term is the square summation of the Euclidean
distance for the all cluster center pairs. Therefore, it tends to have the
smaller value of £ to minimize the objective function. So the second term
is added to provide the strength of the reverse to make the value of & do not
increase unlimited. And we will want to find the exactly value of £ which

makes the summation of the two terms in (2) 1s minimum.

The coefficient n/k of the second term. in (2) is added in order to make
the two terms have the same quantity jof items. ~ Because the first term has
the items of n*k, but the'second term.only has the items of k*k. If the
value of n is large more than'k, the value of the first term must dominate

the objective function.

The main idea of the proposed algorithm is as follows. At the
beginning, we must set the value of the conflict factor 4. Then we use a
cluster center to find the opti mum clustering result by running the
standard k-means algorithm in a given data set. In other word, its initial
optimum position of the cluster center is the barycenter of all objects in the

data set. The initial objective function value P can also be obtained.
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The next step is to choose arbitrarily an object from the cluster which has
the most number of objects and set it as a new cluster center. Then we
also try to find the optimum clustering result by taking the two cluster
centers as input to run the standard k-means algorithm. After finished the
standard A-means algorithm, we can compute the optimum objective
function value P,., and compare with the initial value of P. If P,,, <P,
we continue to run the above steps by increasing the value of £ continually
until we obtain the minimum objective function value. When we find the
minimum value of P, we will obtaifiithe optimuin number and positions of
the cluster centers. The' overall flowchart of the proposed algorithm is

shown in Fig. 1.
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START

Set initial values :
A.nm 2L
!
Set k=1, 7, = the centroid of the objects
¥

Construct the value of u;; and caculater the initial value of P

.

k=k+1

Z new=2
x: choose arbitrarily an object from the
cluster which has the most number of
objects, and set it as a new cluster center
L _newy =Xx

l

[nput Z mew and k to run the
“standard k-means algorithm”

L

Output the new value of #;; and Z_new

:

P,.,. = Calculate new value of P

Output £

Fig. 1. The flowchart of the proposed algorithm.
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3.2 The Properties of The Proposed Algorithm

In the clustering process, the proposed algorithm tries to minimize the
within cluster dispersion and the separations between cluster centers. In
order to balance the two factors, the parameter A4 plays an important role
in the minimization process. The parameter A has the following
properties to control the clustering process.

® When A issmall such that

> 3w,

j=1 4=l j=1 i=1

z—zH

The first term ZZM D, - will.dominate the objective function.

J=1 =l

So the clustering process:willtend to have the larger value of £ to
minimize the within cluster.dispersion.

® When A is large such that

Zk:Zu D, < A—

j=1 i=1 j=1 i=l

k. k

z—zH

The second term A - ZZHZ -z, H2 will dominate the objective

jlll

function. So the clustering process will tend to have the small value

of k to minimize the distances between cluster centers.

11
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-1 -0.5 0 0.5 1 1.5 2 2.5 3 3.5 4

Fig. 2. The result obtained via the proposed algorithm with A =0.001.

For example, we run+a synthetic data set.of 1000 objects in a two
dimension space. Fig. 2 shows the result obtained via the proposed
algorithm with 4=0.001. We can see that when A is very small, the
number of cluster centers generated by the proposed algorithm was more

larger than true number of cluster centers.

12
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-1 -0.5 0 0.5 1 1.5 2 2.5 3 3.5 4

-1 -0.5 0 0.5 1 1.5 2 2.5 3 3.5 4

Fig. 4 The result obtained via the proposed algorithm with 4 =0.003.

13
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-1 -0.5 0 0.5 1 1.5 2 2.5 3 3.5 4

-1 -0.5 0 0.5 1 1.5 2 2.5 3 3.5 4

Fig. 6 The result obtained via the proposed algorithm with 4 =0.18.

14
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-1 -0.5 0 0.5 1 1.5 2 2.5 3 3.5 4

Fig. 7 The result obtained via the proposed algorithm with 4 =0.3.

Form the Fig. 3 to Fig.7, we can see that theresult of the cluster centers
changes in a decreasing order while the value of A changes in an
increasing order. As A increased, the second term will gradually
dominate the objective function, and the clustering result will tend to have
small value of &. However, when A increased to certain level, the
number of cluster centers was same as the number of true cluster centers.
This indicates that the value of A at this time was right in finding the true
cluster centers. Fig. 8 shows the clustering result of the data set of the

example by running the proposed algorithm with different value of A.

15
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Murnber of Cluster Centers
[p]
|

1 | | | | |
- - -4 -3 -2 -1
log(lambda)

Fig. 8. The number of cluster. centers withsrespect to different value of A

3.3 The Overall Implementation
The overall implementation of the algorithm is shown in Fig. 9, and it
automatically run the proposed algorithm to find the best number and

positions of cluster centers.

In the implementation, there are two major loops. In the first loop, we

find the value of conflict factor A, such that the proposed algorithm will
produce k cluster centers, and the value of & must large or equal to the

threshold o« which we defined. If the true number of cluster centers is not

16



Chapter 3. Our Proposed Algorithm

larger than «, the first loop will guarantee the best number of the cluster
centers not be missed. In this simulation, we define the value of o =30
because there are not a lot of clusters in a real data set generally. In the
second loop, the number of cluster centers k is changed in a decreasing
order while A4 increases slowly. Because the second term in (2) will
dominate the objective function by degrees. We consider that the value of
A increases from A A=A xt, where t = 2, 3, ..., and run the
proposed algorithm for each A.. sInsthis loop, we further add a clustering
validation step to validate the clustering result .and record the clustering
result and validation =wvalue. The clustering walidation index will be
defined and studied in'a later.” “When~the'number of the cluster centers
equals to 1, we will stop the loop,.and the clustering result with the least

validation index value will be obtained in the output of the implementation.

17
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Input a data set with n objects

Set the initial A ,;,=0.1 andt=1

Run the proposed algorithm and

h

determine the number of cluster &,

/Emin = /gmin"'rln |

t=t+1

|

A = A ¥t run the proposed

"| algorithm and determine the number of k,

Compute the validation index from the clustering result and
record the clustering result and the index value

t=t+1

Output the clustering results with the
leastvalidation index value

Fig. 9. The flowchart of the overall implementation.

18



Chapter 3. Our Proposed Algorithm

3.4 The Validation Index

The validation index we used is proposed by Sun et al. [17]. The
validation index is constructed based on the average compactness of the
within clusters and separations between clusters. The validation index is

proposed as following form:

Dist(k)
VU,Z,k)=S k)+ ————
(U,Z,k) = Scat( )+Dist(kmax) 4)
where the first term 1s defined as follows:
1 k
Scatlk)= k;HG(z") (5)
cat(k)=
()]
where
o(X)=[01(X).5,(X),....au(X)] . (6)
I & _
0, (X)=-> (%, -%.) " )
i=1
X =lzn:x 8
m ns i,j° ( )
O'(Zl)2[0'1(21),(72(Z]),...,O'm(Zl):|T,and )
1 n
0, () =Dt (% = 2] (10)
i=1

The first term in (4) represents the compactness of the within clusters.

19



Chapter 3. Our Proposed Algorithm

The value of the Scat(k) generally decreases when k increases because

the clusters become more compact. The second term Dist(k) represents

the separations between clusters, and it is defined as follows:

-1
Dist(k)=%i Zk:‘zi—szz (11)
min =1 \_Jj=l
where
D . =ni1¢iJnHzl.—sz and D__ =n?ngzi—sz (12)

So we can know that the smaller value of V, the better clustering result is

20
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Chapter 4.

Simulation Results

In the first simulation, we randomly generate a synthetic data set with
n=1000, m=2, k=6. Each dimension of each cluster of the data sets is
generated as the normal distribution with the standard derivation o =1. Fig.
10 and Fig. 11 show the results of the. number of cluster centers & and the
validation index v with rgspect to_different.value,of conflict factor 4. In
the two figures, we can see that the minimum value of v will be obtained
when the value of k£ ='6.  Fig. 12 shows the clustering result, and these
cluster centers are very close'to the true ceénters of the six synthetic clusters

1n a data set.

21
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25 T T T T T T T T

e ]
m =
T T
1 1
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=
T
1

number of clustering centers k

|:| | | | | | | | |
-10 o -8 -7 B A -4 -3 -2 -1
penalty factor log(d)

Fig. 10. The number of clustet centers with tespect to different value of A.
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validation index v
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Fig. 11. The validation index V with respect to different value of A.
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Simulation Results
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Chapter 4. Simulation Results

For the comparison, we also use the standard k-means algorithm to
generate the clustering result. We run the algorithms in 100 times, and
Table 1 lists the comparison on times of the best positions of the
determined cluster centers. In the Table 1, we can see that the proposed
algorithm generates more consistent clustering results in different
clustering runs. By contrast, the standard k-means algorithm only has
39% opportunity to obtain the best positions of the cluster centers because

it is very sensitive to the initial cluster ,center. The best positions are list

in the Table 2.
Table 1.The comparison-on. times of the best positions of determined cluster
centers.
The proposed The standard k-means
algorithm algorithm
Times of running
100 100
algorithms
Times of obtaining the best
100 39
positions
Proportion of obtaining the
100% 39%
best positions

24



Chapter 4. Simulation Results

Table 2.The determined cluster centers by using the proposed algorithm
and the standard k-means algorithm.

The positions

of true cluster

The best positions
of determined

cluster centers

The best positions
of determined

cluster centers

centers using the proposed | using the standard

algorithm k-means algorithm
Cluster 1 (0.5,0.5) (0.496,0.536) (0.496,0.536)
Cluster 2 (-1.5,2.5) (-1.469,2.482) (-1.469,2.482)
Cluster 3 (-3.5,4.5) (-3.501,4.538) (-3.501,4.538)
Cluster 4 (-5.5,6.5) (-5.495,6.488) (-5.495,6.488)
Cluster 5 (-3.5,8.5) (-3.473,8.521) (-3.473,8.521)
Cluster 6 (-1.5,6.5) (-1.477,6.515) (-1.477,6.515)

Table 2 lists the comparison; of best-positions of determined cluster

centers using the proposed algorithmand the true cluster centers.

We can

see that the best positions of determined cluster centers using the proposed

algorithm are very close to the true positions of the cluster centers.

25



Chapter 4. Simulation Results

Table 3. The true value of k£ and the determined value of k£ by using the
proposed algorithm in the different data sets.

The determined value of k by

Dimensions | Objects | The true value of &
using the proposed algorithm
3 3
500
6 6
2
3 3
5000
6 6
3 3
500
6 6
3
3 3
5000
6 6
3 3
500
6 6
4
3 3
5000
6 6

In the second simulation, we also randomly generate synthetic data sets

with different number of dimensions, objects, and cluster centers to run the

proposed algorithm. The result is listed in the Table 3, and we can see

that the proposed algorithm performed very well.

The best number of

clusters & can be selected from the different data sets by using the proposed

algorithm. Comparing with the standard k-means algorithm, it need to

know the exactly value of &k in advance.

26
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the standard A-means algorithm also does not exactly obtain the best cluster

centers. But the proposed algorithm does not have such problems.

In the third simulation, we run the algorithm which Leng at al. [16]
have proposed by using the above synthetic data sets. On the condition
that the exactly value of ¢ and «,  are given, it can obtain the best
number and positions of cluster centers. By contrast, the proposed
algorithm does not need to be, givensa parameter in advance. It can
automatically find out the exactlymwvalue.of 4, by using the validation
index. In the simulation ‘result, it also-can obtain the best number and
positions of cluster centers ‘as<Same-as 'the’ algorithm in [16]. The
algorithm in [16] must be given the valués of two parameters in advance.
So, it will need to spend some time re-learning the values of two
parameters again when the data set is changed. But the proposed

algorithm also does not have the problem.
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Chapter 5.

Conclusion

In this thesis, we have presented a new algorithm for numerous data
sets to determine the number and the positions of cluster centers. The
proposed algorithm does not need to know the true value of & in advance,
and it makes the clustering process noet:sensitive to the initial cluster centers.
The proposed algorithm“runs withiithe<value® of k=1 initially, and it
increases the value of*k by degrees. .“When the“least objective function
value is found, the best numbeériand positions of cluster centers will be
obtained. So we do not need to select.a set of cluster centers randomly in
advance, we just need to calculate the mean value of the data set and take it
as the initial cluster center. The proposed algorithm aims at minimizing the
objective function, which is the sum of the objective function of the
standard A-means algorithm and the function of the summation of distances
between cluster centers. Combined with the cluster validation technique,
we can determine the exactly value of k& and theirs positions of the cluster

centers.
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Our simulation results have shown the effectiveness of the proposed
algorithm in different data sets. We can determine the best k£ and positions
of the cluster centers in the data sets with different number of dimensions,

objects, and cluster centers
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