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ABSTRACT

A radio-frequency and baseband hybrid beamforming (HBF) scheme is
presented for spatial division multiple access (SDMA) of 60GHz applications
using planar antenna arrays (PAA). PAA with phase shifters for each element
antenna is partitioned into sub-blocks and each block is applied a common
baseband beamforming weight. To suppress the grating lobes of beam pattern
and to maintain the signal to interference plus noise ratio (SINR) of users in the
SDMA system, we study the design of this HBF using convex optimization.
Two design criteria are considered herein: one minimizes the transmit power
subject to a SINR constraint, and the other maximizes the worst case SINR
subject to a total power constraint. Based on these two criteria, the feasibility
and performance of HBF are extensively studied for a two-user SDMA system,
taking into account various factors faced in practice. Moreover, to ensure the
SINR of each user under a certain degree of beam misalignment, two robust
HBF schemes are also proposed according to the design criteria. Simulation
results show that both the SINR and directivity of HBF can be significantly
improved by making use of the convex optimization technique. In addition, the
HBF scheme is robust to some extend to phase variations, beam misalignment
and channel uncertainties.



B Bl

RHRSSRRY  FASEHA R R Lt XA
;hjj“l.»;gg/gﬁ_}_f_{éﬁﬁﬁg PG AMBEBEAALL - BET AR K- B
Y A A IR Bl SR e IS E R G R etk o RN
- Et B St FIR A RAR AT BT ER EEA P K
AAPRLREAFETEAE S AFL 24 X OLE 2 E Y PR
%%??%iﬁﬂiaﬂwﬁi’ﬁ*ﬂuﬁﬂﬂﬁﬁﬁ%i*Pii°

&Ffigﬁmi;‘t/’ﬁv*}?xﬁ EATBET Mﬁ“vﬂi“%géi’%ﬁbi“a’%%
BT o G BRI TRIF AR S

£ RO EHMBWCL %z > A Penflma i a2 dk  9%3
g,

=
m-k-\‘,

VR T R 0 L R RPN o B it o R E R

F RN TE S TEBEE Fo iy B ASTB IR R o B B

O E G PR ATE o 20 E KT RO RE o BT %R g
AFNEL R KTOF 4 {omEgam R A

At ok o BF R B R MG B R 2 U L > BAF ) g

A FTEr o R RE M AT S 3R AR 0 B ]

BEE O Bd RRHAPRA s I HRPAATHALEE 50 B A

Ja.,

e
Shs

ik

FHEBB AN > A GRS R B E o Bl G - R
AR K I A | RS A R R g
el

¥t 2009.10 #rv 2@ < &



Contents

Contents 2
List of Figures 4
1 Introduction 1
2 The Configurations of Planar AntennaArrays 4
2.1 SDMA using reconfigurable PAA" .0 o oL oL oL 8

3 SDMA Using Hybrid:-Beamforming 10
3.1 HBF based on the MD beamforming ===, ‘% . . . ... .. ... ... 12

4 Multiuser hybrid beamforming based on convex optimization 15
4.1 HBF based on the constrained minimization of power . . . . . . .. . .. 15
4.1.1 Power minimization based on LCMP . . . . .. .. ... .. ... 16

4.1.2 Power minimization based on SOCP . . . . . ... ... ... .. 17

4.2 HBF based on the constrained maximization of SINR . . . . .. . .. .. 19

5 The practical implementation for hybrid beamforming 21
5.1 The finite resolution of the phase shifters for HBF . . . . . .. .. .. .. 21
5.2 Robust beamforming for HBF under the steering angle mismatch . . . . 24

5.2.0.1 HBF based on the SINR constraint within a certain region 25

5.2.0.2 The boundary approach of the angle mismatch for HBF 26



6 Simulation Results

6.1 Hybrid beamforming scheme .

6.2 Robust beamforming for HBF

7 Conclusions

8 Appendix

Bibliography

33
33
37

41

42

45



List of Figures

2.1

2.2

2.3

3.1

6.1

6.2

6.3

6.4

Antenna arrays of 8 x 8 planar antennas and the position of the element
antennas with respect to the Cartesian coordinate. . . . . . . .. .. ..
The contour plot of the antenna pattern when P=30dB and the array
factors of the 2-user SDMA based on the partition in Fig. 2.3(a).

Partitions of the planar antenna arrays. Patch antennas in different color
belong to different bléek.” Polarplot of ‘the béamforming pattern of the
hybrid scheme in PAA when 0 =@ /2. o S5 000000

Configurations of the rearranged planar antennasarrays respect to base-
band beamforming weights-and pelar:plot of the beamforming pattern of

the hybrid scheme in rearranged PAA when'f = 7/2. . . . .. ... ...

The contour plots of SINR for user 1, using the RF beamforming and
the HBF of LCMP, with the desired directions of user one and two set at
(¢p1,61)=(m/4,7/4) and (¢o,02)=(37/4,7/4), respectively. . . . ... ..
The beam patterns of user two using the RF beamforming and the HBF
of LCMP, with the desired direction set at (¢o,02)=(37/4,7/4). . . . ..
The beam patterns of user 1 using the RF BF and the HFB of (5.22),
with the desired direction in (¢y,601)=(7/8,7/4). . . . . ... ... ...
The beam pattern of user 2 using the HFB of (5.22), with the desired
direction in (¢o, Oo)=(m/4,m/4). . . . . . ..

36



6.5

6.6

6.7

The contour plots of SINR for user 1 and user 2 when using the HBF with-

out the uncertainties, with the desired directions at (¢1,60,)=(7/8,7/4)

and (¢, 09)=(7m/8,m/4), respectively. . . . . . ...
The contour plots of SINR for user 1 when using the exhausting method

and simplest method to determine the phase for the HBF with the finite

resolution case, with the desired direction at (¢q,0,)=(7/8,7/4).

The contour plots of SINR for user 1 when using the simplest method to

determine the phase for the HBF and using Algorithm 2 and the boundary

approach to compensate the uncertainties, with the desired direction at

(le, 01)2(71'/8, 7'('/4) .............................

38



Abstract

A radio-frequency and baseband hybrid beamforming (HBF) scheme is presented for
spatial division multiple access (SDMA) of 60GHz applications using planar antenna
arrays (PAA). Taking into account the cost of practical implementations, PAA is par-
titioned into sub-blocks and each block is applied a common baseband beamforming
weight. To suppress the grating lobes of beam pattern and to maintain the signal to
interference plus noise ratio (SINR) effusers in the SDMA system, we study the design
of this HBF from the perspective of conyex optimization. Two design criteria are con-
sidered herein: one minimizes the transmitspower ‘'subject to a SINR constraint, and
the other maximizes the worst case SINR subject to a total power constraint. Based on
these two criteria, the feasibility and performance of HBE are extensively studied for a
two-user SDMA system, taking into account various factors faced in practice. Moreover,
to ensure the SINR of each user under a ¢ertain degree of beam misalignment, two robust
HBF schemes are also proposed according to the design criteria. Simulation results show
that both the SINR and directivity of HBF can be significantly improved by making use
of the convex optimization technique. In addition, the HBF scheme is robust to some

extend to phase variations, beam misalignment and channel uncertainties.



Chapter 1

Introduction

The increasing demands on bandwidth for personal and indoor wireless multimedia
applications have driven the research and development for a new generation of broadband
wireless personal area networks(WPAN) jfi=4}s This new WPAN is intended to support
data rate up to 5Gbps or mere and allows for wireless interconnection among devices,
such as laptops, camcorders, monitors, DVD- players and“cable boxes, etc. Besides, it
could also serve as a wireless alternative-to-the-High-Definition Multimedia Interface
(HDMI).

In addition to its very large bandwidth, the new WPAN also demands for short-range
and secure wireless connections. The characteristics of broad unlicensed bandwidth
[5], high penetration loss [6,7] and significant oxygen absorption [8] at 60GHz radio
make it an ideal wireless interface for the next generation WPAN. Furthermore, the
millimeter wavelength of 60GHz radio also makes it possible to use tens of tiny antennas
to steer radio signals with high directivity to the intended receivers. This feature of high-
directivity beam pattern not only improves the wireless link quality [9] but also increases
the spatial reuse factor, allowing for multiple users to gain access to the wireless channel
at the same frequency and time. In view of the great potential of 60GHz radio on WPAN

and the advantages of beamforming (BF) for millimeter wave (mmWave) applications,



we present in this article a cost-effective hybrid beamforming (HBF') technique for spatial
division multiple access (SDMA) using planar antenna arrays (PAAs).

Digital beamforming has been used to compensate the rather fixed radiation patterns
of switch-beam or beam-selection antennas to create more flexible hybrid beam patterns
[10-12]. In conjunction with the phase shifters of the element antennas of PAAs, a
hybrid type of BF is considered in [13] which exploits the advantage of BF both in the
baseband and the radio-frequency (RF) ranges. Motivated by the above results and
taking into account the practical limitation and implementation cost of the full digital
BF, we study herein a special type of digital and RF HBF for SDMA that only requires
four digital processing paths to support HBF on a 8 x 8 PAA illustrated in Fig. 2.1.

The entire PAA of Fig. 2.1 is partitioned into four blocks of patch antennas. Each
block is driven by a digital BF weight, while eachr element patch antenna in a block
is equipped with an individual phase-shifter. To.suppress the grating lobes resulting
from the over-reduced number of digital BE weights [14], and to maintain the quality of
service (QoS) for users in the SDMA systems, we study the design of this HBF based
on the convex optimization [I5}.

Convex optimization has found-many applications in BF designs [16-22], among
which [16,17] apply convex optimization for'the synthesis of the desired array pattern,
while [18] considers BF design for the maximization of the signal to interference-plus-
noise ratio (SINR). Besides, [19-21] design BF weights to compensate the effects of
wireless channels at the transmitter side. In addition to the growing applications of
convex optimization, recent developments on the numerical tools [23,24] further provide
a simple and fast approach for solving the convex optimization problems in many BF
designs. Motivated by the results in [21], we study herein HBF designs for a two-user
SDMA system using PAA. A number of design criteria are investigated in the sequel,
which include the maximization of the SINRs for users in the system subject to a total

power constraint on PAA as well as the minimization of the total power consumption



subject to a SINR constraint for users in the SDMA system.

For practical applications, we consider the finite resolution of the phase shifters,
since it is the pratical feasiblely implemetation of the phase shifter. There are a lot
of uncertainties for the realistic phonemomial, such as the steering angle mismatch,
antenna array geometry error, and environmental noise. In this paper, we consider
the phase uncertainties for the hybrid beamforming scheme. In order to compensate
the effect of those uncertainties, the concept of robust beamforming can be applied
[25-28]. Two strageties of the robust beamforming are considered, which include the
SINR constraints within a certain region as well as the boundary approach for the worst-
case SINR constraints.

Simulation results show that both the SINR and directivity of HBF can be improved
with the convex optimization techniques and are much higher than those obtained with
conventional BF schemes such as the linear constrained minimum power method [29].

The content of this artiele is.organized in the following order. First, some concept
and the configuration about*PAA will besreviewed in Section 11 and applied to SDMA
using reconfigurable PAA. In Section IIL [the baseband-and-RF hybrid beamforming
(HBF) will be introduced for SDMA; and a classieal digital BF technique will be reap-
plied to this new setting of PAA HBF over mmWave radio. In Section IV, the same
HBF idea for SDMA will be elaborated with more advanced BF algorithms based convex
optimization. In Section V, the finite resolution of the phase shifters for pratical appli-
cation is considered,and the robust beamforming methods are used to compensate the
phase uncertainties. The performance and tradeoffs of the various aforementioned HBF
schemes will be analyzed and evaluated in Section VI. Some simulations on an OFDM-
based WPAN will also be conducted to verify the performance of HBF for SDMA over

mmWave radio. Enclosed below are some brief descriptions for the content of this article.



Chapter 2

The Configurations of Planar

Antenna Arrays

We specify in this sectiopithe configurations of planar antenna arrays (PAA) for
hybrid beamforming. Sixty-four identical patch antennas are aligned to form an 8 x 8
antenna matrix as shown i Fig.” 2.1(a). Then, we define the position of each element
antenna for the N x M antenna arrays=imFigz=2.1(b). The patch antenna at the
coordinate of (n,m) denotes the phase shifter corrésponding to the position which is
at the n-th number on the z-axis and m-th mumber on the y-axis. For convenience
of expression, we call the antenna at the coordinate of (n,m) as the (n,m)-th patch
antenna where n € {0,1,...,N —1} and m € {0,1,..., M — 1}. Each element antenna
is equipped with a phase shifter to maneuver the phase of the signal radiating through
it. Given the large number of antennas available for 60GHz applications, it is beneficial
to use the antennas to serve multiple users in addition to increasing the received signal
to noise ratio (SNR) of a single user. Taking into account the practical limitations of
circuit implementations, the arrays of antennas are partitioned into blocks, and each of
which is driven by a baseband signal processing path. In other words, the baseband

beamforming weights are applied to the antennas on a block basis. Antennas within



Figure 2.1: Antenna arrays of 8 x 8 planar antennas and the position of the element
antennas with respect to the Cartesian coordinate.
the same block are applied the same baseband beamforming weight. Depending on the
applications, several types of part}tjoné will bé €onsidered in the sequel. To begin with,
we first characterize the beamspattern of-this hybrid u‘tyge of radio-frequency (RF) and
baseband (BB) beamforming; ElS \ a

To facilitate the analysié Aand highlight the perform%nce of hybrid beamforming
(HBF), the coupling eﬂ“ectska‘mong élerﬁént agljcennas‘arej neglected in the sequel. As
a result, the total beam pattefn of a biock of a‘parti’pi‘(u)n can be expressed as the prod-
uct of the electric field of a single antenna and the array factor corresponding to the

block [14].

The far-zone electric field of a single element antenna is given by

E(¢,0) = Egag + Eyag + Era; (2.1)
where
hWWkEye k" sinY sin Z
Ey=9j——m— X 2.2
= p_— {cosgbcos ( v ) ( 7 )} (2.2)
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Figure 2.2: The contour plot of the antenna pattern when P=30dB and the array factors
of the 2-user SDMA based on the partition in Fig. 2.3(a).

hW k Ege k" inY in Z
E, :j—oe [CosesingbcosX <SH;/ ) (SH; )} (2.3)

r

and E, = 0 as r > 2 (see [14] for the far field definition). The physical meaning
of some parameters are illustrated!in Fig. | 2.1, and Eyq is a constant. For convenience

. = PAN . L L i . . A
of expression, we also define X = %Lsmecos Dl %sm&sm o, 4 = %COSQ and

A 2
k_)\

The contour plot of the eleetric fieldsis shown'in Fig: 2:2(a) as P|E(¢,6)|? in dB in the

with A being the radio wavelength:

cylindrical coordinate, with P =30dB. The dimeénsions of the element patch antenna
used in the simulation are L = W = 1mm, h = 0.1lmm and the distances between
adjacent antennas are set to dr = dy = 2.5mm. The radial coordinate is mapped to the
elevation angle 6 and the angular coordinate is to the azimuth angle ¢ of the antenna
pattern. The vertical coordinate displays the antenna gain in decibel. We note that the
antenna pattern is not symmetric with respect to the azimuth angle, ¢. The pattern is
narrower in the direction of ¢ = £7/2.

The array factor of each block depends on its relative position in the PAA. For the

partition shown in Fig. 2.3(a), we define an index pair, (p, q) € {0,1}?, for each block of
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Figure 2.3: Partitions of the planar antenna arrays. Patch antennas in different color
belong to different block. Polar plot of the beamforming pattern of the hybrid scheme
in PAA when 6 = 7/2.

the PAA. Given the index pair (p, q) of s block, the corresponding array factor follows

A(p,qj.(¢> 0) =
el W =
_ e'J“p{V(\I'erﬁz,(p,q)) Z:éﬂn—l)(‘I’z+(—51)pﬂx,<p,q))

1 i

3
[

o
% ei@.{\ff(‘l’y ‘*‘5?,(?_7‘«1) ;

N = (e ) (Ve 176, 5,0)) (2.4)

m=1

where ¥, = kd,cos¢siné and v, = kd, sin ¢sinf. The distances in the z and y
directions between adjacent patch antennas are denoted by d, and d,, respectively. And
Ba,(pq and By pq are the corresponding phase differences in the z and y directions
between adjacent patch antennas. The number of antennas in the x direction of a block

is M and the number of antennas in the y direction is N. Given the desired direction

(@d,(p.q)» Oa,(p,q)) set for the block (p,q), Ba,pq) and By ;e are equal to

ﬁx,(pyq) = (—1)p+1k‘dx sin 9d7(p7q) COS gbd,(p,q) + 2617T (2.5)

Byway = (=1)7kdysin by g sin @y, p,q) £ 2com (2.6)



where ¢; and ¢, are any integers. It is noted that the array factor (2.4) is a periodic
function with a period of 27 and is zero whenever (¢, 6) satisfy either one of the following

two conditions

Vo 4+ (=1)PBe (p,g) = 2¢c3m/N (2.7)

v, + (_1)qﬂy,(M) = 2cym/M (2.8)

when c3 and ¢4 are integers not equal to the multiples of N and M, respectively.

2.1 SDMA using reconfigurable PAA

Adjusting the antenna phases of aiblock Based on (2.4) ~ (2.8), the main beams of
different blocks can be tuned towards the directions 6f different users, offering spatial
division to support multiple.access (SDMA }.of users.  Despite the array gain provided
by (2.4), the signal to interference-plus-noisé ratio (SINR) of SDMA also depends on
the antenna pattern of (2.1).and the beam patterns of adjacent users.

Suppose that all patch antennas 111 Fig. 2.3(a) aréused to support a single user. The

maximum achievable array gain in this case-is 201og,,(64) = 36 dB when

\I/m + (—1)7)@37(1)7(1) = 20571' (29)

Uy + (=1)26y.(p.q) = 2¢6m, {c5,¢6} € Z (2.10)

Scaling the power by 1/M N for each element antenna of the M x N PAA, the maximum
effective array gain is 10log,,(64) = 18 dB.

On the other hand, if each block in Fig. 2.3(a) serves a user with an 4 x 4 antenna
array, the maximal array gain now reduces to a smaller value of 20log,,(16) = 24 dB.
Except for the smaller array gain, each user’s signal is also interfered by the signals of

adjacent users. Fig. 2.2(b) shows the array factors for the 2-user SDMA based on the



partition in Fig. 2.3(a). The two beams are pointed toward the elevation angle of 7 and
the azimuth angles of 0 and 7, respectively. As can be seen from the figures, the side
beams of adjacent users overlap with the main beam of the user of interest, making it
difficult to maintain the SINR in practice. To provide a better control for the SINRs of
users supported with PAA, a hybrid approach of beamforming (HBF) is introduced in

the next section to take the advantage of baseband beamforming techniques.




Chapter 3

SDMA Using Hybrid Beamforming

The SDMA method introduced in Section 2.1 is based on phase adjustment with
the phase shifter of each element arntenna. However, adjusting only the phases of the
radio signals sometimes may not be able-te-achieve the desired SINR for the user of
interest, as the beam direction of the user"might be severely jammed by the side beams
of other users. To overcome this difficulty;” baseband beamforming techniques can be
used to jointly steer the beam patterns.and-suppress the interference for all users. More
specifically, in addition to steering the main beam towards the direction of interest, the
baseband array factor can be nulled as'well in the'directions of other users’ main beams.

However, it is impractical to apply a baseband beamforming weight for each element
antenna of the 8 x 8 PAA. Taking into account the implementation cost, each partition
of PAA is driven by a common baseband beamforming weight, while each antenna is
still equipped with an individual phase shifter. To distinguish the array factor B(¢,0)
formed with the baseband beamforming weights of a user from the array factor A(¢, )
obtained by tuning the phase of the radiated wave of each antenna, we refer to B(¢,0)
as the baseband array factor (BAF) in contrast to the array factor A(¢,#) tuned in the
radio-frequency (RF) band.

Now we consider this hybrid type of baseband and RF beamforming for the simple

10



partition shown in Fig. 2.3(a). Suppose that the RF array factor (RAF) for differ-
ent blocks of a user are the same and pointed to the desired direction of interest, the

composite beam pattern of HBF is given by

H(,0) = B(¢,0)A(¢,0)E(6,0) (3.1)

where A(¢, 0) is the array factor of the 4 x 4 antenna arrays. In the extreme case of Fig.

2.3(a) that the entire PAA is used to support a single user, the BAF is given by

1 1
B(¢a 0) = Z Z w(r,s)€j4rwx 6]48\1!‘7’. (32)

where U, £ kd, cos ¢sin§ and v, = kdysin ¢ sin 0. The enlarged distances between the
adjacent effective antennas make 4kd, = 4kd, =47 in (3.2) as do = dy = A/2, which
in turn results in the periodi¢ baseband heam pattern of B(¢, ) shown in Fig. 2.3(b).
The angular coordinate corresponds to the elevation angle 6 and the radial coordinate
represents the normalized beamforming gain. Due to the periodic pattern, the product
of B(¢,0) and A(¢, ) will yield:significant sidelobeg on both sides of the main beam.
For clarity, the RAF A(¢,0) of the'4 X 4-block is also shown in Fig. 2.3(b). Since the
patch antenna has a fixed radiation pattern, its pattern is not shown in the figure.

The strong sidelobes of HBF with the partition in Fig. 2.3(b) will cause sever in-
terference in SDMA. To suppress the sidelobe while still be able to benefit from the
advantage of HBF, we consider an alternative partition in Fig. 3.1(a). Patch antennas
of the same color belong to a block and are driven by the same baseband beamforming
weights. Thus, the PAA is still partitioned into four blocks in Fig. 3.1(a). With this
partition, the distances between two element antennas increase to (2d,, 2d,) in both the
x and y axes. While the largest distances between any two effective antennas become
(dy, dy) of the distances between the blue and the yellow blocks. Consequently, the

periodicity will now appear in the RAF instead of the BAF.

11
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Figure 3.1: Configurations of the rearranged planar antenna arrays respect to baseband
beamforming weights and polar plot of the beamforming pattern of the hybrid scheme
in rearranged PAA when 6 = 7/2.

Fig. 3.1(b) shows the polar plots of the BAF and RAF according to the partition in
Fig 3.1(a) when 6, = 7/2. The RAF still bears the’same form of (2.4) except that the

|
BAF now becomes the forni“of F -

parameters d, and d, now hécome 2dfand 2d,, tespectively. On the other hand, the
= L 1 b

=4 el 3
Bl 0) =INOST e retsty. (3.3)
£ r=0 s=0

Despite the periodic pattern of RAF, %t clearlyksh‘ows that the product of B(¢,0) and
A(¢,0) will form a sharper and stronger mainbeam along the desired direction. This
makes the configuration in Fig. 3.1(b) more suitable for joint beam steering and inter-

ference suppression in SDMA.

3.1 HBF based on the MD beamforming

According to the configuration of Fig. 3.1(a), we consider a partition to implement
HBF for two-user SDMA. The antennas in blue and yellow colors of Fig. 3.1(a) belong
to user one, and the antennas in green and orange belong to user two. That is two BF

weights are employed for each user. The resultant BAF for user one and two are given

12



Bi(¢,0) = w(1,0)+w(1,1)€j%+ﬂy (3.4)

BQ(¢, 0) = w(g,o)ej% + U)(271)€j\1/y. (35)

Now to steer the main beam towards the direction of the user of interest and, in
the mean time, to suppress the interference in the direction of the other user, a typical
method is the so-called maximum directivity (MD) BF [30].

The MD BF basically constructs the baseband BF weights by superposition of the

steering vectors

>

s1(4,6) [N =+ 2| T (3.6)

SQ(¢7 Q)

l|>

[e2t= el TV L (3.7)

of user one and two in (3.4).and (3.5), respectively. Specifically, the BAFs are expressed

as

2

By (910) B biflee 1], (3.8)
1=1
2

By(,0) £ " cile e e Mui]sy, (3.9)
i=1

where W,; £ kd, cos ¢; sin§; and U, £ kd, sin ¢; sin 0;, and {¢;, 0;} is the desired beam

direction of user 7. Substituting the constraints of

1, 1=m
0, 1#m

back into (3.8) and (3.9) yields the coefficients b; and ¢;. Furthermore, equating the
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Bp.(¢,0) respectively for m € {1,2} in (3.4) ~ (3.9) results in the baseband BF weights

2
Wity = Y e Tt i), (3.11)
i=1
2
Wary = Z cie I e o=y e £ 11, (3.12)
i=1

Though simple and straightforward, the MD BF does not offer the degrees of freedom
to control the total power of BF and more, importantly, the signal to interference-plus-
noise ratio (SINR) in SDMA. In the next section, we refine the design of HBF based on

the concept of convex optimization.
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Chapter 4

Multiuser hybrid beamforming

based on convex optimization

Our goals for the design of HBF for SDMA-aré twofold: one is to minimize the overall
power consumption subject fo the signal quality. constraint of each user, the other is to
look for the best SINR for each user subject to the total power constraint. To meet
the design objectives, we consider anumberjof-design/criteria from the perspective of
convex optimization. They are glassified in two categories and described in the following

subsections.

4.1 HBPF based on the constrained minimization of

power

A widely used approach for power minimization is the linear constrained minimum
power (LCMP) method [29]. To minimize the power consumption of BF and, in the
mean time, null the interference in the beam direction of the user of interest, we first
apply the LCMP subject to (s.t.) constraints similar to that of the MD beamforming in
(3.10).
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4.1.1 Power minimization based on LCMP

Let u;(t),7 € {1,2} be the transmitted signal of user ¢, with E[|u;(¢)|?] = 1. The

baseband transmitted signal for the two-user SDMA can be modeled as
X(t) = S1U1 (t) + S2u2(t). (41)

where the steering vectors s; and s, are defined in (3.6) and (3.7), respectively. To design
the BF weight vector w; for user ¢ such that the output power and the interference to

the beam direction of the other user are both minimized, the LCMP is formulated as

arg min wi'S,w; (4.2)

el o (4.3)

where S, = E{x%(t)}, C £4s;(¢1,01), 8:(a, 0 )] with {#, 0;} being the desired beam
direction of user i, and e; is"a 1 X 2 'basis vector with 1 in the ith position and the others
zZero.

The above optimization problem can be easily solved by making use of the Lagrange

multiplier as below
J=w/S,w; + [w/C—el| \ + \ [C"w,; — ¢,] (4.4)
with A = [\, \2]7. The resultant optimal BF weight vector for user 4 is given by

wi =ef'[CcHS'Cc]tCcHs . (4.5)

)
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4.1.2 Power minimization based on SOCP

The BF weight vectors obtained with the LCMP method are essentially carried out
individually. The output powers for user one and two are not jointly minimized. In
addition, we often are more interested in searching for BF weights that can guarantee
the SINR for each user. To design BF weights that fulfill the above goals, we adopt
an alternative approach making use of the standard second order cone programming
(SOCP) for convex problem.

To formulate the design for BF weights that minimize the power consumption and
maintain the SINR, we first define the SINR for SDMA using HBF. For convenience of

expression, we rewrite the composite beam pattern (3.1) for user i as

T Wngi(gb, 9)7 S {172}' (46)

Following the above notatiéns, the SINR with respect t6 (w.r.t) the i-th user at its

desired beam direction (¢;, 07) is defined as

e (0:, 0|

SINR; (6, 0;) = ,
(00 00) = Wi (6, 0) P 02

(4.7)

where o2 is the noise variance. Given the SINR definition, now minimizing the total

baseband power subject to SINR constraints can be formulated as

argminy, >0, [[wi
P(70) = 4 s.t. min; SINR; (67, 6;) > 7o (4.8)
ie{1,2}

where 79 > 0 is the lower bound on the SINR.

This above strategy guarantees that all users can at least receive a quality of service
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(QoS) characterized by 7. Setting a real-valued variable p, (4.8) can be rewritten as

Mil{w, p} P

P(y0) = { s.t. min; SINR; (7, 6;) > 7o (4.9)

2 .
Zi:l HWZHQ <p, € {172}

The SINR constraints are actually not convex. To apply the convex optimization scheme,
the constraints need to be reformulated.

Since the BF vector with an arbitrary phase rotation is still optimal as long as the
BF vector itself is already optimal. Without the loss of generality, we can constrain

wHg; to be nonnegative real [21]. Define

G(¢s, ) = i | (4.10)

0 g2(0a, 0;)

which is a matrix of dimension 4 X 2 and. det'w = vec{w;, wo} where vec(.) is the

vectorization operation. The constrainf can be rewritten-as

2

1 GH(@,@)V’V/
(1 ; ,y—) i [ e, (4.11)

0 On

Since wig; > 0 fori € {1,2}, we can take the squared root on both sides of the equation,

1 GH(@,@)‘%
1+ —wigi > i€ {1,2) . (4.12)
Yo o

n

yielding
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As a result, the optimization problem now becomes

4
Mil{w, p} P

P(y) = ¢ st 1+ - wi'g > (4.13)
On

\ Wil < v/p

which is of the standard form of SOCP, thus can be solved efficiently by using the CVX

toolbox [24].

4.2 HBF based on the constrained maximization of

SINR

Another strategy for HBE design-is to-maximize the minimal SINR among all users
subject to a constraint on the sum of all users’ transmitted power. The design problem

is formulated as

MaX (v, min; SINR;(¢;, 0;)
S(Py) = ) (4.14)
5.t i lwill* < Py

where Py > 0 is the upper bound on the total sum power.

Unfortunately, (5.22) can not be formulated as a convex optimization problem. Nev-
ertheless, it can be solved with an iterative algorithm in [21] that makes use of the
connection between power minimization and SINR maximization. The iterative proce-

dure is based on the following theorem quoted from [21].

Theorem 1. [21] The power minimization problem of (4.8) and the SINR mazimization
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problem of (5.22) are inverse problems, namely

% = S(P(70)) (4.15)

Py = P(S(Py)). (4.16)

Furthermore, the optimal objective value of each optimum problem is continuous, and is

strictly and monotonically increasing with its input argument, i.e.

Yo > Yo = P(7) > P(7) (4.17)

Py > Py = S(Py)) > S(R). (4.18)

The proof of this theorem can begfound in"[21], Based on Theorem 1, S(F,) can be

solved iteratively with the algorithm summarized below.

Algorithm 1

—_

. Initialize v,,;, = MinSINR and 6. = MaxSINR

N

repeat
3 %0 — (Ymin + Ymaz)/2
4 Py — P(v)
it Py < Py
then Ymin <— Yo

5

6

7 else Vmaz <— Yo
8: until ﬁo =B

9

. return vy and w;

The MinSINR and MaxSINR must be adjusted such that 130 = P, exists with a feasible
Yo € [MinSINR, MaxSINR].
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Chapter 5

The practical implementation for

hybrid beamforming

In practice, the phase shifter can only"be-adjusted to certain predefined values, and
different phase shifter also couples an individual. random offset to the predefined values.
Thus, the phase differences of the received signals in the desired direction may not be
perfectly compensated with"phase ‘shifter==Torguarantee. the SINR of each user under
this phase uncertainty, we consider two types of robust beamforming methods to combat

the phase uncertainty.

5.1 The finite resolution of the phase shifters for

HBF

This section discusses the finite resolution of the phase shifter of each element
antenna for HBF. Since considering the practical circuit implementation of the phase
shifter, it has the finite resolution of the phase shifters, means that the adjustable
direction of the phases for each phase shifter are restricted into the limited kinds.

To take into account the pattern of the patch antenna which is narrower in the
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direction of ¢ = +7/2, we define the finite resolution set of the elevation angle 6 and

azimuth angle ¢ for each phase shifter as follows

©:{0€0Blf=n+1/2)(r/2)/K,n=0,...,K — 1}

O :{pePlp=m2n)/L,m=0,...,L—1}

where K denotes the number of the finite resolution for the elevation angle, and L
denotes the number of the finite resolution for the azimuth angle. According to the
above definition of the phase, there are K x L types of the fixed maneuvered phase
applied for each phase shifter. For the generality of discussion, we apply the N x M
antenna arrays of the effective antenna for HBF, and the equivalent antennas of all users
share the same phase shifter. Henge, only K X L types of the directions for the effective
antenna of each user can be adjusted. Therefore, the RF array factor of the effective

antenna for the i-th user can be presented as

2

M-
Ai(¢,8) = I ¥ t8:,)] i [2m(Vy +0y; )] (5.1)

,_.

i
=}

n m=0

where 3, £ _kd, cos @i sin?; and Sy, & —kd, sin'g; sin v; are the maneuvered phases of
the i-th user, and (¢;,9;) € (®,0) are the direction of those maneuvered phases. The
above array factor shows that the direction of the maneuvered phase for each element
antenna are absolutely included in the (®, ©) set.

In order to find the approximate pattern compared with the idea case, we consider a
simple and straightforward concept to decide the maneuvered phase of each user. Since
there are K x L possible types of the adjustable directions for each user, we can jointly
design the phase of the RF beamforming and the weights of baseband beamforming
based on the finite phase condition. Two methods are used to approach the maneuvered
phase of each user, and the performance of each method will be shown in the section

of the computer simulation. First, the straightforward method for this problem is the
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exhausting search described as below.

e Exhausting search: It considers the total possible permutation of (¢, ) within
the (®, ©) set to decide the maneuvered phase for each user with the best perfor-
mance of HBF.

For this method, each user has the K x L possible types of the maneuvered phase,
the possible permutation of the maneuvered phases for all users denote the K x L to
the power of i. We will decide the maneuvered phase of each user with the minimum
transmit power of the power minimization problem in the whole possible permutation.
It means that each discrete phase is considered to the power minimization problem to
obtain the weights guaranteed the SINR constraints, thus we can choose the feasible
phase with the lowest transmit power in comparison with that of others.

Therefore, the complexity, of the comipiitation can'be expressed as (K x L)’. Ac-
cording to the expression of the complexity with the exponential terms, the exhausting
search may have the myriad simulation tumes. However,, the exhausting search takes
too numerous computation to apply forthe practical implementation. In view of this
huge computation, we propose#another simplest methed to simplify the process of the

computation.

o Simplest method: It directly maps the maneuvered phase of each phase shifter
into the nearest resolution of the maneuvered phase in comparison with the ideal

case.

This method considers a simple and straightforward concept to simplify the exhaust-
ing search. The maneuvered phase of each pase shifter is determined as the one with the

most adjacent distance compared to the idea case, and the computation rule for distance
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can be presented as the function below.

N-1M-1

Z Z €j2n(mzd+ﬂzdi ) ej2m(\1}yd+ﬁydi)

n=0 m=0

N—1M-1 2

— 30 et im it )

n=0 m=0

e {1,2}

N—1M-1 2

MN =3 37 e2n(eatfo) gizm(¥yatsy)

n=0 m=0

i€ {1,2} (5.2)

where (3, £ _kd,cos¢;sinf; = —V,, and Byai £ —kd, sin ¢; sin0; = —V¥,, are the
idea maneuvered phase of the i-th user at the desired direction (¢;,6;). The definition
of the distance between the fixed adjustable phases and the idea phase can be defined
as the sum of the distances between the phase at the direction (¢,6) and that of the
desired direction (¢, 6;) for total phase shifters of the user i. Since only K x L types
of the fixed maneuvered directions for each user can be chosen to steer the phase of the
phase shifters, we decide the phase offeach user-with the minimum value of function

file, V) where (p,1) is in the' (@y O) sét, namely

i ;) = ar min (0, 1). 5.3
(00 = arg,_uin _ fi(p.0) (5:3)

where (¢;, ;) denotes the determinative direction of all phase shifters for the i-th user.

5.2 Robust beamforming for HBF under the steer-
ing angle mismatch

In the practical applications, the steering vector will have an arbitrary mismatch,
and it will result in the decadency of the HBF. Therefore, We design the robust methods

to compensate the degrade effect of the uncertainty to guarantee the SINR of each user.
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5.2.0.1 HBF based on the SINR constraint within a certain region

In this section, we present an algorithm to achieve the optimum case that minimizes the
total baseband power subject to the SINR of each user which is greater than a given
threshold within a certain region of phase. This criterion can offer a steady transmit
efficiency within the desired region to compensate the uncertain phenomena. The phase
uncertainty of the i-th user can be defined as A¢; for the azimuth angle and A6, for
the elevation angle. Therefore, we define a set, called (®;,©;) which contains five di-
rections for the ¢-th user, that the first term presents the desired beam direction and
other terms are directions neighboring the desired direction. The set can be presented
as (i, 0;) € {(d4,0:), (i + A¢i, 0;), (9 — Ay, 0:), (¢4, 0 + A0;), (di, 0; — Ab;)|i = 1,2}
Hence, We can control the desired region of phase by adjusting (A¢;, A6;). The process
of this algorithm is similar to Algorithm 1. We can solve this optimum problem with a
given SINR threshold ~. by iteratively solving P(~;) for different ~;, which is the SINR
of the i-th user at desirededirection. The optimum results can be derived until the
minimization of the SINR;(®;, ©,) for the'i-th user is equal to ~.. Obviously, we can
find a contour line whose SINR s equal to #; sufrounding a region in the contour plot
of SINR for each user. If the contour plot of - SINR within this region is convex, the
optimum results can guarantee that the SINR within the region is at least equal to 7.

The algorithm can be summarized as followings.
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Algorithm 2

—_

. Initialize v,,;, = MinSINR,; and 7., = MaxSINR;

N

repeat
30 % — (Ymini + Ymaai) /2

4 P(v)

5: if min{SINR;(®;,6,)} < 7.
6 then Yomin <— Vi

T else Ymaz <— Vi

8: until min{SINR;(®;,0,)} = 7.
9: return SINR;(®;,0;) and w;

The MinSINR,; and MaxSINR; bound the-SINR range for the i-th user while the algo-
rithm has feasible solution.

This algorithm guarantees the SINRsachievement within a certain region of the di-
rections. In the following, We consider anothersrobust method that approximates the

boundary of the angle distortion based on the convex optimization criteria.

5.2.0.2 The boundary approach of the angle mismatch for HBF

We apply a robust beamforming which considers the worst case of the angle distortion
[25]. Therefore, the phase uncertainty of the i-th user can be defined as Ay; for the
azimuth angle and A, for the elevation angle. In Section 8, we make an approximation
to simply the uncertainties of the azimuth and elevation angle and introduce the effective
uncertainties for the composite phase.

To set d(nm) which denotes the effective distortion for the (n,m)-th phase shifter
based on the coordinate of Fig. 2.1(b). Then, taking into account the finite resolution

of the phase shifters and the steering vector mismatch, the actual RF array factor for
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the i-th user can be expressed as

N-1M-1

Ai(6,0) = 3 et e ] m (Bt )l gidn m (5.4)

n=0 m=0

In order to simplify the complexity array factor to analyze the robust beamforming
method, we approximate the array factor while the distortion is enough small shown as

followings

o |
29

,0)

-1 M-

%

,_.

eI 2n(VatB,)] pi[2m(Ty+By,;)] (1+ jotnm))

m=0

3
Il
=)

N—-1M-1

{(6,0) + 3 Siyekuageiledm ol

=0 "m=0

Il
S

where h;(¢, 8) denotes the RE 'steering vector defined as

hi — [1’ 62j(‘1’y+/3yi), . B ’e2j[(N_1)(‘I’m+rBwi)“‘(M_l)(‘l’y"'ﬁyi)]]

and A denotes the steering vector distortion defined as

A = [50,0),001)s s SN-1,M—2), ON—1,m-1)) " -

We define that the norm of the steering vector distortion A for whole phase shifters can
be bounded as following

Al <e (5.6)

where € > 0 is the known constant. According to the hybrid beamforming pattern of

27



(4.6), the composite beam pattern for user ¢ can be presented as

= w;'gi(0,0) + wlei(d,0)A

= w;'Bi(¢,0), i€{1,2} (5.7)

where €;(¢,0) = jsi(¢,0)h;(¢,0)E(4,0) denotes a matrix with dimension 2 x (NM).
Therefore, the SINR with respect to the user i at its desired direction (¢;,6;) can be

redefined as
RGO
Sygillwi'g; (64, 0:) |7 + o

The following is to discuss the tobust formulation of liybrid beamforming. First design
criterion is the power minimization problém which minimizes the total transmit power

subject to SINR constraints formulated as

ar gt w, Z?zl “WF”2

1Ay || < e,i € {1,2}

where vy > 0 is the lower bound on the SINR. For this robust adaptive beamforming
problem, we will propose a worst-case approach for the SINR constraint and reformulate
this problem in a convex form as the SOCP.

At first, we consider the approach for the desired signal term of the SINR. Applying
the triangle inequality, the lower bound approximation for the desired signal can be

expressed as

\Wigi(0:,0)] = [WHgi(¢i, 0;) + wiei(d, 0:)A
> |[wigi(i, 0,)] — [whei(i,0,)Al|.

(5.10)
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Then, considering the Cauchy-Schwarz inequality and the inequality ||A| < e, we have

that

W gi(0i,0:)| — |[wiei(, 0;) A
> |[wigi(¢i, 0:)] — W/ ei(¢s, 0:)[[]| Al

> |lwi'gi(61,0:)| — ellw!’es(d:, 0)]] - (5.11)

Therefore, we present a lower bound for the power of the desired signal as following

Iw!gi (5, 0:)|1* = ||Iwi'gi(¢,0:)| — ellwie;(:,6; H” (5.12)

For the interference and noise term_ofithe SINR with the ¢-th user, we can propose the
upper bound estimation using the aforementioned similar process. Applying the triangle

inequality, we propose the upper bound estimation like this

|W§{gj(¢i, GilF erj(ébi, 6;) Al

Lihwlig; (@, 0)[+ wlei(dn. 0,)A. (5.13)

Using the Cauchy-Schwarz inequality and the inequality [|A|| < e, the upper bound

approximation can be reformulated as

‘ngj(@, ;)| + ’erj(@, ;) Al
< |wig; (i, 0:)] + [wi'e; (i, 0:)[[I|A]

< |w)'g;(@i,0)] + 2llwi'e;(ei, 6:)]]. (5.14)

The upper bound approximation for the whole power of the interference and noise can
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be shown as

SiillwiEs (¢4, 05)]17 4 0

) (5.15)
< Sy [[Iwh (61, 0:)| + el wie; (6, 0| + o2

Using the boundary approximation from (5.12) and (5.15), the SINR for user 7 has the

lower bound expressed as

NS [wi'gi(i, 0) ||
SINR; (¢, 0;) = L
Yl Wi'gs (i, 0:) |17 + o2
2
- 1w gi(, 0:)] — ellwiei(¢:, 05|
- 2 .
Sz || |wH g (¢4, 0:)] + el whe; (¢, 0,)||||” + o
The power minimization problem can be refenmulated as
_ avgnin, o] w2
P() = (s 00l Tt (51,00 1| (5.16)
s.t e

18| s (9 ) el e (01,091 ||+

where v9 > 0 is the lower bound on the-SENR=

Since the SINR constraints are not convex, we reformulate the constraints to satisfy
the convex optimization scheme. Without the loss of generality, we can constrain wi’g;
to be nonnegative real and wfe; to be nonnegative real vector. Therefore, the SINR

constraint can be rewritten as

H H
1 wig; +ellwje|
%HWZH& —ellwleil? > | ! , i€ {1,2}. (5.17)
On

Since wi’g; —e||lwHe;|| > 0 for i € {1,2}, we can take the squared root on both sides of
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the equation, yielding

H H
1, " wig; +ellw;e;|
— (wi'gi —¢llwi'el]) = . i€ {1,2). (5.18)
\/%( ) o, { }

Then, we introduce the parameters t; and «; into the SINR constraint, and the constraint

can be reformulated as tree constraints with the standard form of SOCP showed as

followings

)
ti > wig; +e[|wile;||

— (wlgi —ellwlel]) > o

v (5.19)
ti
CYiE )y tzzo,aZZO,ze{l,Q}
b
+ (o= witgs) 2 fiwsle |
L (wi'g = \oar) = lwfe ]|
- ( V/00%) (5.20)
ti
a; 2 ) t,ZO,a,ZO,zE{l,Q}
\ O-n
As a result, the optimization problem now'becomes
( .
M fw; p} P
L(ti—wi'gs) > [[wilel|
— : (wi'g — yoai) > |[wllei|
Plyw) =4 st. (5.21)
t;
OC@'Z ) t1207a220,26{1,2}
o

. Iwl<vp

which is the standard form of SOCP, thus can be solved efficiently by using the CVX

toolbox.

31



The second strategy for HBF design is to maximize the minimal SINR among all

users subject to the total power constraint. It can be formulated as

max(w,} min; SINR;(¢;,6;)
S(R=y st XL w6 < B (5.22)
Al <e

where Py > 0 is the upper bound on the total sum power. This SINR maximization

problem can be solved by using Algorithm 1 with the power minimization problem of

(5.9).
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Chapter 6

Simulation Results

6.1 Hybrid beamforming scheme

We demonstrate simulation results for the HBF schemes proposed in the previous
section for SDMA. The transmit signal‘to noise ratio in the following simulations is set
to 30 dB for each user if no specific description.

Fig. 6.1(a) presents the contour plot=ef SINR" for user 1 when using the RF BF
method of (2.4). The desired directions of user one and two are set at (¢1,61)=(7/4,7/4)
and (¢q, 02)=(3m/4,7/4), respectively. A similar SINR contour plot for user 1 is also
shown in Fig. 6.1(b) when using the HBF of LCMP. The contour plots are shown in
the cylindrical coordinate. The radial coordinate maps to the elevation angle € and the
angular coordinate maps to the azimuth angle ¢. The value of SINR; (¢, 6;) for user 1
in Fig. 6.1(a) is equal to 9.366 dB, while it is equal to 23.817 dB in Fig. 6.1(b) for the
HBF of LCMP. This demonstrates that the interference can be effectively suppressed in
the desired direction of user 1 using the HBF method.

The effectiveness of HBF can be more clearly seen in the beam patterns of users.

Fig. 6.2(a) shows the strength of the beam pattern of user 2 when using the RF BF. The
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SINR SINR

Figure 6.1: The contour plots of SINR for user 1, using the RF beamforming and the
HBF of LCMP, with the desired directions of user one and two set at (¢1,0;)=(7/4,7/4)
and (¢g, 05)=(3mw/4,w/4), respectively.

strength of beam pattern in different (¢, 0) is also displayed in the cylindrical coordinate.

It can be seen from the figure that'there exists a stfong mainlobe in the desired direction

of (¢9,62) = (3m/4,7/4). While itpalsopshows a strong sidelobe in (¢,0) = (77 /4, 7/4)

and another two obvious sidelobes in (¢, 6) =" (5w /4, 7/4) and (¢1,601) = (n/4,7/4)
which is also the desired ditection of user 1. The sidelobe in (7/4,7/4) results in the
SINR degradation of user 1.*

On the other hand, the beatn pattern for user:2 using the HBF of LCMP is shown
in Fig. 6.2(b). Though still presenting a ‘strong sidelobe in (¢,0) = (77/4,7/4), the
sidelobe is now much weaker in the desired direction (¢1,601) = (7/4,7/4) of user 1,
leading to a better SINR for user 1. Besides, the SINR for user 2 in this case is 23.817
dB, while the corresponding SINR for user 2 in Fig. 6.2(a) is 9.366 dB when using the
RF BF. Therefore, both users can benefit from a significant SINR improvement using
the HBF of LCMP.

In addition to SINR, directivity is also an important performance measure to char-

acterize the effectiveness of beamforming. To reflect the interference due to the multiple
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Figure 6.2: The beam patterns of user two using the RF beamforming and the HBF of
LCMP, with the desired direction set at (¢o, 02)=(37/4,7/4).

access in SDMA, the original definition for directivity in [14] is modified into

Di: " I47TSINRZ'(¢1',9¢) ‘ (6‘1)
o JoF [Hi(¢,0)[*sm(8)dodeo

This new definition for dire€tivity automkaticédlly refers t(r)r the traditional notion of di-

rectivity in the single-user system.

User 1 User 2 uscilh( 7 ST =T . user 2 (m/4,m/4)

(6,0) RF | MD | LOMP | Opid | RF | MD | LCMP | Opti
SINR (dB) 22.79 | 6.993¢] 6.993 | 22.847(.20.17 | 18.87 | 18.87 | 22.84
Directivity | 0.5316 | 0.1631 | 071631 | 0.6779 | 0.4665 | 0.4365 | 0.4365 | 0.4102

Pr 42.87 | 42.87 | 42.87 | 33.69 | 43.23 | 43.23 | 43.23 | 53.68

Table 6.1: The SINRs, directivities and the radiation power of the RF BF and the HBF
schemes of MD, LCMP and Opt. 1.

TABLE 6.1 presents the simulation results for the SINR, directivity and the radiation
power of various BF schemes for SDMA when the desired directions are set at (¢q,60;) =
(r/8,m/4) and (¢g,0s) = (w/4,7/4). The Opt. 1 refers to the HBF scheme of (5.22)
solved with Algorithm 1 in Section 4.2. The radiation power for each user is evaluated
with

/0 ' /0 * | Hy(6,0) 2 sin(0)d0do, (6.2)
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Figure 6.3: The beam patterns of user 1 using the RF BF and the HFB of (5.22), with
the desired direction in (¢1,6,)=(7/8,7/4).

2

15
(174,174)

-

SSN - TG ERNG TS s

|, o

Figure 6.4: The beam pattern of fuser 2 using the HFB of (5.22), with the desired
direction in (¢o, 02)=(7/4,7/4)5 d
and is denoted by Pr in the figure.

In this case, even thought RF BF presents similar SINRs of the HBF of Opt. 1, the
directivitiy for user 1 of Opt. 1 is much higher than that of the RF BF. However, the
directivity for user 2 of Opt. 1 is lower than that of the RF BF. This phenomenon on
directivity can be interpreted by users’ beam patterns in Fig. 6.3 ~ Fig. 6.4.

The beam pattern of user 1 when using the RF BF is presented in Fig. 6.3(a). On
the other hand, the beam pattern of user 1 when using the HBF of (5.22) is shown in
Fig. 6.3(b). Obviously, there are a strong sidelobe and other two weak ones in addition
to the mainlobe in Fig. 6.3(a). However, there only exists a weak sidelobe in Fig. 6.3(b).

This indicates that the power for user 1 is more concentrated to its desired direction
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Figure 6.5: The contour plots of SINR for user 1 and user 2 when using the
HBF without the uncertainties, with the desired directions at (¢1,6;)=(7/8,7/4) and
(2, 09)=(7m /8, m/4), respectively.
with the HBF of (5.22), thus leading to a very high directivity for user 1 in TABLE 6.1.
The corresponding beam pattern of user 2 When‘ using the HBF of (5.22) is also shown
in Fig. 6.4. In comparison with that of user 1 in Fig:* 6.3(b), user 2 has an obvious
sidelobe in (¢, 0) = (57 /4, 7/4)y thus offering .a”lower: dir€ctivity than user 1. Besides,
directivities of user 2 with Opt.1 are lower than those of the RF BF. Actually, TABLE
6.1 shows that the radiation”powen:of uset' 2. with Opt.L is higher than that of the RF
BF, and the SINRs of them alie close.. It means that tiser 2 must apply more radiation

power to achieve the similar SINR of RF BF.

6.2 Robust beamforming for HBF

We demonstrate the simulation results for the HBF with the finite resolution of the
phase shifters and robust beamforming methods used to compensate the phase uncer-
tainties. Then, comparing the performance of the different robust beamforming scheme.
To set K = 4 and L = 8, so there are thirty-two types of the directions applied to the

phase shifters for each user. The largest phase uncertainty e for algorithem 2 is set to
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Figure 6.6: The contour plots of SINR for user 1 when using the exhausting method
and simplest method to determine the phase for the HBF with the finite resolution case,
with the desired direction at (¢y,60;)=(7/8,7/4).

7/180, and the random uncertainties of each patch antenna for the simulation are set
to the uniform distribution U(—5m/180, 57 /180). The desired SINR threshold is set to
20 dB. The desired directions of user-pne and two are’set at (¢1,6,)=(7/8,7/4) and
(¢2,02)=(Tm/8,m/4), respectively: - |

Fig. 6.5 show the contour plots of SINR for user 1 and user 2 when using the HBF
without the uncertainties. If.achieves.the SEINR 20 dB at the desired direction of each
user by using the total transmLit power about 29.25.

Fig. 6.6(a) presents the contour plot of SINR for user 1 when using the exhausting
method to determine the phase for the HBF with the finite resolution case. Fig. 6.6(b)
presents the contour plot of SINR for user 1 when using the simplest method to determine
the phase for the HBF with the finite resolution case. It achieves the desired SINR
constraint for each user by using the total transmit power about 35.31. We can find out
that the simulation results have some difference between the exhausting method and the
simplest method.

Fig. 6.7(a) presents the contour plot of SINR for user 1 when using the Algorithm 2

for the HBF with the uncertainties. The total transmit power increases to about 70.73

to satisfy the robust condition, and the gray region in this figure shows the SINR above
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Figure 6.7: The contour plots of SINR for user 1 when using the simplest method to
determine the phase for the HBF and using Algorithm 2 and the boundary approach to
compensate the uncertainties, with the desired direction at (¢y,0;)=(7/8,7/4).

20 dB. Therefore, the SINR at the desired direction of user 1 increases to around 20.64

dB. ‘

Fig. 6.7(b) presents the centour-plot of SINR for ﬁéer 1 when using the boundary
approach for the HBF with*the uncertainties, and thé boundary for two norm of the
steering vector ¢ is set to V34076 wk}ich;can be derived through the definition of 6, m)
in (8.7), and 6 = ¢/6 is the.upper hound for'Ayp; and Av;, means | Ap;| < ¢ and
| AY;| < 6. The total transmiy power increases fo.about 96.28 to satisfy the robust
condition, and the gray region in this figure shows the SINR above 20 dB. Therefore,
the SINR at the desired direction of user 1 increases to around 21.63 dB.

TABLE 6.2 shows the performance of various HBF schemes for the different val-
ues for the largest phase uncertainty using the simplest method while fixing the SINR
threshold as 20 dB. We can find out that the larger boundary € needs more total power to
achieve the fixed SINR constraints. TABLE 6.3 presents the performance with various
HBF schemes for the different values of the largest phase uncertainty using the simplest

method for the same total power constraint. It demonstrates that the achievable SINR

for each user for different robust methods with the total power constrained as 60 dB.
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User 1 (7/8,7/4) Ideal (user 1) Algorithm 2 (user 1) | Boundary (user 1)
User 2 (Tr/8,7/4) | Py | SINR (dB) | Pr | SINR (dB) | Pr | SINR (dB)
e=0 29.65 20 — — — —
e=7/180,0 =¢/6 | - - 70.73 20.64 06.28 | 2163
e=2m/180,0 =¢/6 - — 82.02 21.44 153.09 23.61
e=3m/180,0 =¢/6 - — 98.79 22.42 277.26 26.14

Table 6.2: The table of the performance with various HBF schemes for the different
values of the largest phase uncertainty using the simplest method for the same SINR

constraint.

Ideal (Pr = 60)

Algorithm 2 (Pr = 60)

Boundary (Pr = 60)

Userl(m/8,m/4)
User2(7r/8,7/4) | SINR; | SINRs | 70 | SINR; | SINRs | 7o | SINR, | SINR; | 7
e=0 2297 | 2297 | 22.97 — — — — - —
e=m/180,0 =¢€/6 — — — 19.98 | 19.63 | 19.35 | 19.64 | 19.60 18
e=2m/180,0 =¢/6 — — — 20.17 | 19.41 | 18.75 | 19.63 | 19.57 16
e=3m/180, 0 =¢/6 — — — 20.37 | 19.12 18 19.64 | 19.57 | 13.45

Table 6.3: The table of the performance with various HBF schemes for the different
values of the largest phase uncertainty using the simplest method for the same total

power constraint.
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Chapter 7

Conclusions

We investigated hybrid beamforming for SDMA in 60GHz applications using PAA.
According to different transmit regquirements, different design criteria can be applied
based on the convex optimization.- For thespractical applications, we consider the finite
resolution problem about the'RF beamforming and the phase uncertainties. The robust
beamforming can be applied to compensate the phase uncertainties. Therefore, we can
jointly design the phases and'weights.-based-en-the-convex optimization to guarantee the
SINR of each user. We demonstrate that the hybrid'beamforming scheme for SDMA is

feasible and is a promising technique.
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Chapter 8

Appendix

The steering angle mismatch can be defined as that Ay; denotes the azimuth angle
distortion and Av; denotes the elevation angledistortion. Therefore, the RF array

factor can be expressed as

—1M—1
Z 63[2”(‘1’1"‘/31 )]eﬂ[gm(‘l’y*‘ﬁyl)] (81)

n=0 m=0
where 3,, £ —kd, cos(p; + Agy)sin(¥; + AY;) and B,+ = —kd, sin(p; + Ag;) sin(d; +
AY;) are the maneuvered phases of! the d=th user; and (¢;,v;) € (P,0). In order to
simplify the complexity of the array factor to analyze the robust beamforming method,

we approximate the array factor while the distortion is enough small shown as followings

o

i
lgx_/

6j{2n[\lfz —kdg cos(p;+Ap;) sin(¥;+A%;)]}

3
I
o
3
I
o

% 6j{2m[\11y—kdy sin(pi+Ap;) sin(9;+A9;)]}

MZ

1 M-
Z ]X (’I’L A(p“A’ﬁ GJY (m ALPMA’& ) (82)

i
o

42



where X;(n, Ap;, AY;) and Y,(m, Ag;, AY;) are the representations of the i-th user for
the phase shifts in the x and y directions, respectively.
We approach the phase shift X;(n, Ag;, AY;) as an approximation shown as the

followings

Xi(n, Ap;, AY;)
=2n [V, — kd,(cos ¢; cos Ap; — sin ¢; sin Ag;)
X (sin ¥; cos Av; + cos 9, sin Ad;)]
(Ap; = 0,A; =~ 0)
~ 2n[U, — kd,(cos p; — Ag; sin ¢;)(sin ¥; + A, cos ;)]

= 2n [V, — kd,(cos @ s #A1; cos p; cos V;

—Ayp; siti; sin 9,)]
~ 2n[V, =kd,(cosp;sii )i+ ecos(p; +;))] (8.3)
~ 2n[V, = kd,(cos p;sind;+ €,)]. (8.4)

To assume that the abstractive.value of both angle distortions have a boundary e, thus
the array factor can be approach as«(8.3). The uncertainty term of (8.3) is effected by
a cosine term cos(p; + 19J;), but there is a general boundary for the cosine term, —1 <
cos(; +19;) < 1. Therefore, we can redefine the distortion approach e, = € cos(ip; + ;)
presented as (8.4).

For the phase shift Y;(m, Ag;, AY;), we also do an approximation similar to the
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above approach.

Yi(m, Ap;, AY;)
=2m [V, — kd,(sin ¢; cos Agp; + cos ; sin Ayp;)
X (sin ¥; cos AvY; + cos 9, sin Ad;)]
(Ap; = 0,Ad; = 0)
~ 2m[¥, — kd,(sin ; + Ag; cos ¢;)(sin; + Av; cos V)]

=2m [V, — kd,(sin ¢; sin ¥; + Av; sin ¢; cos U;

+Ap; cos p; sin ;)]
~ 2m[¥, — kd,(sin p; sinv; + esin(p; + 9;))] (8.5)
~ 2m[¥, — kd,(sing;sind; + )] (8.6)

Although the uncertainty-term of (8.5)-has the dependance with a value of sine term,
the boundary of the sine term is constrained with a certainregion, —1 < sin(p; +1;) < 1
Thus, we can represent the distortion@approach-e,+= esin(y; + ;) shown as (8.6).

Substituting (8.4) and (8.6).into (8.2), the RF array factor with uncertainty can be

approximated as

—1M-1

Z Z eQ{Qn[\Ifgg—kdl(cos<,o2 sin¥;+e€z)]}

n=0 m=0
6]{2m[ y—kdy (sin @; sin¥;+€,)]}

MZ

1 M-
Z T2Vt 82,)] I 2Ty +5y,)] 38 (8.7)

i
o

where 6, ) = (—2nkd,e;) + (—2mkdye,) denotes the effective steering direction distor-

tion for the (n,m)-th phase shifter.
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