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A Fast Large Vocabulary Continuous Speech

Recognition System

Student: Ming-Huang Tu  Advisor: Dr. Sin-Horng Chen

Department of Communication Engineering
National Chiao Tung University

Abstract

This thesis can be divided into two parts. In the first part, large vocabulary
continuous speech recognition (LVCSR) by speedup algorithms is constructed. The
thesis describes some effective algorithms that reduce the computation of the acoustic
model (AM) , language model (LM) and search space. In the outside of Treebank, the
system recognition speed can be accelerated by more than 50%, and maintain the
same recognition accuracy; besides, in the TCC300, the recognition speed also can be
accelerated by more than 22%, and the character accuracy just decreases by less than

1%. Therefore the system is capable of the speaker independent recognition.

In the second part of the thesis, a flexible LVCSR for the different applications
is built. The user can not only tune up the system’s parameter and on line, but also be
easy to design the grammar-ruled word net, and compile the language model which

the recognition system can read in.
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AFPHAPRF IR ICART R OBRP AR DL A FEFS LT %RZ
TR TR G R RS o
MFCC Word
— Extract] EEEE— Recognition >
xtraction Decoding

Acoustic

Language

A SN B iE g TR

(Frame) > @ #p 4% =g
P g ik

= 3 2
B FE o

Coefficient ; MFCC) - z_
EA R S

i e BT

*lr §_ rif}»ﬁﬂ

AN

N R N A
AL o d BF NG AT

o 4ot TE Hmh g 4zt

thz o

M-

W= arg max P(wlO)

weW

R R R F L Bm 2 (FE LB ] f
4 IR E AR &
v SR

6T Pl endF e £ 55

> >
F%E]F

AEE FalE S el ﬁﬁ d $u3t 3V 2 JE (Statistical Method)#- “1f ~ “F & 7 # 4%

LY T F A B REE R B (T i Bk

% a a1
L5 24 B~ 4 i § (Feature Vector) % 1%

7| 4 3% % #c(Mel-Frequency Cepstral

< B PRk SLenf2 g (Decoding) fs ¥ 1F A5
UHLB o~ B ¥ o 2 VRELF o PR AR

WATHE S T8 S R T

(2-1)



4 WL 4T3 T i e B (Word Sequence) > w i k& W ¥ hE - 308 5 O AW~
4 (Utterance) » P(wl0O) 5 O3 4 =T » 38 wehE {8 18 5 (Posterior Probability) e

92-1¥ 1 * F < 232 (Bayes’ Theorem)#-P(wl0) & - # jed2 :

P(Olw)P(w)

P(wlO)= 0)

(2-2)

POIw) 28 wA 4 E 3 07 it (Likelihood) s & » — 5545 % 5 A 5 & 8 5 f0
Ak Fom 0 A FER KLY AR B2 ) (Acoustic ModeDds i 5 P(w) 2 3B wenE o
# 3¢ (Prior Probability) > 38 w® 23 M B w,w,,...w, > Bl P(W)=P(w,w,,...w,) E_
W, Wy, Wy, 50885 & 8 5 (Joint Probability) » % 3% 5 F38 % sb¢ 802 3% 3 #-3] (Language

Model)#s it 5 ¥ ¢hd 32 PO) B waEM » &7 B P S Ed N2- 14848 - FiZis v #7550

2-3:
W = arg max P(O | w)P(w) (2-3)
weW
RS PR R > @ RGN 5 A 403 (Hidden Markov Model; HMM)#2 4 %5
BoA s @ 3 BR3P R N (N-gram)zZ = Hoale ™ — &4 w2 B oz 2 Hale A w

2.2 B2 417 (Acoustic Model)

PAAZZEFEA FARY PFFRETREAL P ERBI AT T HE
- & % ehg & (Syllable) » — 4@ = § & F ﬁ;‘ g4114%5(# z TonesnF ) » @ & B F &% &
#-2 (Initial)12 2 5 # (Final)enig & o A% < #4384 SLpF .3 * § & #3](Syllable Model) &
40 B #5p* HC2|(RCDIF Model)#® 1 85 #-3]  + 4p B B35 #2140 * + 4p B B2 #03)
(Right Context Dependent Initial Model ) % # & < jH = $8* $i-3] ( Context Independent Final

Model ) - £5 100%F -2 F240553p* #rhe = o

FRIESY SRS AR Y 23 v ER ST AR AR
12k fi (State) fo sk fi # 4% (Transition) *T 4 = » HMM# = i 42 % 3 # 42 # & (Transition
Probability) > #+ ;& f& ¢ 7% 3 P8 5 (Observation Probability) o — 4% % & #78 & #-7)



(Gaussian Mixture Model; GMM)#s it = & % 54| * HMM2 %% Syllable Model ¥ » & i § &
1% o~ Bk 2 F it #3RRCDIF Modelp# > B2 1% = Bk s ~ 352 1% 7 B k3 2
Ho Pl E B ESd AR B E BREOBFESR LA TRT T -
B ART AP RG 4oRI22977 o Sd HEF L REFRI I FESBF E0L
BE g if o ST HMMk fi 20 P enpipl i 5 > B0 5 0 " ME o e de R 0 ) E R R AT
ERPEBPIF T AR RIE o LEFHA A KT EEER I OB S E(Log
Likelihood) -

% 2.2 HMM 7= & Rl
P EERCAIRE 0 R S 00 1A B R Sl A L SR Y 12800 | B
# %-# (MFCC) ~ 12 ¢idelta-MFCC ~ 1 4 sridelta-Energy ~ 12 % fdelta-delta-MFCC 1% % 1
‘& hdelta-delta-Energy » £ 3- 38 (% 2 #c i@ /£ > B HMM ¥ eh & B3 fi chde 2 &

(Likelihood)

p(x12)=>"¢,N(x:4,.%,)
k

-Ya- W exp( 5 (x=a) = (x=4)

1245 41" GMM 4 T HMMAZ ik fi chdp B - 29 x 5 Frplee £ 0 A4 5 & - HMMGK

(2-4)

o w X, ¢ 2, & A GMME 2% & (Mean Vector) ~ % £ #ice € (Variance Vector) ~ Mixture

[\

Weight ~ 12 2 & % B 55 (Covariance Matrix) » N 3 MFCCA & @S #c(=38) - m p 2 P A& >
PRIV ERpWFEERAPE > FULEIAPRH > FRPFE P F 7 LEF
BT £ or i Fl(Flunderflow)® £ B 0 e #ep Pt BciE 15 L AP A BB Lt B
30 BN 2-4: B AT o
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log(p(x14,)) = log(z c.N(x;1,,%,)

1
:log zck T

‘ (27)" [z,
1 -
g T, - x5 (x-10) os)
C =c 1N is a constant for each density.
(27)" ||

oo E R Y ¥ @ % # & £ % ¥c(Diagonal Covariance) ¥ » 4B

ELN

L
? B;‘( /‘fs “"‘g

(Full Matrix) ™ & 4 GMM:iZ & & » & {&

log(p(x1 4,) =log{ > C, exp| >’ (% (]2);2‘?],()] ) (2-6)
k = 1>

J=

2.3 % 3 7@ (Pronunciation Lexicon)

RS At = A s U = SRR SERRVYE R £ RCE Y J’ﬁ L&D
AGAER R o1 R L S SR A RS Y chie R

ik RIS SR 7:"5
o0 fagE ] o AP (Linear Lexicon)fefik 3

7 [ (Search Space) - @ FTALGH+ KT A&
2 (Tree Lexicon) °

SPL e T TW23(A)  F - BT 3R LAY o 0 ERL TR
BHE S FER FERPFE R T 2 WS AR E T A A i R A AR
LB R R R S THMMR £ € 7 e R o AR A ARE L L A#H

@A H T BB R SRR S R hE o ¥edp b o B (Prefi) e i & 5

7k - & 2(Node) =t &% F 40 7 B T e R eni® i g4t o B fs % 4% ¢ 7 (Linking
T##%—Eﬁ‘)a ) 1uJéf§g;k ~ B L PRRR Y o 40T FBI2.3 (B) o AR ARy

List) s #L 5%
V—JI‘] Aq\ ﬁﬁ:s — J \‘:1 & (WOI'd End)

BB A IR RLFR TS

P VRS VR B o R A2 (87 1% F 3 3] & (Language Model Look Ahead,;
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2.4 %3 #-3| (Language Model)

PR RS Y O F T AW R NG G S A kR o o NiE S Rl
N-11¢ B 7 % 3K (N-1 Order Markovian Assumption)f§ it > 4% 3 20 3% 3 0F i 12 48 F 30> 11
22 70 N-1F§ % 3 (Predecessor) 7 40 B o FIGE 2 A8 5 P(w, Wy, wy, ) ¥ 10 20 T 50 0

M M

P, Wy Wy ) = [T POV W s w )= [ [ POV Wy oeeai) 25T

i=1 i=1

N ZZ AR LR aN-1B# AL T - T3 e o0 §r i
(Bigram):# % #-4] & = i@ (Trigram):% 3 #0430 25 @& * N-gram:E 3 #0317 € 2" 9GE 8 7
EgFd 3 AMRane g 28 FREZET P Iw_y,,.ow,) a8 5 st B % {2 5T

(back-off smoothing) > j* [22]f# /4 32> 4 B P24 T 5% K- FFaid 2 Al kb 85t

B E D B EE LR S F]E P Wy e W) TR T 5N
PW AW, _yses W ) = POW AWy sy W )XB(W,_y 55 W) (2-8)

70 BRI S o~ o fie & B AN S A g - Az 4o v i i BT shhypothesis o
R EHRSE T AR S Ak - BHEL E (S € 4o~ hypothesis - & (7 BEF HF S 0
A 3 Jf‘f 1 5 & BicE ¥ > hypothesis e 580 59 T firo d FEBE SV BF IR 7 P agE 3 #7)

BEE g ERFRFEIRERT A FPLE o



2.5 # % #-319E 2 (LMLA)

oy R m‘ziz?i\ Ti%' hypothesm-@ v FEE BASF o dk % Aii!ﬁ T A A
i * hypothesis £_3 7R w, > £ d 5 HCALY WA S A B PO W W) T

B245 6] 0 2 F <7~ “E ol < 7= Bk B~ 4 E) - 4 hypothesis

@ PE B 0 Z T S E R TR R T T T A e T e
v 2 2| %7 2 FlhypothesisjE ‘3 "B {é — Bk B ARH PF A L4 b ow, =37 T ORAl A

foo @R

(=
T4

T R N N AT LR R E R e =

k/
@ W3 Assume :
P(w, 1v) > P(w, lv) > P(w |v)

B 2.4 BOK e 8 8 ECE S 03] G )

FltE R HBIE N LB F P S ARG A R B Rk B S A A Y
hypothesis * & # % 7 fe13% 5 WU AHEFA 0 & 5 HIFE S WA F 4 ERCH
hypothesis » * (< B REHOF 5 ¥ o 4o12.45 b 1 A& 3P F 7 § 47 W anE S A
Boo 2 (S DIV A 0 B RIS AP E A v R A W, 2 AE S A

g% gF
IAE ;o

METHATE AR AEA Y HE B 0§ hypothesisie » #Hk P L ¢ ehx A F2hc
;,%&&3ac;ﬁ$%&%¢4ﬁ®ﬁ@i’§ﬁm—%&3% A 5 e e g
WA R B B § 4 D) P o 0 PRhypothesis 7 4 50 i £ 0% i# & % (Word End
Pmmgw%’@%z;ﬁpmﬁﬁg;ﬁyaﬁge@;Fi%ﬂmmmmﬁ%T%’
A AL S - B HFE S A A B i Zhypothesis o B 16 #0754 BEW B

WHREROEF A3 T AFeh Y RAFPRES B I~ 8o

PP

T B24 5% 5] ¢ % hypothesisi& » “ "pFF P&+ i 3 AT AW S 4 Bk
P(wy lv) 5 @ i > “i ”pF 3£ P hypothesis 7 & (T30 4 BI3E 2 83 2 #cE > P(w lv) s £ LT

v

A W] 5 EATIR SES AT A S A B 5 Pw, [v) 12 P(wyly) o e Bl2.5%7 7T
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P(w, 1v)

T

P(w,lv)  Pwylv)  Pw,lv) P(w,lv)

P(w, 1v)

B 2.5 Afkees & BdF S WA A 4 bR

-HRFRIES AR A A FAF T RA A 2 c HAF S AT A S KRR G

QWPryﬂﬁiéﬁﬁ%$¢&ﬁw’aﬁ%ﬁﬁﬁa’aaﬁﬁr% - FHAE

<

T HAlE A %&ﬁﬁ%ﬁﬁﬁﬁ@Zﬁﬁﬁﬁ%ﬂﬁﬂﬁﬁ¢&°?&JN@%?ﬁ
TR LEGFTHAFARY » R E AFEA Fw R ASNGF T A A ETT o

ARANRFFHARY HAF TS ¢ 2 K 1F 5 - §BDI L5 4 b 1
FRAL ONEF T A A BRI S ER PR e R RS T A R L
BT WA A A BRI B IR N S Al AT
FTHAISER KGR AL o MNEE S RET A Ak R B R B
WA PR PGP EATE S - IR AN ARG R R R A A EEE S A

REBGETEPEBE ST AR 23R Bk 2 S S LR #7](Queue)
2 FIR o F FAE R J“fﬁa‘gt_, - Lm @ FR > L gL d) (First in, First out; FIFO)
T RS R LA BT VT S SR TE S S SR S E
Bh O OTREAMF AR TRFCFTHATFALA Dl VbR
FREFVIEEERPENNEHE TS > L URTENR > PR EAFE AR
530477 A

MEAFERIERLRE T;mﬁé fi o v F e & g i 8 2 (Viterbi Algorithm)fed 'J“,f o

4 i# (Pruning Algorithm)# 4] JFREHOF 2 1 o 10T fud 1 500 A Joi 2 e (F R AL
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6 ¥ x & £ (Viterbi Algorithm)

PR EERAN 2 F3 A e S aTrellis > - BREFZET 55 EkE@ESREE
EXl- B TR BEFE A TS A i ® hypothesis T F o @ 1345
HMM i 45 3k 3 e 7 A 5 & ) HMMGK g 47 <3 =~ AP HMM & g 45702 2 59
A HMMR @87 = fEiw -

B2.6(A) % F &P FHMMP S B > 29 3 053 kR a2 2 5P - B Sw
Al d NHIFRF ORI Y Ak - BRAE O REDEB B  frr R A 2 D

PSS 2 Ap o L B BB LS S FRE TR A s S s oo TN E Y AR
BEPRE T A A B R 7 B2.6(B): F ~AFHMMMK G HAS B > 27 5 Heg> »
- iim%\l&#nw"f—l@;ﬁﬁﬁ“%f gwilpe AL R mAELRAT

@\

- B3 — 1B/ & ehypothesis °

word,

chacracter;;; ¢ s

[
chacracter; ¢

L ©

B2.6(A)% & p HMME i # # 7 2. B B2.6(B)% =~ ¥ HMM i # 4% 7 1. ]

s

FHEABRETENF e I - BRani ko B R TR NS TSR § 1 Y
SR 2 W AT AREE % - B o d B12.6(C)F 3 FR 4t Prhypotheses € B 7
HbF i  NARRFPL S FAFRb 0 FHETALEFLEAL GBI D
hypotheses » T i¢ -4k 308 & & = 5k oL v ¢ 2 2 B+ fAhypotheses o ¥ #3e & 45 i
L X E2.6(D) & B k- Bk Y EET - 0F 35k ENull State) > 2t 3k R R & AT
FWE A - B TEEATE ~ AR L (Reentrant) o 1o P-iE H e IR ?%ﬁ“d =1

T HCRITE A R A A 2 6 A B i hhypothesese AR ¥ AL B i@ B E L € S
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| . ‘ Lexicon Tree

B2.6 (C) # &4 HMM K i & 45 1 & B ®12.6 (D) k@ #47 LB

2.7 ¥ ‘,% /% & /2 (Pruning Algorithm)

£ 73F 4 FEEY o hypothesisetik B T F Ade ien B §REMER L - A L4 R

BT SE RES P S GRS % SRRV S ESEE ey T

\A

hypothesis# | % o BIZ G RNk ¢ & BE 8 S Feihypothesisiy £ B B4 B ATAE W 0

3
L

4t

ool o FPt A F B AR RLEY T RS9 B E crhypothesis T EE R8T % > 4 ) fm*v%?a* S5 AT
Z4pRe o BV AR MR E 2R .%Fﬁ—'@?%éé“ﬁ* P PP o Fptdeie R TR ﬁ_{“'l“ﬁ?
FEZRCEFEIRLER T LRS- BH

AAERT Z A ﬁE” ERN - L "$ # (Acoustic Pruning) ~ 33t 34 4 fé (Histogram
Pruning) 4 % #8454 f ;% (Word End Pruning #* Language Model Pruning) -

T f/é » A4S I § S 2973 hypotheses# B 4 tHhypothesis » £ 3k 2 éf/”\
HesP P g (Threshold) - # 4 {=4Zhypothesis # & § ~ L BEAZIE I (. » B %~ hypothesis? |
Foo AR F 5% 5k L 49F % B /2 (Beam Searching Algorithm) e %»?Muﬁ % RELL
% ¥ #1773 hypotheses ¥ — =t £ 4 m{“]“f T & iE 11 4 B chhypotheses > X @ 4B 5 B F B
hypotheses 4 #ciff " $:17 B & ;2 § > u]u,f DR R Rk PR 2 LR FRpE mi?a
B -

BRIk TR RN R AP EFRELRE BARRINE  RE B
PR BEWF T A #ck B % N B hypotheses>™ T — B 5 =i * o H § ﬁi/z B LT

hypotheses# + % & » R @ 42 2 5 F (T3 B (sorting)eds (TpF & {7 5 sLeri@ B £ 340 o & F
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WM A TR L - AR Y o kAR ﬁ»ﬁ{lﬁ]’f i# 3 tf & Hei IS Phypotheses B Fl
hypotheses 5 4 % & £ 45 * ¥i3t s # "2 2 § T ¥ LB fceohypotheses

AN R WL e @ (EY o g Rk B> F1H - hypothesis § 4 B B B AT
hypotheses 33~ 3 & ~ 3 » Flut d5d 3 3 HOAR A e & W @B H 52 i) VHIEE S

HEA A Bl MR A G IE O ePhypothesis © ' 43 A5 97 -i# 3 4 chhypotheses ©
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A - D 3 w2 % £ 55 01
* = ¥ ‘7[’];‘1??7%,_—.?‘5\‘ 4 umE =

3.1 A

T R ALAPRE S IES AT R FEE 0 PR R A AL BT
FEFER S N A FER AT R 2 Ao d - TR 0 - BE A RS AMG 2 BIK

Faav 4

TOFL RS FERER CFERF - 8 A RaR Y E o A LRBEE M5

RS
)
>~
=3
x-1
|4
NS
i

4t~ 4R (Bmbedded) » Fezs i and BV TR L 0 BT B RS F O F G
N IBAE Y HP SRR E R L T AL eSS B R P B E
v & * 2.5 (Approximation)4 i 17 0 7 M M B F oo B8 AT AR E T TR E

P IT 5 hoid * B HE B (Integer Operation) P~ i 5 2L #ic: B (Floating Operation) 1/ % it [B] B

B (Loop Unrolling)$£ 77 % ¥ & 4 % Sfg 8 @ 5 o 10T L 4 b2k & 3R gy 8 iF o

3.2 573

Fe PR C A T 0 35 B T GMMAR R S b ECRE % P Y B i 930~70%
=+ [26] > Flptdeie i 3 B3EGMMAR i R 8 5 B S S b PR AL & A2 - o BB
I E B AR EHAI( T FHGMM)? G 0 A2 % Bryan L. Pellom ¥ 4 #2001 # #74%
e 2 (23] 0 W AR B Z F a2-65% ¢

log(p(x1 4,) =log{ > C, exp| 3’ (5 (7 ;;f(kj()] ) (2-6)
k j=1 <%

| # & 17 2L¥% 5 (Nearest-Neighbor roximation) > ;* > /€773 mixture 5 A1 AR i
| * BT PR (N Neighbor App )i 7 YRR Y S

F & B Smixture {7 3 P B8 2 B A0 mixture Ao i@ o F]p 5N2-67 2 2 he T 5N o

2
1 (2 ()= ()
I | ,)) = max| log(C,) - 3-1
o8(p(xI ) = max| log (€)= 3 5 G-
d F3-1enpnl i o T AR R E R o BTG log(C) B FRET AR TR T
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L 2 x ‘ 55 2, v L |4 ) >
e REEr A . PR R R L - I wlog(p(xIA)) E

GRG0 R R TR P E

log(C,) # # MFCC# 37

mixture ® # = & > f {$3H 8 H & mixturepF > F H mixture © -] 3t E < B o Bl iR R E AR
MFCCh & » 11 & % GMM ezt & & o iévf;éﬁ i ff- 5 3% > B4 % * (Partial Distance
Elimination; PDE) » /& & /% 44 3.1 - v 45 feir Bl E B (Loop Unrolling) = /% 3t £ 3.1:0
forit B iFAZ 3% B i3 1t 3 34 Wiy RNt B 2 o

# 3.1 # * PDE *" £ GMM %

int sum =0, Mixture,,, = -oo;

for all k Mixtures

{
sum =log(C,);
for all MFCC j Dimensions
{

(Feature[j]-Mea”[j])2 )

b

sum- =
Variance[ j]

if(sum < Mixture,, )

break;
}

if(sum > Mixture,, )

Mixture,,, = sum;

}

return Mixture,, ;

P et deie B 35 0 bestMixture 11 % i % M“ff ZEgo~ B aaMixture 0 B3 0 S fE S E L B
i# mixture ¢13f ;B (Best Mixture Prediction; BMP) 14 2 $jic % $ic € #74 A (Feature Component
Reordering; FCR) 3 #0 &80 — % PF R fe3%bk fl 7 18 3] 3 i omixture 2 * St A PR B
A3 ¥ Zmixture 0 U K 5 A EbestMixture > 2 {8 £ 3 3 B 4k chmixture ; 18 f {,fﬁ d
offlineip| 16 14 + #MFCCE $4p B 5 B4 | R £ ATE A 4 RP P P

1

BEE A > U3 f;,%—‘?—%]%?hﬁx—’n {# ehmixture © & - i € S ¥tipd 182 PR - I e
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—
N
%
.‘jm
B

#3.2 & * DGS*' Pt GMM* ¥

compute Mixturey,,,;

Mixture = Mixture,,, = Mixturey,,,;

approx

for all k Mixtures except Mixturey,,,
{

int sum =1og(C, );

for all MFCC j Dimensions

{

(Feature[j]-Mean[j])2 ,

B

sum- =
Variance []]

if(sum < Mixture,,,) break;

}
i (>0 ,um) 11'Q e 18 @ threshold:

{

complete calculate all MFCC Dimensions to sum;

Mixture = log(exp(Mixture,, ) ) #exp(sum));

approx

}

if(sum > Mixture,,,) Mixture,,, = sum;

}

return Mixture

approx ®

T E T 533 E-4F P BT BRI JE (T AR B 3 o 22 siE[24] o dpdiid A
mixture i/ B F 3 8B 475 mixture s #F85% o Fl it 2 GMM A B 47 A& (Resolution) 7

Koo % i RS X PR o & 1 # iy B #7:E # (Dynamic Gaussian Selection; DGS » /&
82404 3.2)4 @ % £ BMP{rFCR> 2 > {1 % ik (Heuristic Knowledge)¥™ f3* 3 i
PTG T A ED S I BB mixturete » AP VR F E o R I endiciEmAp WA {

FIT R A3 E ATF comixturesAp i R 8 5 E o
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3.3 B2 P *3—

# % 315 & £38(LMLA lookup)friE = & 4 £ 3 & yRE Pt e il 3 B3t B e ch
iR A G AA A BT A S A A TR S R BI3 5 aE S WA
BB AT AR EEE

o LR ERLMLAY % -

ﬂ Stepl: I EATHEYA T LA TER
% TR AT Z Step2 -

Predecessor LMLA Position Range
v Information _
v=1 L 355 1 ['step2: #h h e st 2
1 p=2 354 5012 ET AL
4 ‘:[\> v=3 5367 0 8 0y 4r B o8 # fn
Jg =
53541 y=060003 3135123 9
Unigram | Back off Bigram Prob.
Prob. Successor
Back ofT
Step3:#] A ik i B i3
EEE S E S A
LMLAR #3545
ANEEE R E R
LMLA%G % -

3.0 353 03 459 0 HE

RSB L &g 3d F5 P~ d 2 29 4 Fax 7 SILMLAA
Bt RWa L Egaa Y o LRGP UIE PR L @ p IR B
% z#ﬁ?Q“’mﬁ&ﬂW 7 & LMLAA #icP% ic 49 Poid 3B~ (Fetch) 2722 = o 11 T 4+
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Predecessor LMLA
4 Information
1
4
53541

W32 #F3 HAFLY S A

B32:5 @3 HAF AN G4 - FIFpsdph f- AL > Ak 9 37 FLMLAA $c €
By o FPFE T RSLMLAT AR T 5 o B Ao hilY B UE TR
P2 LMLAS R 7 & R Pem @ FEATE 2 R AT A c H A F &

i

T+

TEREAA KL AT RTLIAZERS]PF &S FFRF100L TP F M2 F 10008 W @ F
ﬁﬁ&ﬁ%%@iﬁi&%ﬂ%ﬁ@ﬁ%%?ﬁ%ﬁ“ﬁﬁﬂ%ﬁ%%@oﬂ&i&

WA TR RS R TR B B R A Ay SR B
ol A LR Y TR S A TR e e F IR A £ A 2 A
o 30 o

Position Range
v=1 1 353
y= 354 5012
v=3 5367 0
y=60003 3135123 9
B33 s =i 2 FRbaL

R PP ALMLAT AP LB F IR ¢ 5 bR OE @ d B E T WA

SRR RN s P e L SUR LR LRl = L ERarlt

¢ kA E R E S B %“‘ﬂéﬁiﬁﬁ’#%Fﬂéi%ﬁﬁéﬁﬁﬁﬁ
Bha4 o 4wrB3357 0 d A7V REHEETROERF T HABI L PR RS
Eé%:?ﬂ%ﬁ?ﬂ?iﬂﬁﬁﬁﬁﬁﬁﬁ“°“4ﬁ“ﬁﬁﬁ‘#gﬁﬁﬁﬁﬁ

£ TR T HET A EE ) B Bl @ ERECEE NS F IR 2

N

il
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o

L TR REAE S ESTPE SEF

SERE 2

~ gE 3§

¥ ¢k 5 4] * offlines 4 ¥

by

oy

Frez i dFs i)
SHAFATRGE R AR L S &2 il
WA B > YERE Y E DS 22l
Wt GRS WA S 2 (A

EAT2]] e B34S FEE DA AL o

kil

=

%

ke

@3
#7(Update) 7 & 3

p @ f(w | 1)-backoff (h)

e,
oS

R @ 0w, | h)-backoff (i)

!

g
e QO 9 9

00 60 00 060

}

Update
LMLA Tree

O
XX

30 30

!

Unigram
LMLA Tree

B34 1% Hid = 03

.
)

~

e

5

ok 21 Y
-

7R v ke ;uw% PES NI FEF

g R B R A4S 09 N b
7% (Quick Sort) 5 & # & %
F e

2R
i A

33 AL 5 Rt

ns

l"“

:rf"])ﬂg]‘— ,E‘?‘ o

21

: ’“fPJ}EIHFvl Hoeh

Pﬁg=\— %jvg

f/z’ﬁx" m.#\_ﬂ;é;

% 1 I chhypotheses T

/Iv——
Wor

HAE £ @ T (R4 R

333

YRR TR
ﬂ;]‘? ﬁﬁfpi: —EFSWFF m%@
CATE A T RIT L AH L S

-
AR R PR

F%\::'

3 £
£

B

Stepl. % 2 3y LMLA unigram tree
(off-line)

Step2.25 A bigram a3 A kit
bigram - backoff(h)
3 H & ¥nodeZ root.

Step3. EH st ELMLAS M % 3
7 (&35 e backoff 5 #)

B3R & PRl T

TR E

i»# B 2 (Quick Partial Sort)4r %

& ehypothesessF 4L » @ & = /] # R

1



3033 B O

input : All of hypotheses;
assign Histogram number
int i = first position of hypotheses;
int j = last position of hypotheses;
function QuickPartialSort(int i, int j)
{
To do Quicksort for all of hypotheses;
Check final index after Quicksort;
if(index > Histogram number)
to do QuickPartialSort(int i, int index);
else(index < Histogram number)
to do QuickPartialSort(int index+1,int j);
else

return The former Histogram number of hypotheses.

AR A o B T«zﬁ’ bt ‘W“‘J’,ﬁ% 25 B R B T R FRE L SR T
fFensx o L Bg ) ",/T? % $3 %73 hypothesesi& 7 # "/T‘ » ¥ — & 73 % drhypotheses#c
SRR I st ‘W“‘J“,f 2 9 T W NE 4% % & < chypothesese % 3.4 & 1‘“‘]%‘? HE 2R

&;% o
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234 BF S AP SRR £
input : All of hypotheses;
int Survivor =0;
function pruning ()
{
for all of hypotheses
{
if (hypothesis < Beam threshold)
to do pruning.
else
{
hypothesis can survive;
Survivor ++;
if (Survivor > Histogram number)
to do QuickPartialSort;
}
}
}
“f ¥ hypotheses B & @ ¥ H5 ~ A3V gk TP HET R34 7 B R 1% % o % &
SEFIRI PRIE € @ (F PRI & R il 3F 4 §E o
Bofs B S FEREATY Wk U B Nl BATHE R AGH L & {orrReE R o
TR Rl o B G AT RCR R B A BT A o T R B S 12 5
- ZFEHSENE R fEFI‘*FF"*«J« LIRS BRI Z R AIREF L FRPY
FoArR SRSt AL R A EEE -
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YRy FHRE AT

FEHREH

A B % — 80> 1 Treebank i7 5 R 3E A - 32380 d - B ¥eh+ B3 F R F el
@ = ; Treebank =i 380 1% § 4 £ RGE R JLMFHLIOTHEL 5 45 B 40 0 EPodp £ 135060
BT L RIREA > £ 4 605 M A £ 50437 ] BE(1STATIH)) » £ 3+ 4 5681 F ~ 0 &
X 31097 3 o @ TreebankeFHMM#-3] 5 & @ % 2 £ o d HTK toolkit[26]#72" s cr1% 4p B 2
AR 5= B FE2 5T BARLE) & BEA mixturedic® ¥ 3 F X RBF
g & a3 97 oo B 9 E M8 5 1014 26 mixtures » T 32 % 66.81 1% » short pause
% 129 mixtures °

$ o 2miy i ¥ TCC3007 e % B i Wl a1 161 5 4% 17 5 PSR £ 351 B35
—?]" (9422) > 2131600 F ~ > &4 & 51014 FF(3636.563F)) - TCC300:"HMM -]
7 % d HTK toolkit*73" g &k ehg & HCAI(F B & @ * ~ Bk i) >+ B #03] comixture #ic

(i

AFEAREES D FE o B 8RN mEE & 22243 B mixtures © ¥ 325 9.971 - short
pause | 7 64 mixtures o 0> A B P oG RIER A FER AL 2L ﬁ;;g—ﬁ R o NP

BIESRE R SRS £ PP

T

“F R B P BF A ek i F 4R % 38 AMFCCzE = GMM > 12 2 @& % 4p I #3039
RIEEF E S FRIERER Y AR - 5T % #URlE 0 CPUALEL & Intel® Core™?2 Extreme
X9650 > 3.00GHz > p %8Gz it » ¥ % % 3L i Microsoft® Windows Server™ 2003 Standard
Edition SP2 -

B R R FERG AR S G A DD AR5 Sip bR %

2415 3 AEHTRN B R IPRERI R FERER 3 AL 5130 & B 1T H

§ T PR RS 6+ F Y BB RF 2 o ¥ RS % T L § Beam Widthen it
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TR AFERP R € 24 & Ehypotheses 3 /& FRIWHF 2 FiE~ ~FBPFRF L 5 ¥ b -
* & § Beam Width-| *t125p%F » 38385 € A bR > 3 7~ PIEY £ 0 L F &%k Es N

Beam Widthi¥125 % 2503 % % % o

AR 4T 2R 5% % (3 A& 2,2008[25])

Acc(%)

Beam Width syllable character Real-time(s) RTF

50 13.22 1.75 162.404 0.103
75 53.95 35.93 319.859 0.203
100 85.2 67.91 548.629 0.348
125 92.94 82.56 792.332 0.503
150 93.91 84.81 1213.238 0.77

175 94.09 85.07 1605.7 1.02
200 94.19 85.39 2524262  1.603
250 94.12 85.16 4460.558  2.833

ARSI L RIEE S SRS & it IV R = SV SRR R
FESHIURL 5 B § 7 mrE M AR R AL R LB R
Foo BRI R SRR L MSE T A S S BT BT R A RaE L T AR
S 2 T AT A DT R el S NDE R R R TR IR D 0 5 AR &

(Baseline) °
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1040 A AR RS

Acc(%)

Beam Width Histogram gyllable character Real-time(s) RTF
125 NoUse  93.61 82.42 772.771 0.491
125 4000 93.61 82.42 766.325 0.487
125 5000 93.61 82.42 770.642 0.489
150 NoUse  94.68 84.69 1071.557 0.68
150 5000 94.72 84.62 1063.786 0.676
150 6000 94.68 84.6 1068 0.678
175 NoUse 94.7 84.83 1463.676 0.929
175 5000 94.68 84.65 1358.317 0.863
175 6000 94.74 84.91 1378.997 0.876
175 7000 93.14 834 1378.206 0.875
175 8000 94.84 84.93 1422.44 0.903
200 NoUse  94.37 84.05 2000.164 1.27
200 6000 94.84 85 1646.949 1.046
200 7000 94.86 85 1699.834 1.079
200 8000 94.82 85.02 1723.557 1.095
200 9000 94.91 85.25 1975.928 1.255
225 6000 94.74 84.6 2020.621 1.283
225 7000 94.81 84.53 2144.188 1.362
225 8000 94.84 84.86 2169.373 1.378
225 9000 94.86 84.86 2314.754 1.47
250 6000 94.79 84.7 1977.412 1.256
250 7000 94.86 84.7 2312.175 1.468
250 8000 94.82 84.76 2396.07 1.522
250 9000 94.94 84.81 2248.758 1.428
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d 2420 Big Sk 0 BB PR S B 3085.25% 0 & £ 410k & FER S 85.39% 7 picty e
AR B RFEMEBIFIHAFLAOREHTER o ¥ AT F R %?’\1"4']",%%;2765
%%M“f & > UG E B 4297 5 Fhypotheses g < RO EFWMALEF LT 2 € &
LRI enghok o AP R Y BFHIEE 0 FRAPIERLELP > S BERET Y T8
% erhypotheses » & 17 FFabpF P 3o & o ¥ | % BEHE B B (N X BLBGE B R Ao cc B B
B0 242 5 8 241100 7 5 T A TR b F o b o Buibd 2 £42:04p
BB 18 5 0 Tt WA BB IER S R By T R R BT - )

b FE R EHIERE REMERT AL FRBE -

FHEFMIE R IFS ARE BN R A RE - T o @ F AT
Treebankip] 3 5 # %7 4! eni & 4o £ 4.3 GMM et 5 & Bt 8 X L 8« 3L38% enygas ps
B ydafg gl HRERS FRESIEIEAFA) FEAMRST% 2 2 7
2 oSl AT A A BB A AR § 20% o S0 HHE 2 20

¥ BlF B AR R ) o

% 4.3 4% Treebank 35 4L % 32 &30 & ypas k uprfF g & vt

Viterbi Likelihood Pruning Else LMLA Word End

5716% 3821% 248% 2.46% 20.24%  20.55%

4.3 5 #7)

)L ()= () o

1
log(p(x14,)) = max| log(C,)~—
1<k<K 2 = o} (])

’
r

7 L)% 3-15% ehdo 17 2H4% 8 (Nearest-Neighbor Approximation) = j2 B~ ik 3+ & #15

“m|

% 2
B R A & IR FEAEH 'J“,f ;% (Partial Distance Elimination; PDE)# & 7| "$ PR R i
chmixture » 12 % it B & B (Loop Unrolling) #%3;% & if v 3 j2 & ° 2+ B forit Bl g - 4pM 7
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Acc(%)

Beam Width Histogram gyllable character Real-time(s) RTF  Ex. time(%)

125 4000 93.8 82.5 593.763 0.377 77.48%
150 5000 94.7 84.76 849.081 0.539 79.82%
175 6000 94.79 84.93 1131.925 0.719 82.08%
200 6000 94.93 85.2 1345.885 0.855 81.72%
225 8000 94.91 84.93 1674.301 1.063 77.18%

Proposed Recognition Time

Ex. tim
Baseline Recognition Time
2447 FH SV HER > LA OPERE AP B OR B > A 242007 B P % G E-17

325% > 7% GMMzE 5 & B RE P S (b AA0E & P 00 G o BoiTELPEE fie & 3% (> FEALN

'ﬁ??éﬁ'??ﬁe?lLGMMmf‘%'_iﬁ-rﬁ v i w\"‘\.pif;}m pL ook 4L ¥ _1.7 ,g,-z‘-»,m » A fe iR TR

~m

SARE > F @ G ety 2 IR g o R FF A F)TreebankiE AL A d H - ;%-‘ﬁéﬁf%?l » F ke R
lﬁl_q"f‘-){é"sjzlﬁnb#ﬁx‘f‘”‘ﬁ F] ’—g—s‘)*i‘f’}aﬂlb‘*"”—\.ij\},f—/ﬁ\.m:]‘ o

{8 B S Bt 373 B (Feature Component Reordering; FCR) &4 4 ¥4>*MFCC
BEWE-H A LHFEAMFCCL BB S F A BPEBAENLE » (72 5 aFp
EAPEe T BAF AR AR ER w82 b2 3p* 12 2 Silence:PMFCC

738 T & & Log 4% & & (4 % Average Distortion) in T 32 iE - & % % Bl4.121 W43 -
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Initial MFCC 3 & vs Average Distortion by Treebank
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Silence MRCC8 & vs Average Distortion by Treebank

20
%15\ —w
%10\ Rk
a 3 A3
- \/\ I\ A [\ I | &4
2 N\ VK/ \\4\\‘;‘ /

ol vy T

1 357 9 111315171921 23 2527 29 31 33 35 37
MRCC A&

] 4.3 Silence MFCC v.s. Average Distortion B]w
Bl4.13 Bl4.37 3 MFCCea &kt~ deltasi & .f‘:ﬁﬂfrdelta—delta_'rﬁé'i - X1 2 deltafe
delta-deltatienergy & & ¢Average Distortiongp ¥4t H 5 ‘2B 3 o ¥ B T B AT
A e £ B S 0 3p 22 Silence H15 Hh A AL A K chpumBp 12 > 0 R o
¥ M AR BSilencetp HIRF o A= —]‘5 s9Average Distortions i B 1% 5 & F T4

£ o £4.5%] 11 Average DistortionT 355 % ca - B ag o

# 4.5 Average Distortion# § 5 - &

Initial 1 4 13 2 26 3 25 6 38 16
Final 1 4 2 3 13 26 25 7 6 5
Silence 4 1 13 26 25 2 6 38 3 14

# 4.57% 3. Average Distortions F # & & %+ - p* & Silencex F I L eMFCC2 &
BEF AR AERTLARB T AR N & & F 4k & MFCC & > Average Distortion
A ER GR o FIF R AN EERA L BRE N FA- 22 - BaR
B4 BL AR FGMM 8 & * ¥ o fie & ¢ B i mixture e3f P (Best Mixture
Prediction; BMP)e= 2 » S &P o § 1= & F B & & i chmixture > § 7 - B F =7 @ 14p
Fok A pF > PIA R w0 - %) & 3 comixtured® 5 B £ 315 FlAR Omixturedd 5B o B F %%
% dr 4.6 -
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£4.6 1% BiTELPEE e & F FCREZBMP™ %y %

Acc(%)

Beam Width Histogram gyllable character Real-time(s) RTF  Ex. time(%)

125 4000 93.8 82.5 585.685 0.372 76.43 %
150 5000 94.74 84.79 833.792 0.523 78.38%
175 6000 94.75 84.97 1103.636 0.701 80.03 %
200 6000 94.91 85.2 1331.026 0.845 80.82%
225 8000 94.93 85.07 1650.562 1.048 76.08 %

2467 HEFFRIFENE R E A HEH 0 A0 HEH AR LT 91-2% 0 2 R

A

F¥ i 5 Fla A mMFCC:HAverage Distortion # Mfwfa B oS EITER T R
B30 BRAAGPA VL F T LAY F STh A 8 T SMPCC R 2 Ap
B0 FpdeiE pek L ARARE F o ¥ A4 A LA 0B R BE N PR B A R F AL 2 B
R B RGP E R AL e BT A EREd L RELER AR 64

3L ERR GRS F L

4.4 %5 %3

FIHA e LS P 2 FRE S WA AT G L REFR33& L o I
HRF S HATADTRIES A L FRF ARSI A (AT N R
HFrEQEFAF I A I A REATE AT N ME YRR o V- S
FERFHC BLA FRAVER e BT A S B R E R £
e

=
~

KA REFCFER PN LI REDEE LR m R T B A
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Acc(%)

Beam Width  Histogram gyllable character Real-time(s) RTF Ex. time(%)

125 4000 93.8 82.5 520.197 0.33 67.88%
150 5000 94.74 84.79 757.591 0.481 71.22%
175 6000 94.75 84.97 1018.917 0.647 73.89%
200 6000 94.91 85.2 1248.383 0.793 75.80%
225 8000 94.93 85.07 1554.196 0.987 71.64%

AT HGFFRAT HAF S G APT AT M 2 @ RAF 5 9 &
PR R R FRERFE RS - HRRET B OHIFPETRN DT R FRE
B P3R5 % 47 19 ] 4e P ) G- e Wl B (RTEH £-0.05£0.01)0 B FI7 it 5 Floes
ALY EERE BRI T T A BHCE OB o B A S A B R ket RAp
i S0 R RR R e e N R E R R st FE e T Rk a F R T
B REARGE T HOAIE S B e S Se KPR 7 (Queue) © F
HF R RFF R FFam e B Ly Flpt g S g REgE: o K TR

BEFEEGRPI8F L AR T R DA RIL AL ] bt

BT IRRE R B

Tl

Hashd% o
4.5 M',ﬁ%@‘i;a‘;;éﬁ?—,ﬂ fo dv i 2

FER L SRR Y 0 A TR RS PF € 4 B 1 i Bhypotheses > F k3 ﬂggﬁ'&i\g
eF S FIMEFEBAAEA - A ESET & E R S at R E o A b TSRS
EAAFTHL > MRS DT REE AT o

32



%48 55 SR E - KRS rERE S

Acc(%)

Beam Width Histogram gyJlable character Real-time(s) RTF  Ex. time(%)

125 4000 92.59 80.94 361.411 0.23 47.16 %
150 5000 94.56 84.39 554.681 0.352 52.14%
175 6000 94.79 84.77 811.562 0.515 58.85%
200 6000 94.81 84.81 1021.326 0.649 62.01%
200 9000 94.75 85 1121.528 0.712 56.76 %
225 8000 94.77 84.79 1319.772 0.838 60.84 %

%49 5= BEI2uE B - S pER

-

Acc(%)

Beam Width Histogram gyllable character '~ Real-time(s) RTF Ex. time(%)

125 4000 92.96 79.79 294.417 0.187 38.42%
150 5000 94.56 84.25 472.941 0.3 44.46 %
175 6000 94.9 84.77 701.371 0.445 50.86 %
200 6000 94.98 84.97 919.738 0.584 55.84%

225 8000 95 84.99 1212.68 0.77 55.90%
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Acc(%)

Beam Width Histogram gyJlable character Real-time(s) RTF Ex. time(%)

125 4000 92.15 78.38 258.205 0.164 33.69 %
150 5000 94.21 83.45 414.968 0.264 39.01%
175 6000 94.47 84.19 641.95 0.408 46.55%
200 6000 94.67 84.44 844.728 0.536 51.29%
200 9000 94.74 84.67 917.075 0.582 46.41%
225 8000 94.7 84.51 1133.067 0.72 52.23%

%0411 5T B3 AR E - A s &

Acc(%)

Beam Width  Histogram gyJjaple  character =~ Real-time(s) RTF  Ex. time(%)

125 4000 90.85 76.8 238.573 0.152 31.13%
150 5000 93.96 82.7 377.023 0.239 35.44%
175 6000 94.37 84 580.57 0.369 42.10%
200 6000 94.58 84.33 789.387 0.501 47.93%
200 9000 94.77 84.56 851.651 0.541 43.10%
225 8000 94.61 84.32 1062.9 0.675 49.00%

2483 2411 %S EFRINEBP 121 - ZFEBET a R AFERERF P

P
i

Bt B ad A BB - ehfRT o PR B A R o @ FEER S 0 ok

i oa-

DARAMEE R @ SRR R P tg R R ] o AR FRR S AR A e A
3

7R

4;&

=

had

Fofmbfe A GBI = BRHAEE B - e SN FiEoank B if o
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86

84

83|

—4— Baseline

—+—— Proposed Algorithm
82| -

Character Accuracy (%)

79 ! ! ! !
0 0.2 0.4 0.6 0.8 1 1.2 1.4

Recognition . Speed (xRT)

Bl 44 AR SAcdin by 208 &t 3R

Frd bt Ap B e i B2 AR R BIAADAR R R G e WD R R B

oo B R AR sl mde ke RS 440% 0 b 0 a BRFERF OT R Y 9 al%
TIR o i b AR 4125 S FE E S ING F ERIERE R s Y BME TR
AFF LI A BB PR TREA S MDA B BT S o ML FE 2 d i

WE RS FERPERE  OVR 0 & E GMMets A BieehpE I er ik gt £ 8 g tE 1L o

F412 'Sd deid WE RIS B IV F PR A AR A

Viterbi Likelihood Pruning Else LMLA Word End
62.24%  31.32% 2.44% 4.00% 12.74%  13.77%
15.08% |689% |0.04% 1154% |7.50% | 6.78%
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4.6 TCC300

dofe B - 3065 > 25913 TCC300 NCKUE # i ot 7 BLak & 306 § & P [ et
Gldr £ 4.13 o &% 3 OGMM e F & Bt 5 X 3.32% 0 v 42 TreebankzZ AL #7 et Hijek 2
%1% 0 F] 5 FITCC300%7 1 * ¥-5 #03] comixture e > - Ft #7 7 i° F AGMMeit & £
VBRI 0 AR EE L R R T BRE  R A P BT HCAIGMM A s 2 2 B G

AT HAITE AP S A 2 RGP L (TR BB F R R L AR B Y Aot § R

IR A
Rz e

% 413 F1% TCC300 Al 3= & 200 & 4 % S g A v

Viterbi Likelihood Pruning Else LMLA Word End

64.99% 2987% 2.94% 220% 21.90% 23.31%

% 4.14 8 1 * TCC300% AL #7iT cifh & @& > dr e o & Treebank % — 38> hf % » &
TCC3003% 4 ¢ 7 i 4 4E e (5380 S 1 DREdh (s % % GLin B SR BCH Ot A B %
T) 0 F A EF IR E0T2.60% L BEF LA AT R Tl g B FRRRS
LR A E G EE - AR b AR R

4 4.14 TCC300 25 4 ik 8 9 5 2 %

Acc(%)

Beam Width Histogramyllable character Real-time(s) RTF

125 4000 80.17 70.14  2032.272 0.559
150 7000 823 7217  3101.336 0.853
175 8000 82,51 72.64 4332455 1.191
200 9000 82.67 72.62  5497.665 1.512
225 8000 82.71 72.66  5885.097 1.618

24155 54 - e PR BT E D hrER S R (B B AR M ARERR RO HBAT &

\\\?{r

F) o FEERE B R P22~44% > R 7404 f1% 2 ] o 22 TreebankF AL e i 4! ey
%At o FERE RFE B RS > H A FF & 5 TCC300: %5 -4 mixtureded > > Fpt B
BB A or a4 hGMM B £ Ap ¥Hg b o @ 18 B yEEaE B g ot R A 4o e Treebank
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F 415 5 ek 7 E 2 18 TCC300 ehygas s %

Acc(%)

Beam Width Histogram gyJlable character Real-time(s) RTF  Ex. time(%)

125 4000 80.65 69.34 1149.866 0.316 56.58%
150 7000 82.12 71.87 1970.832 0.542 63.55%
175 8000 82.22 72.2 3065.089 0.843 70.75%
200 9000 81.94 71.85 4114.897 1.132 74.85%
225 8000 82.45 72.22 4599.251 1.265 78.15%

Bl4.50 BB S R > Sl so i 82 2 18 21 % - I Treebank 42 47 7 3]/& % 4p
VORI G LR o TCC3003F AL 40 FEah F RF crdf > e i B 72 ¢ & @yed g an™ i %

Ryl R B e s Rk O R AR 3t O i R £ BB 2 o (ko)

o~

45 X)) 5 Ra ¥ FIFFRR AT (R E F SRR AR A 1%) T 0 IR

ER RN %mwaets}(apw.ﬁ_m Y s Bl 2 RGE K G S T 0 ke

73
7251 . .
T2 -
2
S 71.5¢ i
g
=
;5 71k 7
o
S 70.5¢ .
5]
5
70 —=— Baseline
—+—— Proposed Algorithm
69.5 =
69 1 1 1 1 1 1 1
0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8

Recognition Speed (xRT)

B 4.5 TCC300 £ & 9 55 27 i 4o 3¢ 57 B 2 49 Bh et #UE)
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Bofs 24164 300§ R pE I At 9T iF 01 &k 5 % 2 Treebank 3% 4L g ) ek % 4p i

ERE I

Z 416 d vt F 5 2 18 TCC300 & FR 6> b s Suprff 7 4 vt

Viterbi Likelihood Pruning Else LMLA Word End

67.38% 2712% 2.51% 2.99% 14.05% 15.28%
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'itdrA ~ TCC300575354p B 5 5

4 A1 TCC300 el 89 2% & %

Acc(%)

Beam Width Histogram gyllable character Real-time(s) RTF
125 3000 79.41 69.95 2023.3 0.556
125 4000 80.17 70.14 2032.272  0.559
125 5000 81.2 70.12 2042.344  0.562
150 4000 82.29 71.9 2883.832  0.793
150 5000 82.24 72.06 2972.664  0.817
150 6000 82.28 72.15 3071.205  0.845
150 7000 82.3 72.17 3101.336  0.853
150 8000 82.26 72.17 3130.998  0.861
175 5000 82.07 71.94 3805.176  1.046
175 6000 82.57 72.55 4020.465 1.106
175 7000 82.62 72.54 4179.545 1.149
175 8000 82.51 72.64 4332.455 1.191
175 9000 82.58 72.55 4430.934  1.218
200 5000 82.53 72.35 4369.244 1.201
200 6000 82.51 72.42 4686.33  1.289
200 7000 82.54 72.32 4983.183  1.37
200 8000 82.61 72.61 5249.656  1.444
200 9000 82.67 72.62 5497.665 1.512
225 6000 82.54 72.36 5107.056  1.404
225 7000 82.64 72.46 5512.399 1.516
225 8000 82.71 72.66 5885.097 1.618
225 9000 82.61 72.28 6265.196  1.723
250 6000 82.51 72.15 5369.691  1.477
250 7000 82.62 72.45 5846.051  1.608
250 8000 82.56 72.38 6256.837 1.721
250 9000 82.72 72.6 6491.626  1.785

250 10000 82.47 71.95 7175.987 1.973
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# A2TCC300 ] * & iT84E 8 e & + FCR &2 BMP = 2 fE % % %

Acc(%)

Beam Width Histogram gyllable character Real-time(s) RTF

Ex. time(%)

125 4000 81.02 70.09 1851.812 0.509 91.12%
150 7000 82.38 72.17 2841.321 0.781 91.62%
175 8000 82.38 72.21 4043.854 1.112 93.34%
200 9000 82.61 72.47 5194.134 1.428 94.48 %
225 8000 82.57 72.51 5464.691 1.503 92.86 %

4 A3TCC300 1 * B F 7 HAFF & kbt T3 3 535 & e %

Acc(%)

Beam Width Histogram gyJlable character Real-time(s) RTF

Ex. time(%)

125 4000 81.02 70.09 1647.975 0.453 81.09%
150 7000 82.38 72.17 2562.473 0.705 82.62%
175 8000 82.38 72.21 3733.213 1.027 86.17%
200 9000 82.61 72.47 4830.917 1.328 87.87%
225 8000 82.57 72.51 5174.652 1.423 87.93%

% AA4TCC300 # & B 5 {2 B - K0 H Tyedid %

Acc(%)

Beam Width Histogram gyllable character Real-time(s) RTF

Ex. time(%)

125 4000 80.65 69.34 1149.866 0.316 56.58%
150 7000 82.12 71.87 1970.832 0.542 63.55%
175 8000 82.22 72.2 3065.089 0.843 70.75%
200 9000 81.94 71.85 4114.897 1.132 74.85%
225 8000 82.45 72.22 4599.251 1.265 78.15%
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% ASTCC300 = = 5 f22f B - K@@ cypd g &

Acc(%)

Beam Width Histogram gyJlable character Real-time(s) RTF  Ex. time(%)

125 4000 79.88 68.02 936.84 0.258 46.10%
150 7000 81.85 71.42 1683.203 0.463 54.27%
175 8000 82.19 71.82 2737.514 0.753 63.19%
200 9000 82.27 71.91 3823.671 1.051 69.55%
225 8000 82.39 71.88 4321.441 1.188 73.43%

% A6 TCC300 # = B 5 {22 B - 0 H TyEdid %

Acc(%)

Beam Width Histogram gyllable _character. Real-time(s) RTF Ex.time(%)

125 4000 78.22 66 809.614 0.223 39.84%
150 7000 81.15 70.08 1516.094 0.417 48.89 %
175 8000 81.44 70.53 2530.352 0.696 58.40 %
200 9000 81.68 70.85 3630.771 0.998 66.04 %

225 8000 81.7 70.79 4146.647 1.14 70.46 %
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