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English Abstract

Scalable HCCA Scheduler for QoS Guarantee
in IEEE 802.11¢ WLANSs

Student : Chia-Hao Yeh Advisor : Tsern-Huei Lee
Institute of Communication Engineering

National Chiao Tung University

Abstract

The Medium Access Control of IEEE 802.11e defines a novel coordination
function, namely, Hybrid Coordination Function (HCF), which allocates
Transmission Opportunity to stations taking their quality of service (QoS)
requirements into account. A sample scheduler was provided for HCF
Controlled Channel Aceess (HCGCA), a contention-free channel access
function of HCF. The sample schedulér is not suitable for VBR traffic
because delay bounds: are not<considered in=TXOP allocation. A
prediction and optimization-based HCCA (PRO-HCCA) scheduler, which
takes delay bounds of different traffic streams into consideration, has
recently been proposed to handle VBR traffic. PRO-HCCA was shown to
provide much better QoS guarantee than the sample scheduler. The
granularity of PRO-HCCA is per traffic stream which causes scalability
issue. Besides, each traffic stream is polled individually in every service
interval, which implies considerable overhead. Therefore, we present a
modified scheme that has per-station granularity and thus is more scalable
than PRO-HCCA. To reduce polling overhead, we further modify the
scheduler so that different stations can have different polling periods.
Numerical results show that our proposed schemes meet QoS requirements

and utilize bandwidth more efficiently than PRO-HCCA.
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Chapter 1. Introduction

Chapter 1.

Introduction

Wireless networks such as IEEE 802.11 WLANSs [1] have recently
been deployed widely with rapidly increasing users all over the world. As
real-time applications such as VoIP and streaming video are getting more
common in daily life, quality of service (QoS) guarantee over wireless
networks is becoming an impostant dssue. Generally speaking, QoS
includes guarantee of maximum packet delay, delay jitter, and packet loss
probability. To cope with this problem, a new enhancement of WLAN:S,
called IEEE 802.11e [2]; is introducedto support.the QoS requirements of

real-time traffic.

Fig.1 shows the example of IEEE 802.11e MAC architecture. The
MAC protocol proposes a QoS-aware coordination function which is called
Hybrid Coordination Function (HCF). This function consists of two
channel access mechanisms. One is contention-based Enhanced
Distributed Channel Access (EDCA) for prioritized QoS and the other is

contention-free HCF Controlled Channel Access (HCCA) for
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parameterized QoS. Because of the contention-free nature, HCCA can

provide much better QoS guarantee than EDCA [3].

Beacon Interval

< >
< >

Service Interval Service Interval  Service Interval

e

~ CFP . CP , CFP , ., CP , CFP , CP

CFP: Contention Free Period (HCCA)

CP: Contention Period (EDCA)

Fig.1. Example of 802.11e MAC architecture

HCCA requires a centralized QoS-awarercoordinator, called Hybrid
Coordinator (HC), whiceh is.commonly located in‘Access Point (AP). An
AP with the HC function is ealled“a QoS-aware AP (QAP). QAP has a
higher priority than normal..QoS-aware -stations (QSTAs) in gaining
channel control. QAP can gain control of the channel after sensing the
medium idle for a PCF interframe space (PIFS) that is shorter than DCF
interframe space (DIFS) adopted by QSTAs. After gaining channel
control, QAP polls QSTAs according to its polling list. In order to be
included in QAP’s polling list, a QSTA needs to make resource reservation
for each traffic stream (TS) attached to it that requires QoS guarantee.

Resource reservation is accomplished by sending the Add Traffic Stream
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(ADDTS) frame to QAP. In this frame, QSTA can give traffic
characteristics a detailed description in the Traffic Specification (TSPEC)
field. Based on the traffic characteristics specified in TSPEC and the QoS
requirements, QAP calculates the scheduled service interval (SI) and

transmission opportunity (TXOP) duration for each admitted TS.

Upon receiving a poll, the polled QSTA either responds with
QoS-Data if it has packets to send or a QoS-Null frame otherwise. When
the TXOP duration of some QSTA ends, QAP gains control of channel
again and either sendsa QoS-Poll to thesnext station on its polling list or

releases the medium if there is.no‘more QSTA to/be polled.

The TXOP calculation of the sample scheduler provided in IEEE
802.11e standard document is based on mean data rate and nominal MSDU
size. It performs well for constant bit rate (CBR) traffic. For variable bit
rate (VBR) traffic, packet delay and loss may vary significantly for
different TSs. Several schemes have been proposed recently to improve
QoS guarantee while maintaining high bandwidth utilization [4]-[13]. As
an example, the equal-spacing-based design, a variation of the famous rate

monotonic scheduler, was proposed in [12]. In this design, there is no
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need to have a common SI.  Assume that there are n TSs and TS i is to be
served periodically with period T,. It was shown that all TSs can be
served with equal-spacing if and only if 1) T, =kT, where k, is some
integer larger than or equal to one and 2) Zn:TXOFJi /T.<1. The
i
equal-spacing-based design is a generalization of the sample scheduler and
is only suitable for CBR traffic. A TXOP allocation scheme was proposed
in [9] to handle VBR traffic with different delay bound requirements. An
equivalent flow with delay bound of ene SI is defined for a flow with delay
bound of more than one'SI to achieve iiter-flow multiplexing gain. To
reduce computational complexity, authors of [9] assumed that the arrival
process of each real-time VBR traffic flowis Gaussian. This assumption
may not be valid for real applications..~Another design, called prediction
and optimization-based HCCA (PRO-HCCA), which can handle VBR
traffic was presented in [10], [11]. It takes delay bounds of different TSs
into consideration in TXOP allocation. However, the PRO-HCCA
scheduler has high implementation complexity because QAP has to
maintain a partition list for each TS. Besides, the fact that every TS is

polled individually in all service intervals implies considerable overhead

for TSs with large delay bounds.
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The purpose of this paper is to present a scalable HCCA scheme with
per-QSTA granularity. In the proposed scheme, QAP maintains only one
partition list for each QSTA even if it is attached with multiple TSs. The
proposed scheme is then modified to reduce polling overhead for QSTAs
that are attached with TSs having large delay bounds. For the modified
scheme, different QSTAs are allowed to have different polling periods.
Numerical results obtained from computer simulations show that the
proposed HCCA scheme and the imedified one perform better than the
PRO-HCCA scheduler. ,‘Since outf'designs are telated to PRO-HCCA, we

shall briefly review the'scheduler in Chapter 2.

The rest of this thesis is organized as-follows. Chapter 2 describes
system model. We also review the sample scheduler and the PRO-HCCA
scheduler. Chapter 3 contains our proposed scheduler and we modify our
design to allow different polling periods for different QSTAs so that polling
overhead can be further reduced. Numerical results are presented and

discussed in Chapter 4. Finally, we draw conclusion in Chapter 5.
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Chapter 2.
Related Work

2.1. System model

In the investigated system, transmission over the wireless medium is
assumed to be divided into SIs and the duration of each SI, denoted by SI,
is a sub-multiple of the length of a beacon interval T,. Moreover, a SI is
further divided into a contentioh period and.a contention-free period. We
consider only uplink traffic’ because downlink traffic is completely known

to QAP and, therefore, can be easily scheduled.

We assume in this paper that the QOS requirement is specified with
delay bound, which can be carried in the Delay Bound field of the TSPEC
information. A packet is dropped if it violates the delay bound. There

are N QSTAs, called QSTA, QSTA,, ..., and QSTA,, with a total of M TSs

that are numbered from 1 to M. There is at least one TS attached to each
QSTA. Let D, be the delay bound of TS i. Without loss of generality,

we assume that D, <D, ,, 1<i<M-1. During the negotiation process, we

i+l

request Sl of TS i to be |D,/2|, where |x| represents the largest

max, i



Chapter 2. Related Work

integer smaller than or equal to X. For the rest of this paper, we implicitly

assume that Sl 1s a sub-multiple of T,. In case Sl is not a

max, i max, i

sub-multiple of T,, one can select the largest number smaller than SI

that is a sub-multiple of T,. The TXOP allocated to QSTA for its

existing TSs is denoted by TXOP.

2.2.  The Sample Scheduler

Assume that the (M +1)". TS with maximum service interval Sl

max,M +1
is admitted. In the sample scheduler, QAP determines a possible new SI

according to SI =min{SI, Sl ..} .~ ~QAP then calculates TXOP, as
follows. Firstly, it decides, for,TS\};-the average number of packets N,

that arrives at the mean data rate. p; during one Sl

o[ (n

where L; denotes the nominal MSDU size of TS j and [x]| represents

the smallest integer larger than or equal to X . Secondly, the TXOP

duration for this TS is obtained by
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L. M
TD, =max{N; x| =+ X |,—+X
R R

where R 1is the physical transmission rate of QSTA,, and M and X denote,
respectively, the maximum allowable size of MSDU and per-packet
overhead in time units. The overhead X includes the transmission time for
an ACK frame, inter-frame space, MAC header, CRC field and PHY PLCP

Preamble and Header.

Finally, the total 'XOP duration allocated to QSTA, which has n,

TSs attached to it is obtained as

TXOP, = (iTD J. J FSIFS 1,0,
j=1
where SIFS and t,,, are, respectively, the short inter-frame space and the

transmission time of a CF-Poll frame.

It is clear that the sample scheduler does not consider delay bounds in
TXOP allocation. In other words, it handles all packets of a TS with equal

priority. Since the TXOP allocated to a QSTA is constant for all SIs, it is

2)

3)
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only suitable for CBR traffic.

2.3. The PRO-HCCA Scheduler

The PRO-HCCA scheduler introduces an account mechanism to treat
packets generated by TSs according to their urgencies. For each admitted
TS 1 with delay bound D, , QAP maintains a partition list

PL, =[PL,,PL PL,], where d =[D//Sl}], and PL; represents the

25eees
amount of traffic backlogged for-time period between (j—1)*SI and j=SI.

The index j in PL;; indicates| thetdegree of urgency for service. The

partition list is updated at each scheduling instant as follows. Consider
PL, for j>3. The value of PL| "is updated as PL}, —(t’,,—X)*R,

1,] i

where t.

.;ju 1s the transmission time allocated to partition j-1 during the

previous scheduling instant and 0 in the superscript stands for the previous
value of the variable. To update PL,, the amount of traffic arrived
during the SI preceding the previous scheduling instant is needed. This
information can be derived by QAP if the queue length of TS i, denoted by
QL,, is piggybacked in the last frame (or a Null frame if no data of TS i is

transmitted). The value of PL, is updated as AR’*SI-(t’ -X)*R,
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where AR, is the traffic arrival intensity of TS 1 and is given by
[QL, —QL’ +(TXOP - X)*R]/SI , where TXOP is the transmission
opportunity allocated to TS i during the previous SI.  Finally, to obtain the
actual value of PL,,, the amount of traffic arrival during the previous SI is
required. Unfortunately, this information 1s unknown to the QSTA before
the end of the previous SI. As a result, a prediction scheme was adopted
to estimate the traffic intensity PR. The wavelet transform-based LMS
(least mean square) [14] predictorywas: adopted to reduce the eigenvalue

spread and achieve good performance:”. The following Algorithm 1

summarizes the update procedure for partition list -PL, .

Algorithm 1: Update procedure for partition list PL,

1. fori=1toM

2 forj=[ D, /Sl | downto 3

3 PL ;= PL?,J._1 —(tfj_1 - X)*R 4)
4. endfor

5 PL, = AR’ *SI —(t), - X)*R

6 PL,, = PR; *SI

7. endfor
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QSTA1 with one TS, delay bound=2S3I

3 4 Register
() PL1 PL2
é PL,, =PR

PL,, = PR,
Ql Q2 oap PLn.=4  PL,=3
PL,, =4

23

Ql Q2 Q3 STA2 with one TS, delay bound=33l

Fig.2. Example of the PRO-HCEA scheduler

Fig.2. shows the 'example of PRO-HCCA 'scheduler. There are two
QSTAs, and each of QSTA "attached“one TS.*The delay bound of TS
attached to QSTA; is 2SI, and QSTA; maintains two queues to store
different urgency packets. In the same way, QSTA, maintains three queues
to store different urgency packets. In QAP part, QAP maintains two
partition lists for these TSs and allocates TXOP according these partition

lists.

The TXOP allocation was formulated as the classical fractional

Knapsack problem [15]. Let T, represent the time assigned to EDCA
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traffic within a beacon interval. Further, let

T

avail

= max(p,, *SI,dotl ICAPLimit) ,  where p .=, -T,)/T, and
dotl ICAPLimit 1is the minimum time assigned to a controlled access phase
which is determined during the WLAN setup. Note that T, represents
the amount of medium time that can be used by the admitted TSs. For
simplicity, we assume in this paper that T, = ..., *SI. The transmission

time allocation problem was modeled as

d;

M
maximize ZZUi it

i=l j=
di

M
S.L. Zzti,j < Toai (5)
i1 jo1

j=

0<t, <(PL,/R+X)hi=h2Msj=12,..d,.

In the above model, the variable U, =1/(d, - j+1) represents the utility
received from transmitting data belonging to partition PL; for a single
time unit. Clearly, more urgent data are handled with higher priority than
less urgent data in the model. In other words, the transmission order is

determined by the earliest deadline first policy. The TXOP allocated to

g
TS i isgivenby >t ..
i=1

10
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Note that the per-TS granularity of the PRO-HCCA scheduler may create
scalability issue in a WLAN with a large number of TSs, because QAP has
to maintain a partition list for each TS. Besides, the fact that each TS is
polled in every service interval induces significant polling overhead for TSs
with large delay bounds. In the next chapter, we present our proposed

Scalable PRO-HCCA scheduler which has per-QSTA granularity.

11
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Chapter 3.

Our Proposed Scheme

3.1 The Scalable PRO-HCCA Scheduler

3.1.1 How to choose SI

Let D, and D__ denote, respectively, the minimum and maximum
delay bounds of all possible applications. Define the minimum service
interval SI,  as Sl =|.Dg/2|.  Forrsimplicity, we assume that
D, =d, *SI,, , where d, «1s an|integer which satisfies 2<d <d, <..<d, and
D,.. =Max=SI . As 4n the sample scheduler,”the service interval SI

max

chosen by QAP is equal to Sl For the rest of this section, we let

max,l *

SI=d=SI_. Besides, whenever a “particular QSTA 1is considered, it is

assumed to be QSTA and there are K TSs with delay bounds b =Sl ,
b,*SI_, ..., and b, *SI_ attached to it. We assume that b <b,<..<b,.
Note that two TSs attached to the same QSTA can be merged into one if they

have the same delay bound.

12
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3.1.2 QSTA queue management

Consider QSTA . To support the proposed scalable PRO-HCCA

(SPRO-HCCA) scheme, QSTA needs to implement Max queues. For

convenience, these queues are numbered from 0 to Max-1. All the Max

queues are in use and shared by the K TSs attached to QSTA, no matter
what value SI is. For queue i, there is an associated register Q, which
saves the amount of data currently residing in the queue. A pointer Ptr,

which points to queue 0 initially, 1s used in operation. Given d, queues
Ptr, Ptr+1 (mod Max), ..., and [Ptr+d~1 (mod Max) contain data, if any,
that have to be served in the current service interval to avoid violating their
delay bounds and being dropped. < “For=the test of article, we omit the

modulo Max operation and assume that it 1s performed implicitly.

3.1.3 QSTA operation

For QSTAs, an SI is divided into d sub-intervals of equal length SI_.
Consider QSTA, and a particular SI.  For all k, 1<k<K , the data

generated by TS k in the ™ (1<j<d) sub-interval of the considered SI

are placed in queue Ptr+b +j-1. Let A, denote the amount of data

13
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th

generated by TS Kk in the j" sub-interval. The register Q,.,,;, is
updated as Qpy,p, . =Qppon.ji +A,; at the end of the j" sub-interval.
Finally, at the end of the considered SI, QSTA, updates, for all i, Q =Q -r,
where r. is the amount of data in queue i that are served in the SI, and then
sets Ptr=Ptr+d. Data that violate their delay bounds are dropped. The
associated register of a queue with dropped data is updated accordingly.
Figure 3 shows an example for Max=8, d=2, K=1, d, =4, and Ptr=4
at the beginning of the n" SI. . Inthis_example, we assume equal-length
packets with A, =2 (packets) and=Ay =1, inthe n" SI. As illustrated in
the middle part of Fig- 3, Q, is updated as Q,+2 at the end of the first
sub-interval, assuming that no ‘data stored in queue 0 are served in the SI.
At the end of the second sub-interval (which' is also the end of the SI), Q

and Ptr are updated as Q +1 and Ptr+2, respectively, as shown in the

bottom part of Figure 3.

14
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4,=2 4,=]
I‘“’ Sln‘l’ | SIni+1 | SIriz+2 |
tl tz ts
=0, +2
1 O | PP
2 3 4 5 6 7
PtrT=4
0 =0 +1
AR N N I I P
0 1 2 3 4 5 6 7
1
Pir=4

Fig. 3. Example of QSTA operation with Max=8, d=2, K=1, d1=4, and Ptr=4

3.1.4 QAP maintains Partition List for each QSTA

Given d, QAP maintains for QSTA a partition list denoted by

G,..G,,.. and G,,, where h=b /d. To simplify the notation, we use

p.l> ~p,

G, torepresent G,;. The content of G, is deemed by QAP the amount of
data stored in QSTA, which will violate their delay bounds if not served in
the next i SIs. For convenience, we assume that there is a virtual G,

whose content is always zero. Consider a particular SI.  Let e, represent

the average rate of data generated by TS k, 1<k<K, andE, =e *SI .

15
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Further, let t be the amount of data in G, that is served during the
considered SI. At the end of the SI, the content of G, is updated as

follows. QAP sets G, =G,,,—-t,.,+E , 1<k<K, where a=b/d, and

a+1 i

G =G, -t, if iza; for any j, 1<j<K. Note that we use mean as an

estimate of data generated by each TS to reduce computational complexity.

One of the new G; values will be replaced by the value reported by QSTA

described below.

3.1.5 Reporting Mechanism

A reporting mechanism is 'adopted to-let every QSTA report its queue

occupancy to help QAP allocate TXOP better. + The reporting mechanism is

designed as follows. Consider QSTA, in the n" SI. In the last data
frame (or Null frame), the value U = Qq, 1 +Qpy.gis +--+ Qpyraranas as well
as f are piggybacked to QAP, where f (>1) is the smallest integer such that
queue Ptr+fd, Ptr+ fd+1, .., or Ptr+(f+I)d-1 is the first queue after

queue Ptr which received new data since it was reported last time. If no

such queue exists, then QSTA reports U =f =0. Initially, all queues are

considered as reported simultancously and QAP sets G =0 for all i,

16
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1<i<h. Atthe end of the n" (n>1) SI, QAP changes G, to U or does
nothing if U=0. Figure 4 illustrates an example for Max=8, K=2,
d=2, d, =6, d,=8,and Ptr=0. For this example, we have h=d,/d=4.
Initially, the partition list maintained in QAP satisfies G, =0, 1<i<4.
Assume that the TXOP allocated to QSTA, in the first SI is zero. Assume
further that during the first SI, TS 1 generates one packet in each

sub-interval and TS 2 generates one packet in the second sub-interval. If

the TXOP allocated to QSTA, in the,;second SI is only enough to transmit a
packet, then the reported value is U=1.and =2, as shown in the middle
part of Figure 4. Note that Ptr is 2.at the beginning of the second SI.
Upon receiving the reported values;QAPupdates G,=1. Assume that the
TXOP allocated to QSTA, in the third SI.is zero and, moreover, in the
second SI, TS 1 generates two packets in the first sub-interval and zero
packet in the second sub-interval and TS 2 does not generate any packet.
As a result, as illustrated in the bottom part of Fig. 4, the value reported by

QSTA, in the third SI'is U =3 (which consists of one packet generated by

TS 2 in the first SI and two packets generated by TS 1 in the second SI) and

f =2. After receiving the reported information, QAP updates G, =3.

17



Chapter 3. Our Proposed Scheme

report: U =1, =2 report: U =3, =2 l . packet generated by TS1

A A y
i i 3 P Iﬁ :I V : packet generated by TS2
¥V |t L
SI1 i SI2 i SI3 SI 4
tI t2
3 2
L L e
0 1 2 3 4 5 6 7
1
Pir=2, AP updates G, =1
45 3 i
L2 O | 1
0 1 2 3 4 5 6 7

)

Pir=4, QAP updates G, =3
Fig. 4. Example of reporting mechanism for Max=8, d=25K=2, d;=4, d,=8, and Ptr=0

3.1.6  When Sl is changed

Note that SI could be changed if a new TS is admitted or an existing TS
is finished. Consider now the situation when SI is changed. Assume that
d ischangedto d'. Since all Max queues are in use, there is virtually no
impact on STA operation. The only work is to replace d with d'. As

for QAP, it needs to compute the new values of the partition list for each

QSTA. Consider QSTA, and let G/, 1<i<b,/d', be the new partition list
maintained for QSTA . Let z be the least common multiple of {h,s} such

that z=ch=c's, where s=b,/d'. QAP computes g, . =G,/c for

18
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I<i<c and 1<j<h. The new G/ is then obtained as G/=)> 0, . »
j=1

1<i<s.

Figure 5 shows an example of splitting the partition list. Initially, the
partition list has three parts, i.e.: h=3. When a new TS is admitted, the SI
is changed and the partition list is split into four parts in this example, i.e.
s=4. How does QAP achieve this goal? QAP first calculate the values
z=12, ¢c=4 and c’=3. [Each part of the original partition list first split into

four parts, and every three patjts;'me.rge.' inte_one part. Therefore, the new

QAP allocafes TXOP to each QSTA
|.| i | 1 L 3

ke -

partition list has four .fi;arts and

according to the new splitting partition list. = '

| " |

L w B 1 HEIG "
i A e A

G3 - I T G4’

G3’
G2

G2’
Gl

Gl

Fig. 5. Example of splitting the partition list
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3.1.7 TXOP allocation to each QSTA

The TXOP allocation problem in our proposed SPRO-HCCA scheme is
the same as that in the original PRO-HCCA scheme except that TXOPs are

allocated to QSTAs instead of individual TSs. That is, the same classical

fractional Knapsack problem is solved. = However, the variable t

represents the transmission time allocated to data belonging to partition

PL. of QSTA . Because of per-STA granularity, the computational

1]

complexity of the proposed SPRO-HCCA seheme can be much smaller than
that of the PRO-HCCA scheme if M is. much larger than N. Besides, QAP
needs to maintain only on¢ partition’ list for, eachh QSTA even if there are

multiple TSs attached to the QSTA.

N h
maximize ZZUi it

i=l j=1

avail (6)

0<t; S(PLLJ./R+X), i=1,2,..,N; j=12,...,h

1
?ﬁ
_|

The TXOP allocated for QSTA, is

TXOP, = Zt k=12,---,N (7)

kj >
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3.2 Reducing Overhead SPRO-HCCA
3.2.1 Reducing the polling overhead

While maintaining the advantage of reporting, it is possible to reduce
polling overhead of a QSTA if every TS attached to it has a delay bound
greater than or equal to four SIs.  Consider QSTA, and let q, =|b /(2xd)].
To reduce overhead, QAP can poll QSTA, once every q, SIs. For
example, assume that SI =Sk~ and b =4.r For this example, QSTA, is
polled once every two SIs.—We eall' g;*SI .= q,*d=*Sl the polling
period of QSTA,. The idea can+be applied to"all QSTAs. Let g *SI,
1<i<N, denote the polling pefiod of QSTA: .“That is, QSTA 1is polled by
QAP once every ¢, Sls. As a result, different QSTAs may have different
polling periods. The operations of QSTA and QAP with respect to QSTA
are the same as those described in the last section as long as the polling

period ¢, *SI is treated as SI.

Figure 6 shows the different polling period of different QSTAs. In this
example, there are three QSTAs, and polling period are SI, 2SI, and 3SI.

The polling list period maintain by QAP is LCM(1,2,3)=6.
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[
N
w
[
N
w

I B B B §

Fig. 6. Example of different polling period of different QSTAs

3.2.1 Reducing the Partition List

Clearly, the partition list is still a source of complexity. One way to

simplify the partition list as follows. . Consider QSTA,. It always reports

qp*d-1

the value U =( ) Qerigpea- | R T0-QAP. " The partition list maintained by
i=0

QAP for QSTA, ~+has only <two elements, ie, G,,=U and

p,l
K

G,,=0. e *q,*SI)/R. Note that G,, is the average transmission time of
i=1

traffic arrivals to QSTA, in one¢ polling period and is constant unless the

TSs attached to QSTA, are changed. The same idea can be applied to all

QSTAs. Consequently, there are only two elements in the partition list of

every QSTA.
3.2.2 Find the service start point

Since a QSTA could be polled once every several Sls, we need to

decide how the QSTAs are polled. Define AL =G,,, 1<i<N, as the
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average load in transmission time offered by QSTA in one polling period.
Let P,=LCM(q,,q,,....q,) be the least common multiple of {q,.q,,...q,}-
Time 1s divided into frames so that each frame consists of P, SIs. The
SIs in a frame are numbered from 1 to P,. QAP maintains a polling list
for each SI. It is clear that the polling lists are periodic with period P,
and, therefore, the total number of polling lists maintained by QAP isP,.

Note that the polling lists can be efficiently represented as a binary tree if

g =2%=*Sl_ foralli, 1<i<M, where. k _is a non-negative integer.

The polling lists -are_constructed as follows: To add the first QSTA

to the polling system,"QAP decides SI=SI sets P =1, and puts QSTA

max,l 2
to the polling list for each'SI.... Assume that the polling lists are constructed

for the existing N QSTAs and a new QSTA, i.e., QSTA,,,, is to be added to
the system. Let TL, be the total average load offered by the QSTAs in the
polling list of SI i. Assume that D,,, does not change SI. The
procedure to add QSTA,,, to the polling system is as follows. QAP first

computes P, =LCM(P,,q,.,) - Then it determines |, =

max {TL

0<k<(Py,; /0n1)-1

for 1<j<q, . After that, QAP finds i =

j*k*qNﬂ}

argmin{l j}. QSTA,,, 1s added to the polling lists of SIs i+k=q,,, for all

I<j<gny
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k, 0<k<P, /qy,-1. If Dy, causes change of SI, then the new SI is
smaller than the original value. In this case, the construction procedure is
performed for QSTA, QSTA,, ..., and QSTA,, one by one with the new SI.
Obviously, a similar procedure can be performed to update the polling lists

if g, is changed for some k, 1<k<N, due to change of TSs attached to

QSTA, .

Figure.7. shows the example of adding a new QSTA and updating the
polling list maintained by QAP. In Figure.7#(a), there are existing three
QSTAs with polling periods'SI, 2SI, and 3SI and: QAP maintains a polling
list with period 6SI. Anew QSTAj with polling period 4SI is added to the
system. In Fig.7 (b), QAP first determines:the new polling list period
Pn+1=12 and compute the total traffic load of each polling list. In Fig.7 (c),
QAP picks up the maximum traffic load of each label, and determines the
service start point that is the minimum traffic load we pick up. In this
example, we pick up label 2 in Fig. 7(d), and the new QSTA is polled

according the new updating polling list.
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Bl §F F R I B

(@)
1 2 3 4 1 2 3 4 1 2 3 4

S, S, Sl Sl Sk Sk S Slg Sl Sy Sly S, °
(b)
S, S, Sl Sl Sl Sl Sl Sy Sl Sl Sy Sl
(c)
2 2 2
S, S, Sl Sl Sl Sl Sh Sl Sl Sy Sl Sl
(d)

Fig. 7. Example o ating the polling list
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Chapter 4.

Experimental Result

The PHY and MAC parameters and all related information used in
simulations are shown in Table I. Note that the sizes of QoS-ACK and

QoS-Poll in the table only include the sizes of MAC header and CRC
overhead. We assume that the minimum physical rate is 2Mbps and t, .,
is reduced to 96 ps. It is assumed;that SI. =10ms. Two types of TSs,

with characteristics and. QoS requirements sshown in Table II, are
considered in simulations. Type 1'and Type 1l TSs are lecture room cam

and interactive video, respectively. .“We assume that 90% of the bandwidth

is used by HCCA, i.e., p=0.9.
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Table 1. Related parameters used in simulations.

PHY and MAC parameters
SIFS 10 us

MAC Header size 32 bytes
CRC size 4 bytes
QoS-ACK frame size 16 bytes
QoS CF-Poll frame size 36 bytes
PLCP Header Length 4 bytes
PLCP Preamble length 20 bytes
PHY rate(R) 11 Mbps
Minimum PHY rate (Rpin) 2 Mbps

Transmission time for different header and
per-packet overhead

PLCP Preamble and Header 96 us
(tpLcp)
Data MACiHeader (typr) 23.2727 us
Data CRC (tgge) 2.90909 us
ACK frame (tack) 107'583636
QOS-CFPOH (tpo|_|_) 122.1818 Us
Per-packet overhead(X) 249'§Sl 818

Table II. TSPECs for two different types of traffic flows.

Traffic characteristics and Tvoe I Tvoe II
QoS requirements ype ype
Maximum Service Interval 20 ms 40 ms
Delay Bound 40 ms 80 ms
Mean Data Rate 42 Kbps 246 Kbps
Nominal MSDU size 211 bytes | 1232 bytes
Scheduled Service Interval 20 ms
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In the first experiment, we compare the performances of the sample
scheduler, the PRO-HCCA scheduler, the SPRO-HCCA scheduler, and the
reduced-overhead SPRO-HCCA (RO-SPRO-HCCA) scheduler with real

traces [17]. There are three QSTAs. QSTA, QSTA,, and QSTA, that are

attached with two Type I TSs, one Type I TS and another Type II TS, and

two Type II TSs, respectively. As a result, the scheduled SI is set to 20 ms

= 2SI_. The polling order is QSTA, then QSTA,, followed by QSTA,.

In the PRO-HCCA scheme, for the two TSs attached to QSTA,, the Type I

TS is polled before the Type II TS. Because of the 80 ms delay bound,

Type II TSs attached to QSTA, are polled .once every two Sls in the

RO-SPRO-HCCA scheme.

Figs. 8(a)-8(d) show thelcumulative-distribution functions (CDFs) of
delay for TSs attached to various QSTAs. Note that, as illustrated in Fig.

8(a), the RO-SPRO-HCCA scheme “1s "‘the same as the SPRO-HCCA

scheme for the TSs attached to QSTA. One can see in Fig. 8(a) that

packets of TSs attached to QSTA experience roughly the same delay under

the SPRO-HCCA scheme and the PRO-HCCA scheme. The curves

shown in Fig. 8(b) reveal that packets of Type I TS attached to QSTA,

experience smaller delay under the SPRO-HCCA scheme than the
PRO-HCCA scheme. The reason is that packets of Type I TS have

smaller delay bound than packets of Type II TS and, therefore, under the
SPRO-HCCA scheme, may use the bandwidth allocated to packets of Type
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IT TS that can be kept for more than two SIs. Because of this, packets of
the Type II TS experience larger delay under the SPRO-HCCA scheme than
the PRO-HCCA scheme, as can be seen in Fig. 8(c). Note that the
RO-SPRO-HCCA scheme is different from the SPRO-HCCA scheme for

QSTA,. There are four entries for the partition list maintained for QSTA,
under the SPRO-HCCA scheme. However, under the RO-SPRO-HCCA
scheme, there are only two entries for the partition list maintained for
QSTA, and only the data that will violate their delay bounds if not served in

the next SI are reported to QAP. Packets experience more delay under the
RO-SPRO-HCCA scheme than wnder the. SPRO-HCCA scheme and the
PRO-HCCA scheme. However, all.packets imeet their delay bounds.
The sample scheduler obviously “‘cannot meet QoS requirements.
Although the PRO-HCCA, SPRO-HCCA, -and RO-SPRO-HCCA
schedulers meet QoS requirements, their-ratios of overhead transmission
time to total transmission time-are different..  They are 34.92%, 31.40%,
and 29.51% for the PRO-HCCA, SPRO-HCCA, and RO-SPRO-HCCA

schemes, respectively.
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Fig. 8. Performance comparison of various schedulers for three different

QSTAs.
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In the second experiment, we assume that there are one Type I TS and
one Type II TS attached to each QSTA. Simulations are performed to
determine the maximum number of QSTAs N that can be supported
without violating delay bound requirements under the SPRO-HCCA
scheme. The result is N=11. Therefore, we simulate a system which
consists of 11 QSTAs under various scheduling schemes. QSTAs are
polled one by one. In the PRO-HCCA scheme, Type I TS is polled before

Type II TS attached to the same QSTA. Note that, similar to the situation

of QSTA, in the first experiment, the RO-SPRO-HCCA scheme is different

from the SPRO-HCCA scheme for this experiment. Figs. 9(a) and 9(b)
show, respectively, the CDFs of delay for packets of Type I TS and Type II
TS attached to the elevénth QSTA.: As'one can‘see from the figures, the

SPRO-HCCA scheme outperforms the’PRO-HCCA scheme for both types

of TSs. The phenomenon we obseryed-forr QSTA, in the first experiment,

1.e., the bandwidth allocated to-less urgent packets of Type II TS could be
used by packets of Type I TS, does not appear in the second experiment.
The reason is that almost all bandwidth are allocated to the most urgent
packets that will be dropped if not served in the next SI. Some packets
violate their delay bounds and are lost under the PRO-HCCA scheme
because it suffers from higher overhead than the SPRO-HCCA scheme.
The packet loss probabilities due to violation of delay bounds are
summarized in Table III. The low packet loss probabilities make the

RO-SPRO-HCCA an attractive scheme for real systems.

32



Chapter 4. Experimental Result

QSTA,, ,

Type I TS

- 7

0.9+ , S R
0.8+ S i

0.7} /7, .

/
0.5 i .

0.4 I Z e

P(access delay<=d)

0.3F

/o PRO-HCCA
0.2 fﬁ ~ ~ SPRO-HCCA 1

/) — - —RO-SPRO-HCCA
Ol-g Sample Scheduler | |

0
0 0.01 002 0.03 004 005 006 0.07 008 009 01

d (sec)
(a)
QSTA,, , Type I TS
1 T T T T I e
T - ;_jﬁ /
09+ / // d / u
0.8} S s -
VK / ‘
0.7 /S / j
S [/ ;
{>}\ 0.6r v/ / r/ B
o - /
T 05+ ; J( 14 —
2 /o /
8 04r / 7 PRO-HCCA
< s o= —— ~ SPRO-HCCA
0.3 J — - ~ RO-SPRO-HCCA
Ve 0 B Sample Scheduler
0.2} Vs R E
0.1L- y S e i
/:l///,/ ﬁ4k/4f”ﬁ/
0 S T ! ! ! ! ! ! !
0 00l 002 003 004 005 006 007 008 009 0.1
d (sec)
(b)
Fig. 9. Performance comparison of various schedulers for eleven identical
QSTAs.
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Table III. Packet loss probabilities for various schedulers.

TS type of QSTA 11 Type I TS Type I TS
Scheduler
PRO-HCCA 7.11% 0.2%
SPRO-HCCA 0% 0%
RO-SPRO-HCCA 0.15% 0.13%
Sample Scheduler 53.92% 81.04%
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Chapter 5.

Conclusion

We have presented in this paper a per-QSTA based scalable TXOP
allocation scheme for HCCA to guarantee QoS for VBR traffic in WLAN:S.
The scheme is modified to allow different polling periods for different
traffic streams. Computer simulations with real traces show that our
proposed schemes meet QoS requirements. Besides, according to
simulation results, our proposéd schemes utilize bandwidth more efficiently
than the sample scheduler and the PRO-HCCA scheduler. An advantage
of the proposed schemes iis that they .do not require traffic models. It
suffices to know the mean arrival‘rate of each traffic stream. Simplicity
and robustness make the proposed schemes good candidates of the TXOP
allocation scheme for HCCA ‘to guarantee QoS for variable bit rate traffic

streams.
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