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Abstract

IEEE 802.15.3c is a high,«data-rate  specification proposed to transfer
uncompressed high-definition video, audio, and’data in short distance. Since it
operates in unlicensed 60GHz band, it endures a severe propagation loss. To solve the
problem, a planar antenna array conducting beamforming is usually needed to
compensate for the loss. In this thesis, we first design an OFDM receiver for the
IEEE802.15.3¢c system. Then, we take advantage of the antenna array to propose a
spatial division multiple access (SDMA) system for IEEE802.15.3c personal area
network (PAN). In SDMA, multiple beams are formed simultaneously, and
interference between these beams becomes the main concern. Recently, a hybrid array,
which can conduct beamforming using digital weights and phase shifters, was
proposed. With the architecture, interference cancellation becomes possible. We
model a SDMA system with a multiple-input-multiple output (MIMO) system and
evaluate the performance of an IEEE 802.15.3¢c SDMA system with analog and hybrid

beamforming.
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Chapter 1  Introduction

With the increasing use of mobile devices in daily life, wireless communication
of personal area network (WPAN) becomes more and more important in recent years.
Because of the increasing demands for high-quality video applications, IEEE 802.15
WPAN Task Group (TG3c) formed in March 2005 has been developing a millimeter
wave alternative physical layer (PHY) for WPAN. The millimeter wave WPAN can
operate on the unlicensed band including 57 to 64 GHz. The characteristics of the
high penetration loss and strong oxygen adsorption make the radio in 57 to 64 GHz
band suitable for short distance transmission. The millimeter wave WPAN also allows
coexistence with all other microwave systems defined in the IEEE 802.15 of WPANS.
Additionally, it can support high data ratgat least 1 Gbps applications such as the high
speed internet access or video streaming.

This specification definés . two modulation schemes, single-carrier and
multicarrier. The multicarrier scheme ‘exploits the orthogonal frequency division
multiplexing (OFDM). The OFDM has been shown to be a promising technique and
has been used in several wideband digital communication systems, such as the IEEE
802.11 wireless local area network (WLAN), the IEEE 802.16e Worldwide
Interoperability for Microwave Access (WiMAX) Wireless MANs and terrestrial
digital video broadcasting (DVB-T). The most important advantage of OFDM is that
it has the ability to convert the multi-path frequency-selective fading channel into a
band of flat fading sub-channels. The receiver can then easily conduct signal recovery
with a simple equalization method. Also, OFDM symbols can also be generated by
the efficient Fast Fourier transform (FFT) algorithm facilitating its real-world in

implementation.



As mentioned, the propagation loss in 60GHz environments is severe. As a result,
the antenna array, which can conduct transmit/receive beamforming, is usually
equipped in a transceiver. In the IEEE802.15.3¢, a PAN is defined in which a user can
only communicate with another. With multiple antennas in the transmitter/receiver,
however, we can have more advanced applications, e.g, the spatial division multiple
access (SDMA). In SDMA, a user can communicate with multiple users
simultaneously. In other words, a transmitter/receiver can form multiple beams
pointing to multiple directions. As long as the interference between these beams can
be controlled under a level, reliable communication between the links can be
achieved.

In this thesis, we first design an OFDM receiver for the IEEE802.15.3c system.
Then, we propose a SDMA system for IEEE802:15.3c WPAN. For beamforming, a
planar antenna arrays with phase shifters for each antenna element is commonly used.
Since the phase shift can only adjust the-phase of the input signal analog, it cannot
conduct interference cancellation. Recently;“a“hybrid array, which can conduct
beamforming using digital weights and phase shifters, was proposed [7]. With the
architecture, interference cancellation becomes possible. We will evaluate the
performance of an IEEE 802.15.3c SDMA system with analog and hybrid
beamforming. Since multiple bit streams are transmitted/received simultaneously in a
SDMA system, it can be modeled as a multi-input multi-output (MIMO) system
which is also referred to as a multiuser MIMO system. We will use a simple method
to provide the modeling.

The rest of this thesis is organized as follow: In Chapter 2, we present the
specification of 802.15.3c D04, which include the transmitter structure, preamble
structure, and system parameters. In Chapter 3, we design the receiver structure

constructing synchronization and channel estimation. In Chapter 4, we briefly review

2



the hybrid beamforming in [6] and establish the MIMO model for SDMA. In Chapter
5, we describe some commonly used MIMO detection algorithms. In the Chapter 6,
we show the simulation result and performance comparison. Finally, we draw

conclusions in Chapter 7.



Chapter 2 IEEE 802.15.3C Specification Overview [1]

2.1 Introduction

IEEE 802.15.3c is a physical layer specification for high rate wireless personal
area networks (WPANSs). In this chapter, we will focus on High Speed Interface mode
of mmWave PHY (HSI PHY). It is designed for devices with low-latency,
bidirectional high-speed data and orthogonal frequency domain multiplexing (OFDM)
is used as the modulation scheme. HSI PHY supports a variety of modulation and
coding schemes (MCSs) using different frequency-domain spreading factors,
modulations, and low density parity check (LDPC) block codes. Figure 2-1 shows the
transmitter block diagram given‘in‘ the speciﬁcatioﬁ. ,

=]

r Frame payload

FCS
calculation
Append and
scramble
_Constellati0n<_ 'Pad b.its el Bit | FEC
mapper insertion interleaver Encoder
Spreader 9 . Tone | OFDM _ PCE_S L »
interleaver modulator insertion

Figure 2-1 The transmitter block diagram of 802.15.3¢c HSI PHY



2.2 Preamble structure

A PHY preamble, which is given in Table 2-1, shall be added prior to the frame
header to aid receiver operations related to frame detection, auto gain control(AGC)
setting, timing acquisition, frequency recovery, frame synchronization, and channel
estimation. The PHY preamble shall be transmitted at the rate of Ry =5.0625M
samples/s. A preamble symbol is defined as a sequence of length 512 chips which

corresponds to the FFT length.

There are defined three different preambles, the mandatory long preamble,
mandatory medium preamble, and optional short preamble. All fields of the
preambles are based on length 128 complementary Golay sequences €25 and dis,

which are given in Table 2-2 and. Téble - yes’pecﬁ'vdy.

CES SFD SYNC
i | !
Long preamble: ‘128 Psi2 Pst2 P51z Psi2 Psiz Psi2 Psi2 Psi2 | Psia Psi2 PsiaPsiz | Cizs (128 repetitions)
i '|
Medium preamble: di2s Ps12 Ps12 Psi2 Psi2 Qs12 Cizs (16 repetitions)
| | =
Short preamble: dizs Psi2 Psi2 Psi2 Ci28 (16 repetitions)

Table 2-1 HSI PHY preamble structure



Code name Value

Re[¢5g] 509CC905AF9C3605AF6336FAAFIC3605

Im[c;ag] FA3663AF05369CAF05C99C5005369CAF

Table 2-2 Length 128 Golay sequence c;2s in hexadecimal notation

Code name Value
Re[d»g] S5FO93C60AA093390AA06C39F5A093390A
Im[d»>g] F5396CA00A3993A00AC6935F0A3993A0

Table 2-3 Length 128 Golay sequence d;,s in hexadecimal notation

Packet synchronization (SYNC).field *

The first field of preamble’is used for frame detection, AGC setting, and timing
acquisition. The SYNC field in the long preamble is obtained by repeating €25 128
times, and that in the medium and short preamble is obtained by repeating ¢ 16

times.

Packet start frame delimiter (SFD) :

The second field of the preamble, SFD, is provided to establish frame timing, in
which length 512 Golay sequences psi2 or qs12 are used. Sequences psi2 Or (si2 are

constructed from ¢;,5 and d;»5 using the following equations.

Dsi2 =[Ciag d155 C1og dy5] (2-1)

Gs1y =[Ciag ding Crog dy55] (2-2)



where X denote the complement sequence of x. The long preamble uses the
sequence [ps,, Ps;, Psia Ps1,] Whereas the medium preamble uses only [g¢,,] and

the short preamble uses [ps,,] in field SFD.

Channel estimation sequence (CES) :

The third field of preamble, which is used to conduct channel estimation, repeats

ps12 8 times and appends the result to d,,, to construct CES in the long preamble. In

medium and short preambles, d,,, is appended to 4 and 2 repetitions of psi2

respectively.

2.3 PHY pay load field
2.3.1 Scrambler
The frames shall be scrambled by a pseudo-random-bit-stream (PRBS) sequence

using a modulo-2 addition, as illustrated below:

Input Data & /7~ Scrambled Data s,
» (1)) >
=
Xn Xn- 14 Xn 15
» D™ ‘ » D
RN
< (1))«

Figure 2-2 Realization of scrambling with PRBS generator

The polynomial for the PRBS generator used by the scrambler is:



g(D)=1+D" + D" (2-3)

where D is a single bit delay element. The polynomial is a primitive polynomial and it
can generate a maximal length sequence, By the given generator polynomial, the

corresponding PRBS, is generated as:

x,=x,,,9x,_, ,n=0L12,... (2-4)

The following sequence defines the initialization sequence:

X

init — L7=17Y=27Y-3V4 567 VN9

=[11010000101S51S52 53 54] (2-5)

The seed identifier value [S1 S2 S3 S4] i@t .t6,0000, and the first 16 bits will be:

[x,%,%;..%,,]=[0001111000111010] (2-6)

The scrambled data bits, s, , are obtained as follows:

s, =b ®x, (2-7)

where b, represents the unscrambled data bits. The side-stream de-scrambler at the

receiver shall be initialized with the same initialization vector, x, ., used in the

init

transmitter scrambler.

2.3.2 HSI PHY FEC

The forward error control coding (FEC) process is illustrated as fallow



\ msb 8b LDPC /

Octet »| encoder [ ¥ - r, ©OBit
— de]”,‘zu" Isb 8b LDPC liffteriedven!
' —® encoder >

T

Figure 2-3 FEC process for HSI PHY

/

2.3.2.1 LDPC block code

The supported LDPC block FEC rates, information block lengths, Linr, and

codeword block lengths, Lggc, are described in Table 2-4

Ling 3
Rrec | ( hfi::} L pgc (bits)
1/2 336
5/8 420
T 672
3/4 504
7/8 588

Table 2-4 LDPC.parameters

The LDPC encoder is systematie,. it encodes an information block of size k,

i =(ly, Iy 5eslpyy) > Int0 @ codeword ¢ of size n, ¢ =iy, iseesi1)s Pos Prseos Pinioty) s

by adding n-k parity bits obtained so that Hc' =0, where H is an (n — k) x n parity
check matrix.

Each of the parity-check matrices can be partitioned into square subblocks
(submatrices) of size z x z (z =21). These submatrices are either cyclic-permutations
of the identity matrix or null (all-zero) submatrices. The cyclic-permutation matrix p'
is obtained from the z x z identity matrix by cyclically shifting the columns to the
right by i elements. An example is showed below, the matrix p’ is the z x z identity
matrix, and matrix p' and p” are produced by cyclically shifting the columns of the

identity matrix I»1x; to the right by 1 and 2 places, respectively.



<
Il
S o = o o

(2-8)

The LDPC encoder supports rate-1/2, rate-5/8, rate-3/4, and rate-7/8 encoding.

Figure 2-4 displays the matrix permutation indices of parity-check matrices for all

four FEC rates at block length n

cyclic-permutation matrix pi. The

submatrices.

<

2

672 bits. The integer i denotes the

entries in the table denote

null (all zero)

R a7
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Figure 2-4-1 Parity check matrices of rate-1/2
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Figure 2-4-4 Parity check matrices of rate-7/8

2.3.2.2 Bit Interleaver

The bits may be interleaved by a block interleaver which provides robustness
against burst errors. The interleaving is performed upon encoded bits with an
interleaving depth covering 4 LDPC codewords, over 2688 bits.

The block interleaving process is performed using a permutation rule L(k) . That
is, the k™ output, written to location k in the output vector, is read from location L(k)
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in the input vector. The block interleaving algorithm L(k) = 1’,,(k) is described by
four parameters: the block size K, =2688, an integer parameter p setting the
partition size, an integer parameter g, and the iteration j governing the interleaving
spreading. The relationship between the block of Kz coded bits, ay, ay, ..., ax.;, and
the block of K interleaved bits, by, b, ..., bx.;, is given by:

b(k)=a[l’ (k)] (2-9)
The interleaving rule for the 1% and the ;™ iteration is defined as:

]lp,q(k)=m0d[KB —p+k+q-p-m0d(—k—p-k,KB),KB] (2-10)
I, ,0)=mod[K, - p+k+q-p-mod(~k-p-I'" (5).K,).K,] (1D

And the binary interleaving parameters shall be: p = 24, ¢ =2, j = 1. The following

figure is an iterative structure of théinterleaver.

1
—» ! p k) 2
h —/ k
> > < r_;-_—_ + ] 1sisj —p P4
. o P 1 e I 5
| — =

Figure 2-5 Bit interleaver structure

2.3.3 Constellation Mapping

The coded and interleaved binary serial input data, b;, where i = 0, 1, 2,..., shall
be modulated using QPSK, 16-QAM or 64-QAM modulation. The binary serial
stream shall be divided into groups of 2, 4, or 6 bits and converted into complex
numbers representing QPSK, 16-QAM or 64-QAM constellation points. The
conversion shall be performed according to Gray-coded constellation mappings,

illustrated in Figure 2-6 below.
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Figure 2-6 QPSK, 16-QAM, 64-QAM constellation bits encoding

The output values, a;, where k = 0, 1, 2,..., are formed by multiplying the

resulting value (/x +jQOy) by a normalization factor Kyop, as a, = (I, + jO,)x K ,,op

and d in Table 2-5 is 1 when using normal constellation , 1.25 when using skewed
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constellation.

Modulation Kyrop
QPSK 1/ 1+d’
16-QAM | ]/\--/--5{] +(}5}
64-QAM - l/«/Zl(l +d2) “

Table 2-5 Modulation dependent normalization factor

2.3.4 Spreader

For the spreading factor of 1, the modulated QPSK and QAM complex values ay,
where £ =0, 1, 2, ... at the output of the constellation mapper shall be grouped into
sets of 336 complex numbers. Each group shall be assigned to an OFDM symbol.

This is denoted by the complex numbéihy ; asiis,

By =y sss »Jor k=0i15.335 0=0,1,2,... (2-12)

where n is the OFDM symbol number*

For the spreading factor of 48;‘the modula‘te'd QPSK complex values a(k), where
k=20,1,2, ... at the output of the constellation mapper shall be grouped into sets of
seven complex numbers. This is denoted by the complex number ay , as

ak,n:ak+n><28 7f0rk:0:6)n:0,1,2,--- (2-13)

where 7 is the group number. Each group shall be spread by a factor of 48 to generate
a block of 336 complex numbers as follows:

b, = 9 f1oor (k/128) %k > Jor k=0:167

*

(2-14)
ben=b"sss for k=168:335

where ¢ is a sequence of length 24 given by:

gq=[t1+j-1+j+j+1-1+j-j+j-1--1+1+]+]+j--1-1-1+j-+]] (2-15)
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2.3.5 Tone Interleaver

The tone-interleaver is a bit-reversal tone interleaver which may be combined
with the IFFT operation to reduce implementation complexity. The tone interleaver
shall be applied to data tones only. Tone interleaver operation is performed by first
grouping the complex numbers a; = [, + jOi at the output of the constellation

mapping into blocks of 336 complex numbers.

2.3.6 HSI PHY OFDM modulator

The discrete-time signal for the n OFDM symbol is given by

2 hxMp () ~H Moy oM (m)

Jj2

1 N1 I |
Spn = dejne Nerr ol g me’ne Neer 4 ng’ne Neer 1 (2-16)
4/ NFF 0 m=0 m=0

where ke€[0: N, —1], Np is the number of data subcarriers, Np is the number of
pilot subcarriers, Ny is the number of reserved subcarriers, Ng is the number of guard
subcarriers, Ngrr i1s the number of total subcarriers, and d,,, pm.n, and g, are the
complex numbers placed on the m™ data, pilot, and guard subcarriers of the n™ OFDM
symbol, respectively.

The functions Mp(m), Mp(m), and Ms(m) define a mapping between the indices
[0:Np — 1], [0:Np — 1], [0:Ng — 1], and [0:Ng — 1] into the logical frequency offset
index [-Ngpr/ 2 : Nppr/ 2 — 1]. The definition for the mapping functions are given

below:
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m—177+round(m/21) 0<m<167

M, (m)=
o (m) {m—174+r0und[(m+l)/21] 168 < m <335

M (m) —-166+mx22 0<m<7 (2-17)
m)= -
r 12+(m—-8x22) 8<m<15

—185+m 0<m<7
170 +m 8<m<l15

M (m)= {
The mapping of data and pilot subcarriers within an OFDM symbol is illustrated
in Figure 2-6. The mapping is further summarized in Table 2-6. As shown in Figure

2-6, there are 16 groups of subcarriers where each group is constituted of 21 data

subcarriers and one pilot subcarrier.
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3338 g4 sEE @ B G55 0tel0 50 B 3 BEE 23 353 3
Figure 2-7 Subcarrier frequency allocation

Subcarriers type | Number of subcarriers Logical subcarriers indexes
Null subcarriers 141 [-256: —186] U [186:255]
DC subcarriers 3 -1,0,1

Pilot subcarriers 16 [—166:22: —12] W [12:22:166]

Guard subcarriers 16 [—185:—178] W [178:185]
Data subcarriers 336 All others

Table 2-6 Subcarrier frequency allocation

2.3.7 Pilot subcarriers

In all OFDM symbols following the frame preamble, 16 of the subcarriers shall

be dedicated to pilot signals for residual frequency offset tracking and phase noise
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suppression. These pilot signals shall be placed into logical frequency subcarriers
-166, -144, -122, -100, -78, -56, -34, -12, 12, 34, 56, 78, 100, 122, 144, and 166. The
information for the m™ pilot subcarrier of the nth OFDM symbol shall be defined as

follows:

1+ )/42 =0,3,5,7,9,13,15
:{( DINZ o m (2-18)

(- j)/N2  for m=1,2,4,6,810,11,12,14

2.3.8 Guard subcarriers

In all OFDM symbols following the frame preamble, there shall be 16 guard
subcarriers, 8 on each edge of the occupied frequency band, at the logical frequency
subcarriers -185, -184, ..., -178 and 178, 179, ..., 185. The data on these subcarriers
shall be left to the implementer. Individual implementations may exploit these guard
subcarriers for various purposes,.including-relaxing the specifications on analog
transmit and analog receive filters,“and-peossibly’ peak to average power ratio

reduction.
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Chapter 3 IEEE 802.15.3c Receiver Design

3.1 Inner receiver structure

An OFDM receiver consists of an inner and outer receiver. The inner receiver
conducts synchronization related operations while the outer receiver conducts FEC

decoding. The block diagram of the inner receiver is shown in Figure 3-1.

Carrier Frequency
offset compensation
A

v

Received Data

Frame Detection

Carrier Frequency
offset estimation v
CP;remove
A 4
Symbol Timing \ 4
Detection Error phase
v A
Channel ~"“Carrier phase
Estimation B tracking

= Channel
Compensation

Figure 3-1 Signal flow structure of inner receiver

Detailed operations of the inner receiver conducts include frame detection,
timing acquisition, frequency recovery, frame synchronization, and channel
estimation. With proper synchronization of the inner receiver, the outer receiver can

recover the transmitter data reliably.

3.2 Frame Detection

Frame detection is the task of finding an approximate estimate of the start of the

preamble of an incoming data packet. The preamble structure defined in IEEE
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802.15.3c HSI mode enables the receiver to use a simple and efficient algorithm to
detect the packet. The algorithm we used is called the delay-and-correlate algorithm,
which takes advantage of the periodicity of the SYNC (packet synchronization field)
word at the start of the preamble. Figure 3-2 shows the signal flow structure of this

algorithm.

C
Iy #@—'C N m,

7D T P Pn %

Ll

Figure 3-2 Signal flow structure of the delay and correlate algorithm

The figure shows two sliding' windows C- and P. The window C is used to
calculate the crosscorrelation between the received signal and a delay version of the
received signal. The delay D is equal te the period of the preamble. In the SYNC field,
there contains 128 repetitions of a length 128 complementary Golay sequence ¢zs.
We choose D=16x128. The window P is used to calculate the received signal energy.
The value of the P window is then used to normalize the decision statistic, so that it is
independent on the absolute received power level. The decision variable of this

algorithm is calculated as

L-1

¢, = 7;z+krn*+k—D (3_1)
=0
L-1 .
b, = z VosisDTuskeD (3_2)
=0
2
cn (3 3)
m =-——- -
(p,)



<—SYNC(128 symbols)}——><«——SFD(4 symbols}——><«———CES———>

‘CIZS‘ ‘CIZS‘ ‘0128‘ Ps12 ‘ ps12 ‘ Psi2 ‘ Ps12 ‘ Ps12 ‘ ‘ Ps12 ‘ @ ‘
8 symbols

<16 symbols—>

Figure 3-3 Preamble used for frame detect

The decision variable m, is confined between 0 and 1. When the received signal
only consists of noise, the output ¢, of the delayed crosscorrelation is a zero-mean
random variable. Once the start of the packet is received, ¢, is a crosscorrelation of
two sets of sixteen €23 symbols. Therefore, m, will jump up quickly to its maximum

value, and it can serve as a good indicator of the start of the packet.

3.3 Frequency Synchronization

Both the transmitter and the.teceivefiise their own oscillators to generate carriers
and sampling signals. Because -of it, the sighal generated from the receiver never has
the same frequency as it generated“from the-transmitter. The frequency difference
between the transmitter and receiver oscillator'is called frequency offset.

One of the main drawbacks of OFDM is its sensitivity to the carrier frequency
offset. The carrier frequency offset will reduce the amplitude of subcarriers and cause
intercarrier interference (ICI). The preamble allows the receiver to use an efficient
maximum likelihood algorithm to estimate and correct for the frequency offset. Let

the transmitter signal be s, , and the complex baseband model of the passband signal
v, be
Yo = SnejZH'funTY (3_4)

where f,

Ix

is the transmitter carrier frequency, and 7, is the sampling period. After

the receiver downconverts the signal with a carrier frequency f, , the received
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complex baseband signal 7, without the noise term is

2z f,.nT, —j2xf,.nT,
= Sne'/ JunTs o= 27 fran T,

= 5 @2 Un .

=3 ej27zfAnT; (3_5)

n

where f, =f,. —f. 1s the difference between the transmitter and receiver carrier

frequencies. Let D be the delay between the identical samples of the 12 repeated ¢23

symbols at the end of SYNC sequence.

<«——SYNC(128 symbolsy——»<«——SFD(4 symbolsy——»«—— CES———»

‘0128‘ ‘0128‘ ‘0128| Ps12 ‘ Psi2 ‘ Ps12 ‘ Psi2 ‘ Psi2 ‘ ‘ Ps12 ‘ Tzs ‘
8 symbols

<12 symbols—>

Figure 3-4 Preamble¢ used for frequéncy synchronization

Define an autocorrelation term as

J27 fanTy (S J27 fa (n+D)T; )*

n+De

*  joxfunT,

— s =27 fx (n+D)T;
- SnSn+De e )

SO

n=0

2

(3-6)

n

Equation (3-6) is a sum of complex variables with an angle proportional to the

frequency offset. Thus, the frequency offset can then be estimated as:

Sa= Lz (3-7)
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There is a limitation of the method shown above, i.e., its operating range. The
operating range defines how large the frequency offset can be estimated. The range is
directly related to the period of the repeated symbols. The angle of z is of the form

—27f, DT, , which is unambiguously defined only in the range [-7z,7). Thus, if the

absolute value of the frequency error is larger than the following limit,

r 1
27DT, 2DIT;

TAE (3-8)

the estimate will be incorrect. This is because z has rotated an angle large than =.
For the SYNC sequence, the sample time 7§ is 0.39ns, and the delay D is 1536
(12x128). Thus, the maximum frequency error that can be estimated is 834.67 kHz.
This should be compared with the maximum allowable frequency error defined in the
802.15.3c system. The maximum tdlerance for the transmitted center frequency and
chip clock frequency is £20 ppm. The maximium'tolerable frequency error is then
103.68kHz for the chip rate of 2592MHz, which is well within the range of the

estimation.

3.4 Symbol Timing

The performance of the symbol timing algorithm directly influences the
tolerance of the maximum delay spread of the channel. Specifically, the algorithm is
used to locate the starting position of a DFT window. An OFDM receiver achieves its
maximum delay spread tolerance when the DFT window starts at the first sample of
an OFDM symbol.

As mentioned above, the start edge of a packet can be estimated by the frame
detector. This estimate can then be seen as a coarse symbol timing. Since the receiver

knows the preamble, it can further use a crosscorrelation based algorithm to refine the

22



timing. Let # be a known reference sequence (a portion of the preamble). Then, we

can estimate the starting time of the symbol as.

1-1 2

*
z Foiili

A
f, =argmax
" k=0

(3-9)

where L is the length of the reference sequence. The value of L determines the
performance of the algorithm. A larger value will improve the performance, but also
increase the computational complexity. We select two SFD sequences as the reference

signal here, which includes two ps;i2 sequences.

<SYNC(128 symbolsy»<«——SFD(4 symbols}——><«———CES————>

‘0128‘ ‘0128‘ Psi12 ‘ psi2 ‘ P51z ‘ Psi2 | Psi2 ‘ ‘ Psi12 ‘ dins ‘
8 symbols

Figure 3-5 Preamble used for symbol timing

3.5 Channel Estimation

The channel estimation is the ‘task.of estimating the frequency response of the
channel that transmitted signal travels before reaching the receiver antenna. We
generally assume that the channel is quasi-stationary, which means the channel
response does not change during a data packet. Therefore, we only need to estimate
the channel once during one packet transmission. We use the CES symbols to estimate
the channel response.

The first eight ps;> sequences in CES are identical. We can take the advantage of
this property to improve the quality of channel estimation. After the DFT, the received
CES symbol R; is known to be a product of the CES symbol X; and the channel H;
plus additive noise Ny, i.€.,

R,=HX +N, I=1.n, n<8 (3-10)
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where 7 is the number of symbols used for channel estimation.

<SYNC(128 symbolsy»<«———SFD(4 symbols)}——><«———CES————>

‘0128‘ ‘0128‘ Ps12 ‘ psi2 ‘ Psi2 ‘ Psi12 ‘ Ps12 ‘ ‘ Ps12 ‘ dios ‘
8 symbols

Figure 3-6 Preamble used for channel estimation

Thus the channel response can then be calculated as

A 1
H, =_(R1,k +R2,k +~--+Rn’k)/Xk
n

1
=—(Hka+N1,k +Hka+N2,k---+Hka+Nn,k)/Xk
n

1 Nl,k Nn,k
:;(Hk ++ H + % +ot—)

k Xk

ZHk+l(N1,k+“'+N,,,k)/Xk (3-11)
n

The noise samples are statistically independent,thus the variance of their n-term
average will be reduced to 1/n7of theeriginalyvariance. If n is larger, we can have
better estimate with the price of higher computational complexity.

The channel estimation can also be conducted in the time domain. We can
calculate the crosscorrelation of the received signal r, and a known reference py ,
which is a CES symbol with length L. Theoretically, the resultant signal will give an
estimate of the time-domain channel response. To locate the whole response more
precisely, we can first find the position of the maximum channel tap which

corresponds to the position giving the peak crosscorrelation value, i.e.,

2

(3-12)

L-1

*

peak = arg max Z Vs Pk
5=0

After finding the peak position, we can search backward and forward for 64 taps to

locate an area having the maximum energy. We set the number of 64 because the
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maximum CP length is 64. Find the average of these 64 taps, set the value to zero
which is smaller than average. Then the residual taps are estimated impulse response

of channel.

3.6 Phase Tracking

There will always be an error associated with the carrier frequency estimation
Thus, there still have some residual frequency error after the frequency offset
compensation. The main problem caused by the residual frequency offset is the
constellation rotation (phase error), which will influence the demodulation. In this
section, we will discuss the phase tracking problem. We first use a data-aided tracking
method which exploits the pilot subcarriers to track the phase error. In 802.15.3c,
there are 16 pilot subcarriers in<the high.speed ‘interface mode. With the residual
frequency error, the received pilot 'subcarriers R, x will be equal to the product of the
channel frequency response Hy,"the known:pilot subcarrier P, , and an phase error,
1e.,

R, =H.P, ™" (3-13)

A

With the estimated channel response H, , we can estimate the phase error as

k=1

N, . .
q)n = Z|:ZRn,k(HkB1,k) }

Np . A * ~
=/ Z:H,(Pn’ke-’z””-’(A (H.P,,) } if H, is perfect estimated
k=1

N,

=Z Z|Hk|2

k=1

Rl,k

Zej27ran:| P, :(lii)/\/a
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k=1

NP
= Z{efz””’AZ|Hk|2} (3-14)

To have a more accurate estimation result, we will use a feedback type phase

tracking algorithm [2]. The block diagram of the algorithm is shown below.

R(t,k)
D(t,k
Data subcarrier ( ! )‘
Subcarrier > @ o
Division Phase
—
Estimation
o(2)
\d
<Ol

Figure 3-7 Signal flow structure of phase compensator

The output of the function block “phase estimation” denote as J(¢) that can be obtain

by the following procedure

T(t,k) = R(t,k)-exp(—j@, (1)) (3-15)
S(t) = % > arg(S(k), T(t,k)) (3-16)

where K, denote the index of 16 pilot subcarriers, 7(#,k) is a coarse compensated value,

and S(k) is the pilot subcarrier data. The final output J(¢) calculate the phase error

form 7(zk) and S(k). The pilot subcarrier phase compensation value ¢, (¢) is

represented as

4,00=0, ¢,0)=¢,(-D+as@), 0<a<l (3-17)

The summation and average block is used for data subcarrier phase compensation
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after the phase estimation block. The phase compensation values for data subcarriers

and phase compensation with this value are represented as follows

!

#,(0) =0, ¢D(t)=¢p(t)+% >, @) (3-18)

D(t,k)=R(t,k)-exp(—jg,(t-1) ,kekK, (3-19)

where Kp is the set of index of data subcarriers.
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Chapter 4  Spatial Division Multiple Access in

IEEE802.15.3¢c Systems

4.1 Introduction

As we know, the IEEE 802.15.3¢ millimeter-wave alternative physical layer for
personal area networks (PAN) can reach high data rate over IGHz. But it endures
some problems such as severe path loss from oxygen absorption and high penetration
loss in 60GHz band. To overcome these problems, high gain and high directivity
antennas are usually required to compensate for the loss. An effective solution
achieving the goals is the use of planar antenna arrays, which can be used to conduct
beamforming. An example of an 8 x § planar array is shown in Figure 4-1. Note that
in the example patch antennas are used. Since the wavelength of the 60GHz signal is
short, the antenna array can belfabricated'in.a’ small-size silicon. Each of the patch
antanna is equipped with a phase shift’circuit. By adjusting the phase shift of each
antenna, we can steer the beam direction. Note that the phase adjustment is done in
the analogy domain. There are two problems with the analog beamforming. The first
is that the number of the phases we can adjust may be limited and the phase we adjust
may not be accurate. The second is that it can only adjust phase not the amplitude and
it cannot conduct interference cancellation.

A more flexible approach is to use the digital beamforming. However, this will
require a large amount of digital-to-analogy (D/A) and analog-to-digital (A/D)
devices and the implementation cost is greatly enhanced. Recently, a hybrid approach
has been proposed [3]-[5], whose block diagram is shown in Figure 4-2. With a
limited number of D/A and A/D devices, this approach uses the analogy and digital
beamforming simultaneously. In this chapter, we will use the hybrid antenna array to
implement the spatial division multiple access (SDMA) in IEEE 802.15.3¢ system.
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Note that a local area network has been defined in IEEE 802.15.3c. The use of the

SDMA technique can greatly enhance the efficiency of the network.
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Figure 4-1 Architecture of planar antenna arrays
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Figure 4-2 Block diagram of Hybrid Beamforming
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4.2 Architecture of planar antenna arrays

The planar antenna array defined in [6] has 64 identical patch antennas which is
form an 8 x § antenna matrix. As mentioned, each antenna element has its own phase
shifter to manipulate the phase of signal go through it. By beamforming the array to
multiple directions, we can conduct the SDMA scheme. There are four D/A and A/D
devices in the system. We assume that there are at most two users who a
transmitter/receiver can communicate with. The planar antenna array can be
partitioned into two kinds of configuration, 1 X 1 and 1 x 2 sections. For configuration
1, all patch antennas are used to support a single user. For configuration 2, the whole
8 x 8 planar antenna array is partitioned into two sections. Each section can serve a
user with an 8 x 4 antenna arrays. In configuration 2, the signal of a user will be
interfered by the signal from the othensuser. As a result, we have to conduct

interference cancellation.

Configuration 1 Configuration 2

Figure 4-3 Configuration of planar antenna arrays

4.3 The array pattern of planar antenna arrays [6]

The entire array pattern for a configuration section is computed as the product of
the single antenna pattern of the electric field, the analog beamforming pattern and
digital beamforming pattern.

The far-zone electric field of a single antenna element is given as
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E(¢,0)=E,a,+E,a;+E.a. whereE, =0 (4-1)

— jkr . .
E,= j%{cos¢cos)((smyj(smzﬂ (4-2)
r Y VA
,/kr . .
E, :j% cosHsin¢cosX(Smyj[smzj (4-3)
r Y Z

And the corresponding parameters are defined as

Xz I%Lsinécosqﬁ (4-4)

Y= kTWsin fsin ¢ (4-5)

Zék—Wcosﬁ k=2—” (4-6)
2 A

where Ej is a constant, W and L are width and length per single antenna element, d,
and d, are the distance in the x and.y directions of the adjacent patch antenna, and we
set d, = d, (as shown in Figure 4-1). The parameter k = 2n/d, = 2n/d, .

For a general M x N array, the array-pattern of the digital beamforming is defined

as [7]
M N '
DB(¢,0)=3 3 w,,e " e/ (4-7)
m=1l n=1
w. = kd_ sinfcos¢ 4-8)
v, 2 kd , sin @sin ¢ (4-9)

In this algorithm, we want to steers the main lobe in the direction (¢, ,6, ) and cancels
the interference from the direction (¢,,6,) where [ = 1,...,L-1. Then the algorithm can

be rewritten to satisfy the requirement.

M N )
DB($,0) =D e/ " el

m=1 n=1
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L M N X
=35 (D /v X e/ V) ) (4-10)

And b; can be solved by the following equation

b\ (0
I . 4-11
o =l (4-11)
bL
S 1 c J (=)W e =vy1)
A — {ak,[}lskjlsL , ak_[ — Zej(m— )(V/xk_l//x[)ze« Yok =¥y (4_12)
m=1 n=1

The weight w

m,n

of digital beamforming pattern can be calculated by

L
_ —j(m=-)y, —j(n-Dy,,
W, = E be ‘e (4-13)
I=1

This algorithm is mainly to null the interference introduced by other users.

For analog beamforming, the‘effective weightfor an antenna will be

3 ef(’”—l)ﬂxej("_l)ﬂy (4_14)

where S, and p, denotes the phase shifts along the x-axis and y-axis, respectively.

If the main beam in the section has been steered to €, and ¢,, it can be express as
the following equations

B.=—kd sin,cosg, (4-15)

B, =—kd, sind,sing, (4-16)

Using (4-15) and (4-16) in (4-14), we can obtain the antenna pattern for the analogy
beamforming. In analogy beamforming, it cannot null the interference from other
users, and its performance will be inferior to digital beamforming if interference
actually exists.

Now we consider hybrid beamforming with the planar antenna arrays of

configuration 1 first. In this case, the overall array pattern is obtained with the
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multiplication of the analog and digital beamforming patterns. We first partition the

planar antenna arrays into four analog parts, part A, part B, part C and part D.
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i
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Figure 4-4 Initial strueture of planar antenna arrays

Each of them has its own weight to form-the-digital beamforming pattern. According

to this configuration, we can the antenna pattern as

j i jk4d,, sin Osi j i jk4d,, sin @si
DB(¢, 9) =w + er]k4dx sin@cos¢p + W3€j ,sin@sin g + W4e_]k4dx smé’cos¢ej |, sinfsing (4_17)

where w, forn =1, 2, 3, 4 is corresponding to digital weight, and 4d, and 4d, denote
the distance in the x and y directions of the adjacent analog parts. And the analog
beamforming pattern of each part can be written multiplying two linear array factors

along x-axis and y-axis, and present as

3 3 .
RF(¢’ 0) = Z Z e./m('//x+ﬂx)e]n(w."+ﬁ}‘) (4_1 8)

m=0 n=0

w, and vy are the same parameter as (4-8) and (4-9).
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But in this partition method, the antenna pattern has many four times of more
sidelobes. Therefore, it cannot have the best performance. To solve this problem, we
can rearrange the planar antenna arrays in some special way. In the previous method,
we directly separate planar antenna arrays into four parts and every part has 16
antenna elements. Now we take one antenna element of each analog part to form a
small group repeatedly, and then will have 16 small groups. Use these 16 groups to
reconstruct the 8 x 8 planar antenna arrays as figure 4-4 shows. The analog and digital

beamforming pattern can be rewritten as

3 3 .
RF(¢, 9) = Z Z efzm(‘//,x+ﬁx)e]2"('//y+ﬁy) (4_19)

m=0 n=0

ikd . sin @ jkd , sin Osi ikd . sin & jkd , sin Osi
DB(¢, 9):Wl +erj sinfcosgp +W3ej sinfsing +W4€j  sin cos¢ej d, sin@sing (4_20)

d,
a small group
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Figure 4-5 Rearrange structure of planar antenna arrays

In the view of digital beamforming pattern, distance between different different parts
reduces to d; and d, . For analog beamforming pattern, distance between adjacent

antenna element in each analog part along x-axis and y-axis extend to 2d, and 2d,.
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Next we consider about the planar antenna array of configuration 2. In
configuration 2, we use two weights or four weights to form the digital beamforming

for each user. The antenna array will be reconstructed as follow
< N—
{DDDDDDDD
O] S NESIN | 24

J I E NN
O T N ES N
QI N EIN
IR SSNEEIN

INTESRYINER N\ \ |
ERTINERHIEENEN

User 1 User 2

d

;IO
ENEN

MO | e
N EIN || weight2 | weight6
D D D D D weight 3 weight 7

ENENG ST
i) N
ENENENES

User 1 User 2

Figure 4-7 Planar antenna arrays of configuration 2 with four weights per user

The analog and digital beamforming pattern for user 1 for the case where two

weights are used for each user can be represent as
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13 .
RF(¢, 9) = Z Zefzm(‘//x*'ﬁx)e/z”('//y By) (4_21)

m=0 n=0

i ikd, sinOsi i ikd, sin Osi
DB(¢, 9) — W1 (1 + ejkdx smé’cosqﬁej , sin s1n¢) + W2 (ejkdx sindcos¢ + e] ,sin s1n¢) (4_22)
and for the case where four weights are used for each user can be represented as
g p

1 3 .
RF(¢, 0) — Z Z ej2m(l//x+ﬂx)e.lz"’('//y‘*'ﬁy) (4_23)

m=0 n=0

ikd . sin @ jkd , sin @si ikd . sin & jkd , sin Osi
DB(¢’ 9):Wl +er]  sin@cosg +W3ej sin@sin ¢ +W4€j _sin cos¢ej sin@sin g (4_24)

The quality of the received signaliof @ user can be seriously affected by the
multiple access interference in the SDMA system in'the analogy beamforming system.
By using the hybrid beamforming, the maim beam of user 1 can be adjusted towards
the direction of the null array fagtors-of user2, and vice versa. In this way, we can

achieve higher SINR at the desired direction.

4.4 MIMO modeling of SDMA systems

We want to model the SDMA system with the planar antenna arrays as a MIMO
system. For a two-user beamforming system, we have from two beams pointing to
two desired directions. When considering one user, the signal for the other user will
be viewed as interference. Two examples of the beamforming pattern with two users
are shown below.

I. Configuration 1
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Figure 4-8 Beamforming pattern with two users (2 weights) between 7/2

In this figure, we set € as m/4 and ¢ for user 1 is /4 for user 2 is -7/4. Note that

two weights are used per user.

Figure 4-9 Beamforming pattern with two users (2 weights) between 37/4

In this figure, we set @ as m/4 and ¢ for user 1 is 7/8 for user 2 is 7x/8. Note that
two weights are used per user.

I1. Configuration 2
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Figure 4-10 Beamforming pattern with two users (4 weights) between n/2

In this figure, we set 6 as n/4 and ¢ for user 1 is n/4 for user 2 is -1/4. Note that

four weights are used per user.

Figure 4-11 Beamforming pattern with two users (4 weights) between 3n/4

In this figure, we set 6 as mw/4 and ¢ for user 1 is /8 for user 2 is 7n/8. Note that
four weights are used per user.

If the desire user is user 1, the SINR of user 1 can be obtained by

2

|E(¢,0)RF (¢,0)
|E($,0)RF(4,6)

wern DB(#,0)
DB(,0)

userl

SINRuserl (¢9 g) = 2 5
+0,

(4-25)

user?2 user?2
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where o is the noise power, E(g,0) is the electric field of the element antenna

pattern given in (4-1). Using (4-25), we can calculate the power gain of the main

beam and that of the interference beam. An MIMO model can then be established as

{)ﬁ}:[pl p2:||:xl}+|:wl:| (4-26)
V2 P, DL * W,

where y; , y,is the receive signal and x; , x; is transmit data, p; is the main beam
power gain, and p, is the interference power gain. Note here that we assume the

receive/transmit power for two users is the same. For a general SDMA system, we

{yl}:[m plz}{xl}{q (4-27)
B2 P Pxn |l X W,

where p;; is the main beam pewer gainof x;, po, is that of user x,, .pi» is the

may have

interference power received in yj and p»; 18 that in y,.
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Chapter 5  MIMO Detectors in OFDM Systems

Spectrum is a limited resource in all wireless systems, for a single antenna
system, the bandwidth fundamentally limits the possible data throughput. The
Multi-Input Multi-Output (MIMO) technology can offer a significant gain in the
spectral efficiency. And it can be used to either increase the transmission rate without
increasing transmission power or bandwidth, or increase the diversity. Since the
antenna array has been introduced to the wireless HDMI system, the application of the
MIMO technology becomes feasible. In this chapter, we review some of popular

MIMO detectors.

5.1 System Model

We first consider a Rayleigh flat-fading multipath MIMO channel model, with M
transmit antennas and N receivé.antennas. The ecomplex baseband transmit signal
vector can be defined as x(k) =[x, (k),x,(k),...x,, (k)]" and the received signal vector

1S y(k)=[y,(k),y,(k),...y, (k)]" . The receive signal can then be expressed by

y(k) = Hx(k)+w(k) (5-1)
hll h12 th

po| o (5-2)
hMl th hMN

where H is a M xN complex channel matrix and its element 4,,, is independent and

identically distribution (i.i.d.) complex Gaussian random variables with zero mean

and variance o. , and w(k)=[w,(k),w,(k),...w,(k)]" is an independent and
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identically distribution (i.i.d.) complex Gaussian noise vector. We assume that the
fading coefficients will not change during the course of each MIMO transmission
session.

According to IEEE 802.15.3c transmitter structure, a bit stream after passing
through the spreader is mapped to OFDM symbols. In the MIMO system, we will
de-multiplex this single input stream to N paths and each of the streams is mapped to
OFDM symbols and transmitted with an individual antenna. Figure 4-1 and 4-2 shows

the MIMO-OFDM transceiver structure.

.| LDPC Encoder
Fram Octet Size 672
FCS ame L, Scrambler —% Demux — —» Mux
Payload 12
: 2| LDPC Encoder
Size 672
Constellation Bit
Spreader = : - -
Mapping Interleaver
X1
— — ] —
) = ! > >
—> —» — —
» S/P —»Q?dt—»IFFT—»%d; —» P/S |
- CIOLL - R
—> —» —> —»
. — —» — —»
DeMux .
1N | * : TXN
- ] — ] ] ] f /
—» —» —> —»
—» — — —»
» S/P —» é‘?d —» IFFT—» 'gdlf —» P/S
Ly Pilotl - R
—» —» —> —»
— — —> —

Figure 5-1 MIMO-OFDM transmitter block diagram
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Figure 5-2 MIMO-OFDM. receiver block diagram

5.2 MIMO detectors

There exist many signal detection algorithms in MIMO systems. We will
described the zero forcing (ZF) detection. minimum mean-square error (MMSE)

detect scheme, VBLAST, and maximum likelihood detection schemes.

5.2.1 Zero Forcing and Minimum Mean-Square Error Detectors

These two methods are simple and popular for retrieving multiple transmitted
data streams at the receiver in MIMO systems. The ZF detector is mainly applied to
remove the inter-stream interference, completely. The MMSE detector is to minimize
the average mean-square error between the transmitted signal and its estimate. In
practice, the HSI mode is expected to reach a high data rate, so the system complexity

should be kept as simple as possible. Thus, the linear detection schemes such as ZF
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and MMSE, which provide a sub-optimal performance but offer significant
complexity reduction, are good candidates for the detector, specifically for the system

with a large number of transmit and receive antennas. The estimated signal vector can

be expressed by
A T
x=[xl---xM] =Gy (5-3)
where G is the equalization matrix defined as:
ZF equalizer : G, =(H/H ) "'H,"” (5-4)
MMSE equalizer : G, =(HH,, +o.1)"H,," (5-5)

5.2.2 VBLAST algorithm

The Vertical Bell Laboratories, liayered Space-Time (V-BLAST) detection
algorithm was originally developed at Bell Labs to improve the performance of the
ZF and MMSE algorithm. This algorithm, which is nonlinear, is based on the ideas of
optimal ordering and successive interference cancellation. First, V-BLAST detects a
component in the receive signal vector with the largest signal to noise ratio (SNR) and
then removes the detected symbol from the received signal vector. For this detection
purpose, the ZF or MMSE detector can be used. Then, V-BLAST detects another
component with the largest SNR in the residual components. Then, it repeats the
process until all symbols are detected. The detection algorithm can be summarized as

follows:
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Initialization G, =(H}H,)"H," (for ZF)
(HIH ,+o’1)"'H," (for MMSE)

(k)= y(k)

, _ . 2
recursive o, = arg ]_g{fonllol }H(Gn) j H
P 1" "On-1

w, =(G,),, (5-6)

2, ()= w7, (K)

£, (k)= dectz, (k)

Yo (k) =y,(k)-H, X, (k)

G, = (l:lon ) (]:Io,, : By removing o," colum of H)

n=n+l

Note that the V-BLAST can only provide hard-decision outputs. It is known that for a
LDPC decoder, the input must be soft-decisions. As a result, the V-BLAST detector

cannot be applied here directly.

5.2.3 Maximum Likelihood detector

The optimum detector for a MIMO system is the Maximum Likelihood (ML)

detector. The ML detector determines the vector X,, minimizing the Euclidean

distance between HXx,, and the received vector y , i.e,

|y — Hx (5-7)

X =argmin

xeS§

The ML detector solves the above optimization problem with an exhaustive search
over the set S which include all possible transmit vectors. As we can image, the
computational complexity will be very high when the QAM size is large or the
number of transmit and receive antenna is large. Various suboptimum detectors have
been proposed in literature [8]-[10]. Also note that the outputs of the ML detector are

hard decisions.
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A critical operation before the FEC decoding is bit demapping. There have two
different demapping schemes, one is hard demapping, and the other is soft demapping.
Hard demapping detects bits which are equal to “0” or “1”. Soft demapping gives the
probabilities of being equal to “0” or “1”. The ML detector we mention at the
previous paragraph is a hard demapping scheme. For the purpose of LDPC decoding,
we want to use a soft demapping scheme.

In soft demapping, Log-Likelihood Ratio (LLR) is a commonly used variable to
present soft output information. Let y denote the received signal vector, x the transmit
signal vector, and by be the & bit of its N component. The optimum hard decision

on bit by 1s given by the rule

by,=B if Plby,=B1y]>Plby,=(1-p)|y] ,f=0,1 (5-8)

Set S =1, then (5-8) can be rewritten as
Plb,, =1
[y, =1 v] >0

by, =1"iflo (5-9)
N”‘ Plb, , =0 y]
Thus, the Log-Likelihood Ratio (ELER) of decision:bit Z;N, . 1s defined as
Plb,, =1
LLR(b, ) =log Jus =117
’ Plby, =0]y]
ZaeS‘U Plx=a,|y]
=log——* (5-10)

2 ese PLx=a 1]
where Sy, denote a set including all the symbols with b, , =1, and Sy, which is

its complementary.
Applying the Bayes rule and assuming that the transmitted symbols have equal

probability, we can rewrite (5-10) as

ZaleSS’k P(ylx=ay)
Z%ESW P(ylx=a,)

LLR(b, ) =log (5-11)

If the noise is Gaussian distributed, the summation of exponentials involved in (5-11)
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can be approximated according to the following so called the max-log approximation

max o P(ylx=a,)
LLR(b ;) =log L (5-12)
max_ o P(y|x=a,)
Since y is complex Gaussian distributed, we have
P(y|x=a)=#exp _lw (5-13)
N27mo 2 o’
Using (5-12) and (5-13), we can have
1 . 2 . 2
LLR () =51 { i [y~ = min - (-14)

From S\, and S\, these two set, we can search the symbol which can minimize

the Euclidean distance from y to Hx. The difference of these two minimized distance

is the LLR we want to estimate. The factor can be viewed as a weighted factor.

25"
Similar to the ML detector;= the MIMO. demapping algorithm requires high

computational complexity. Many subeptimmum-algorithms have been proposed to solve

the problem [11]-[12].
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Chapter 6  Simulations

In this Chapter, we will report our simulation results in two parts. One is the
performance of SISO system based on IEEE 802.15.3¢ transmitter specification and
the receiver we designed. And the second part is the simulation result for the SDMA

system.

Part 1 IEEE 802.15.3¢ SISO system performance comparison
The HSI PHY modulation and coding scheme is listed in Table 6-1. For the FEC
rates of 1/2, 5/8, 3/4 and 7/8, LDPC(672,336), LDPC(672,504), LDPC(672,420) and

LDPC(672,588) codes are used respectively.

\1(% Dat}a 1‘;‘|te M{_}(‘lulution .“li.p‘rea‘tling Coding FEC rate (Rppc)
index (Mb/s) scheme factor (Lf} mode
1 1512 QPSK 1 1/2
2 2268 QPSK 1 3/4
3 2646 QPSK 1 7/8
EEP
4 3024 16-QAM 1 1/2
5 4536 16-QAM 1 3/4
6 5292 16-QAM 1 7/8
7 5670 64-QAM 1 5/8

Table 6-1 HSI PHY MCS dependent parameters
We consider a SISO system with these modulation and coding schemes as shown in
Table 6-1. Two channel models are considered. The first one is the AWGN channel
and the other is multi-path Rayleigh fading channel.
The number of iterations for the LDPC code is critical. The higher the numbers,

the better performance we will have. However, the computational complexity will
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grow along with the number of the iterations. We then compare the performance for
LPDC codes with different numbers of iterations in each modulation and coding
schemes. Figure 6-1 to Figure 6-7 show the simulation results for the AWGN channel,
and Figure 6-8 to Figure 6-14 show the simulation results for the multi-path Rayleigh
fading channel. Here, we let the inner receiver be ideal. In other words, there are not
synchronization or channel estimation errors. From the figures, we can find that the
performance of the LDPC code have a convergent tendency. There is a tradeoff that

can be considered between the system complexity and performance.

QPSK AWGN LDPC rate 1/2 iteration comparison

-+ | =—@== QPSK LDPC rate 1/2 itr 1
| === QPSK LDPC rate 1/2itr 5 |]
=—B— QPSK LDPC rate 1/2 itr 10|

SNR(dB)

Figure 6-1 BER comparison of LDPC iteration for coding rate 1/2

in QPSK AWGN channel
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QPSK AWGN LDPC rate 3/4 iteration comparison

100 R FE R R i B e e R e B R B
—8— QPSK LDPC rate 3/4 itr
~e— QPSK LDPC rate 3/4 itr 5
107 =—H8— QPSK LDPC rate 3/4 itr 10
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IR R T L e
m
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(0 TR SO SRR, NS " SR,
10‘5 | 1 | i | i
0 1 2 3 4 5 6 7

SNR(dB)

Figure 6-2 BER compag’is'(.).l-ir of LDPC ftér_ation for coding rate 3/4

i ;_!.-t :.I S ]
inQPSK AWGN channel

QPSK AWGN LDPC rate 7/8 iteration comparison

10° e e e
‘| =@— QPSK LDPC rate 7/8itr 1 |
| === QPSK LDPC rate 7/8itr 5 ||

107~ =8— QPSK LDPC rate 7/8 itr 10

BER
al

10_6 I l i | I I 1
0 1 2 3 = 5 6 7 8
SNR(dB)

Figure 6-3 BER comparison of LDPC iteration for coding rate 7/8
in QPSK AWGN channel
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16QAM AWGN LDPC rate 1/2 iteration comparison

......... 7 T T T T T

| =0 Iteration 1
~—— |teration 5 |
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SNR(dB)

Figure 6-4 BER compari,s():ii'. of LDPC iteration for coding rate 1/2

in 160AM J\{VGN channel

4 v |
16QAM AWGN LDPC rate 3/4 iteration comparison
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Figure 6-5 BER comparison of LDPC iteration for coding rate 3/4
in 16QAM AWGN channel
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16QAM AWGN LDPC rate 7/8 iteration comparison

T

.+ 2| =@ Iteration 1
| === Iteration 5
=B |teration 10 !

BER

SNR(dB)
Figure 6-6 BER comparison'df LDPC iteration for coding rate 7/8
in I6QAM )SWGN -ch-zit;nel

64QAM AWGN LDPC rate 5/8 iteration

comparison
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Figure 6-7 BER comparison of LDPC iteration for coding rate 5/8

in 64QAM AWGN channel
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QPSK multipath LDPC rate 1/2 iteration comparison
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Figure 6-8 BER comparisoen of LDPC iteration for coding rate 1/2

in QPSK m_ﬁlt'ipatl{ -ﬁfaquigh fzi'g_ling channel

QPSK multipath LDPC rate 3/4 iteration comparison
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Figure 6-9 BER comparison of LDPC iteration for coding rate 3/4

in QPSK multipath Rayleigh fading channel
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QF’SK mult:path LDPC rate 7/8 iteration comparlson
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Figure 6-10 BER comparlson of LDPC 1terat10n for coding rate 7/8

in QPSK multlpath Rhylelgh fadlng channel

16QAM multipath LDPC rate 1/2 iteration comparlson
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Figure 6-11 BER comparison of LDPC iteration for coding rate 1/2

in 16QAM multipath Rayleigh fading channel
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16QAM multipath LDPC rate 3/4 iteration comparison
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Figure 6-12 BER compaljismi 'of LDPC iteration for coding rate 3/4
in 16QAM multipath Rayleigh fading channel

16QAM multipath LDPC rate 7/8 iteration comparison
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Figure 6-13 BER comparison of LDPC iteration for coding rate 7/8

in 16QAM multipath Rayleigh fading channel
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64QAM multipath LDPC rate 5/8 iteration comparison
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Figure 6-14 BER comparison of LDPC iteration for coding rate 5/8

in 64QAM multipath Rayleigh fading channel

Next, we compare the simulation results between the ideal and real-world
conditions. In the ideal condition, there are not synchronization or channel estimation
errors and the operation of the inner receiver is bypassed (same as that in Figs 6-8 to
6-14). In the real-world condition, the inner receiver is activated to conduct timing
acquisition, synchronization, and channel estimation. Also, we set the number of

iteration in the LDPC decoder as 5.
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QPSK multipath LDPC rate 1/2
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Figure 6-15 Comparison of i(_lea'.l‘and realewald condition for coding rate 1/2

in QPSK multipath i{"alyléigh fading channel
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| =t ideal
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Figure 6-16 Comparison of ideal and real-world condition for coding rate 3/4

in QPSK multipath Rayleigh fading channel
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QPSK multipath LDPC rate 7/8
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Figure 6-17 Comparison of idea’l“éndr real‘-rvﬁ)rld condition for coding rate 7/8
in QPSK miltipath Rayleigh fading channel
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Figure 6-18 Comparison of ideal and real-world condition for coding rate 1/2
in 16QAM multipath Rayleigh fading channel
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Figure 6-19 Comparison of idea'l“and, realfv;fbrl'd condition for coding rate 3/4
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Figure 6-20 Comparison of ideal and real-world condition for coding rate 7/8

in 16QAM multipath Rayleigh fading channel
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Figure 6-21 Comparison of ideaj and real-world condition for coding rate 5/8

in 64QAM multipath Rayleigh fading channel

Part 2 SDMA system in IEEE 8ﬁ2.15.3c

First, we show, by examples, that the digital beamforming algorithm can
completely null the interference from the other user. By using the algorithm we
mentioned in Chapter 4, we can have the beam pattern as
I. Configuration 1

Userl ¢ =n/4,0 =n/4

User2 ¢ =-m/4,60=n/4 (suppose user 2 is interference)
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Figure 6-22 Analog beam pattern I Figure6-23 Digital beam pattern I

Figure6-24 Hybrid beam pattern I

In Configuration 1, we have only two weights per user.

I1. Configuration 2

Userl ¢ =n/4,0=r/4

User2 ¢ =-n/4,0 =n/4, suppose user 2 is interference
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Figure 6-25 Analog beam pattern 11 Figure 6-26 Digital beam pattern I1

Figure 6-27 Hybrid beam pattern I1
In Configuration 2, we have four weights per user. As we can see from the above
example, the interference from the other direction is nulled completely.
According to Chapter 4-3, we can then model this SDMA system as a MIMO
system. Assume that the channel is an AWGN channel, and two transmitter antennas
and two receiver antennas are used (two users). The power gains corresponding to

different pointing angles using analog beamforming are listed below:

Userl User2 Main power gain | Interference power gain | angle
45° 44° 0.4817 0.4793 1°
45° 43° 0.4817 0.4721 2°
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45° 42° 0.4817 0.4602 3°
45° 40° 0.4817 0.423 5°
45° 37° 0.4817 0.34 8°
45° 35° 0.4817 0.2740 10°
45° 30° 0.4817 0.1148 15°
45° -15° 0.4817 0.0035 60°
45° -45° 0.4817 0 90°
45° -135° 0.4817 0 180°

Table 6-2 Power gain with different angles using analog beamforming

Figure 6-21 to Figure 6-25 shows the performance of the SDMA system with
analog beamforming (IEEE 802.15.3c). Here, the QPSK modulation scheme is used at
the transmitter and the MIMO detector is used at the receiver, including the ML,

VBLAST MMSE, VBLAST ZF, MMSE'and ZF, detectors.

10° ————
: i D = 5 degree
SR L | e daeren)
B Nm— 15 degree|]

10 b ONQSRGe s Tl —— 60 degree
cron IR a0 degres

BER

10

SNR(dB)

Figure 6-28 Performance of SDMA system with analog beamforming using ML

detector (IEEE 802.15.3¢)
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Figure 6-29 Performance of SDMK system with analog beamforming using

VBLAST MMSE detector (IEEE 802.15.3¢)
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Figure 6-30 Performance of SDMA system with analog beamforming using

VBLAST ZF detector (IEEE 802.15.3¢)
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Figure 6-31 Performance of SDMA s&sie-'lii with analog beamforming using

MMSE detector (IEEE, 802.15.3¢)
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Figure 6-32 Performance of SDMA system with analog beamforming using ZF
detector (IEEE 802.15.3¢)
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We can find that the system can have good performance in each detector when the

angle separation of the two users is larger than 15 degree.

Figure 6-26 to Figure 6-30 re-compile the results in Figure 6-21 to 6-25 and
show the performance comparison for the case 90°, 60°, 15°, 10°, and 5°. We can find
that if the angle is larger then 15°, the performance is almost the same between these
detectors. It is because the interference is small and there is no performance gain with
advanced algorithms. On the other hand, if the angle is smaller than 15°, we can find

that the ML detector is better than other detectors.
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Figure 6-33 Performance of analog beamforming comparison with angle 90°
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Figure 6-34 Performance of aﬁalqg bedﬁlformin-lg comparison with angle 60°
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Figure 6-35 Performance of analog beamforming comparison with angle 15°
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Figure 6-37 Performance of analog beamforming comparison with angle 5°
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The power gains corresponding to different pointing angles using digital

beamforming are listed below:

Userl User2 Main power gain | Interference power gain | angle
45° 44° 0.0003541 0 1°
45° 43° 0.0014 0 2°
45° 42° 0.0031 0 3°
45° 40° 0.0081 0 5°
45° 37° 0.0195 0 8°
45° 35° 0.0291 0 10°
45° 30° 0.059 0 15°
45° -15° 0.3889 0 60°
45° -45° 0.4817 0 90°
45° -135° 0.4817 0 180°

Table 6-3 Power gain with different angles using hybrid beamforming

Figure 6-31 shows the performance -with' hybrid beamforming in using ML
detector. Note that in hybrid beamforming, although the interference can be perfectly
nulled, the power in the desired beam is reduced significantly. If we assume that the
main power and interference power are the same before beamforming, we can find the
BER performance in Figure 6-26 is worse than that of analog beamforming in Figure
6-21. The result can be explained by the fact that the cost function to minimize in
(4-11) is the interference power. However, the signal-to-interference-plus-noise-ratio
(SINR), not the interference power, is the factor determining the final performance.
As a result, while the interference power may be reduced to the minimum, the SINR
may also be reduced. In other words, if we can use the SINR as the criterion when
designing the hybrid beamformer, the performance can be enhanced. We can expect
that the performance of hybrid beamforming should be better than analog

beamforming.
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Figure 6-38 Performance of SDMA system with hybrid beamforming using ML

detector (IEEE 802.15:3¢)

Chapter 7  Conclusions

7.1 Conclusions

Over Gbps wireless transmission in unlicensed 60GHz band has drawn
considerably attention recently. The IEEE has formed a task force, referred to as
802.15.3¢, and defined specifications for the system. In this thesis, we first design an
OFDM receiver for the IEEE802.15.3¢c system. Specifically, we focus on the inner
receiver which includes frame detection, carrier frequency offset estimation/
compensation, channel estimation, and residual phase error tracking/compensation.
Simulations show that the proposed receiver can meet the requirements defined in
IEEES802.15.3¢ specifications.

Since the system operated in the 60GHz band endures a severe propagation loss.
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In real-world implementation, a planar antenna array conducting beamforming is
usually adopted to compensate for the loss. We consider two beamforming techniques,
analog and hybrid, and propose a SDMA system for IEEE802.15.3c WPAN. The
hybrid beamformer, which is developed recently, has the capability to null the
interference from other users, but its implementation cost is higher. We then modeled
the SDMA system as MIMO system, and design the corresponding detector.
Simulations show that for a two-user system, if the separation of the pointing
directions 1is larger than 15 degrees, satisfactory performance can be obtained.
Although the hybrid beamformer can completely null the interference, its attenuation
in the main beam is also large. It turns out that its performance is worse than that of

analog beamforming.

7.2 Future work

As mentioned, the hybrid beamformer. proposed recently null the interference
completely. It turns out that this is not the best policy for the beamfomer. As known,
the performance of a communication system is determined by the SINR observed at
the receiver. Thus, it is apparent that the hybrid beamformer should maximize the
SINR when deriving its digital weights. By this way, good performance can be
expected. In the thesis, we assume that the pointing directions of the array are known
as a priori. In real-world, they are not. How to conduct the estimation fast and

accurately deserves further research.
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