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Abstract

Increasing complexity in very large scale integration (VLSI) circuits makes
metal interconnection a significant factor affecting circuit performance. The
dramatically increased amount of interconnection line in chip makes the interconnect
delay and crosstalk noise more dominant factors in the overall circuit speed. In this
thesis, we first develop new closed-form capacitance formulas for three major
structures commonly happened in VLSI, namely, 1) parallel lines in a plane, 2)
parallel lines between two planes and 3) inter-layer wire crossings which are
three-dimensional (3-D) nature. The capacitance models agree well with numerical
solutions of three-dimensional (3-D) Poisson’s equation as well as measurement data.

We then further derive closed-form solutions for the delay and crosstalk noise for

several interconnect structures. The structures include, 1) interconnect system which



has only one line, 2) interconnect system which has two parallel coupled wires and 3)
interconnect system which has multiple wires coupled with each other. We also
propose analytical models considering the effects of interconnect inductance. We
found the effect of inductance is not significant for lower frequency operation
conditions and longer line. Hence, another contribution of this thesis is that we
propose criteria to help the designer to answer the question, “when does the
interconnect inductance become important?”. It is helpful to reduce the efforts of
performing full chip simulation with inductance. The delay and crosstalk models
proposed in this thesis all agree well with SPICE simulations.

Based on the models, interconnect delay and crosstalk performance is optimized
over the range of process and design dimension of interest. In specified, we find 1) for
wire without top wiring, the optimal dielectric thickness is relatively small, this agree
with process concept nowadays 2) for lines with top wiring, larger dielectric thickness
and wire thickness give better performance, and 3) the range of allowable wire
thickness and dielectric thickness reduces seriously as the design pitch reduces.

The variations in the process, whether device (front-end) or interconnect
variations (backend), is becoming critical issue for nano-era chip designs. Along with
increased process variations, the design uncertainty is increasing such as dynamic
power consumption, delay and crosstalk noise. Traditional corner-based analysis
provides pessimism or optimism design; hence, we propose the statistical parasitic (ex.
capacitance and resistance), delay and crosstalk analysis methodology which help
design or process engineer to deliver the robust chip design and enhance the product
yield. In this study, we find 1) the thicker dielectric thickness (H) and metal thickness (T)
provide better process variation immunity. 2) For delay analysis, horizontal pitch (P) and
dielectric thickness has one optimum relationship (P/H=2.5) to achieve designs that could

reduce performance impact due to variability. 3) For crosstalk analysis, P/(T+H)=0.77 is

iv



the structure most sensitive to process variation and both process and design engineer
should prevent to use the structure. Hence, we recommend to use small horizontal pitch (P)
so that P < 0.77*(T+H) or large pitch so that P > 0.77*(T+H) to minimize the impact due
to process variation. These results are believed to be helpful in VLSI design and

optimization.
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Chapter 1  Introduction and Motivation for Research

This chapter presents the introduction and motivation for the modeling of
Very-Large-Scale-Integrated circuit (VLSI) interconnection. It is well known that the
interconnect is becoming an important bottleneck in Ultra-Large-Scale-Integrated
circuit (ULSI) performance. Accurate interconnect modeling methods are required to
evaluate interconnect parasitic and it’s impact on the interconnect performance and
the optimization interconnect design.

In Section 1.1, we first present an overview and background for multilevel
copper metallization. Section 1.2 reviews the basic interconnect process for CMP, and
Section 1.3 reviews the basic interconnect design method. In Section 1.4, we discuss
the motivation for this thesis, including previous related work and a brief summary of
the contributions of this thesis. Finally, Section 1.5 presents the organization of the

rest of the thesis.

1.1 Overview Of VLSI Interconnects

The standard aluminum-copper alloy has been the choice for interconnects in
integrated circuits for over three decades. However, with severe dimension shrinkage
and transistor performance improvements in integrated circuits, the interconnect delay,
crosstalk and the geometry variation during fabrication are becoming an important
bottleneck in Ultra-Large-Scale-Integrated circuit (ULSI) performance and fabrication,
especially at the gate lengths of 0.25 pm and below as shown in Fig. 1.2 [1.1]. The
substitution of copper for the standard aluminum-copper alloy for interconnects is an

big step in this transition. IBM and Motorola each announced their revolutionary



transition to copper interconnect technology at the 1997 IEEE International Electron
Devices Meeting Fig. 1.1 [1.2, 1.3].

The migration to new alternatives material for metal and dielectric, interconnects
design has bring-up many process integration issues as well as design challenge. The
new technology gave more promising on smaller wire spacing and thinner wire
thickness; hence, the signal integrity issue now draws more and more attention due to

advanced wire technology.

1.2 Interconnect Integration and Processes Variation Issues

It is well known that multilevel topography, or surface height variation, resulting
from pattern dependencies in various processes, especially Chemical-Mechanical
Planarization (CMP) in Fig.1.3, is a major problem in interconnects. CMP induced
copper dishing and erosion that would cause the deviations of interconnect resistance
and capacitance as shown in Fig. 1.4.

With scaling of the trench thickness, erosion and dishing have to be minimized
correspondingly to meet performance requirements. It is a major challenge to reach
the requirements set by the International Technology Roadmap for Semiconductors

(ITRS), 2005 edition, which is increasingly stringent at 65 nm and below, Table 1.1.

Process approach to improve the CMP erosion and dishing.

In order to improve polishing performance and compatibility with low-k
dielectrics, cost-efficient low down force CMP polishing techniques have to be further
developed. Several potential technologies, such as ACM’s electropolishing
technology and Applied Materials’ electrochemical-mechanical polishing (ECMP).

ACM Research proposes that electropolishing can be the solution for the next

generation copper planarization [1.4]. Electropolishing can be looked at as the reverse

2



process of electroplating. The surface copper on the wafer, acting as an anode under
external applied voltage, is converted to copper ions by losing electrons, which then
dissolve into the electrolyte. The voltage will determine the current density, and the
copper removal rate is proportional to the current density. This stress-free,
non-contact process is friendly to low-K dielectrics. However, the price is low
planarization capability due to nearly equal removal rates at field, protruding, and
recessed locations [1.5]. There is no dielectric loss or erosion problem, however, since
electropolishing is inert to nonconductive materials. Thus an initially flat topography
is necessary to limit dishing due to low planarization ability. The use of conventional
CMP to remove steps in the bulk copper prior to electropolishing is a potential
solution, although this appears to require two equipment sets and steps. Another
approach is to place dummy fill in wide structuresto flatten the post-plating
topography [1.4]. However, the problem of low planarization ability still limits the
application of electropolishing in manufacturing.

Applied Materials’ electrochemical-mechanical planarization, or ECMP, is
seeking to solve the problems of CMP and electropolishing, while keeping the
advantages of these two processes by combining electrochemical copper removal with
conventional CMP [1.6]. The wafer with an applied voltage is submerged in an
electrolyte, as in electropolishing. A specially designed chemical is added into the
electrolyte that passivates the surface of copper to block copper dissolution. A
rotating polishing pad then softly removes the contacted copper-complex passivation
layer only on raised copper areas to open the path for copper dissolution under the
applied voltage. The recessed areas are protected by the passivation layer and remain
untouched. Figure 1.5 compares the differences in polishing mechanism between
electropolishing and ECMP.

However, ECMP still has some limitations in its application to current

3



semiconductor technology. Conventional CMP steps are stilled required, following
the bulk copper removal by ECMP, in order to achieve copper clearance and then
barrier removal. However, the over-polishing using conventional CMP required to
clear the copper from field regions to account for both chip-scale topography and

wafer-scale, nonuniformity can still introduce significant dishing and erosion.

Design approach to improve the CMP erosion and dishing.

In order to further improve the polishing productivity and planarity to compete
with ECMP, dummy filling, slotting will likely be required in conjunction with CMP
process improvements. Design method to modeling these geometry variation and
corresponding performance impact is also important to prevent under-design or over

design which both cases will decrease the yield of the chip.

1.3 Theory Background and Motivation Of This Thesis

Many works have been devoted to calculating line capacitance, e.g., [3.2]-[3.4].
Sakurai and Tamaru [3.2] derived formulas, both for parallel lines on a large plane.
Choudhury et al. [3.3] gave models for several layout primitives but only for one set
of technology parameters. Chern et al. [3.4] gave a general capacitance formula for
three-dimensional crossing lines assuming the same dielectric and wire thickness for
all layers.

For delay and crosstalk modeling, Sakurai [4.15] derived a good simple solution
of the partial differential equation of a single isolated line under the assumption of
step input waveform. This model is good for its intended applications such as two
coupled lines and high input impedance gates. However, it overestimates or
underestimates the amount of crosstalk signal for more general structures. Moreover,

no general closed-form solution of the delay time and crosstalk noise voltage was
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shown in Sakurai’s paper in the case of two coupled lines. Cases and Quinn [4.16]
discussed the transient response of single RLC transmission lines but the closed-form
solution was omitted from their work. The coupled interconnect structure, which is
very important in VLSI circuits, was not discussed. Davis and Meindl [4.17], [4.18]
gave the closed-form solution for coupled RLC transmission lines but the step input,
infinite length line and open load were assumed in their work.

The yield loss will worsen in future technologies due to increasing process
variations. This is because as the feature sizes decrease, the ability to control the
manufacturing spread or accuracy of a given feature size or doping concentration is
also decreasing. Along with increased process variations, the uncertainty caused by
design is also increasing such as interconnect coupling noise and delay. The impact of
these process variations on performance has been increasing with each process
technology generation. These is no any method so far for the optimization design of
interconnect by considering the process variation.

Thus, the main goals and objectives of this thesis are as follows:

1. Develop comprehensive and accurate interconnect capacitance formulas for

delay, crosstalk and optimization design

2. Develop an generalized accurate delay and crosstalk modeling for

optimization design

3. Provide the interconnection optimization method considering both the delay

and crosstalk noise; and

4. Provide the statistical modeling and interconnection optimization method

considering the process variation
1.4 Thesis Organization
This thesis is organized into eight chapters. Chapter 2 gives a brief summary of

the plan and procedure for this thesis.



In Chapter 3, the comprehensive capacitance, resistance and inductance
modeling methods are discussed. Chapter 4 introduces the comprehensive
interconnect delay and crosstalk analytical modeling for various interconnect
structures. Chapter 5 presents the interconnect optimization method based on the
analytical formulas derive from chapter 3 and chapter 4. Chapter 6 presents the
statistic capacitance, delay and crosstalk models and optimization design based on the
model is discussed. Chapter 7 summarizes the major results and contributions of this

thesis. Finally, Chapter 8 discusses potential topics for future research in this area.



Figure 1.1 Copper metallization morphology of a six-level structure.
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Table 1.1 MPU interconnect technology requirements of SIA roadmap—near-term

years.
Year of Production 2005 | 2006 | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013
Cu thinning at minimum pitch due to erosion (nm), 10% =
_ _ 15 13 12 11 9 8 7 6
height, 50% areal density, 500 um square array
Cu thinning at minimum intermediate pitch due to erosion
) 17 14 13 11 9 8 7 7 &
(nm). 10% = height, 50% areal density, 500 um square array
Cu thinning of maximum width global wiring due to dishing
. ] . 250 260 260 260 280 280 280 250 250
and erosion (nm), 10% = height, 80% areal density
Cu thinning global wiring due to dishing (nm), 100 um wide
24 21 19 17 15 14 13 13
feature

White: Manufacturable solution exists, and are being optimized

Yellow: Manufacturable solution are known

Red: Manufacturable solution are NOT known
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Figure 1.5 Mechanisms of electropolishing and ECMP [1.6].
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Chapter 2  Methodologies and Modeling Developments

Before discussing the details of interconnect analytical models and optimization design,
it is necessary to introduce the overall methodology and formulas development plan.

Figure 2.1 is the general interconnect structure which is driven by the drivers and
terminated with receiver. The parasitic R, L and C are distributed across the interconnect. Two
important performance parameters for interconnect are the delay and crosstalk noise which
are correlated to the value of R/L/C parasitics.

First, an accurate interconnect parasitic models are must-have information to discuss the
overall performance of interconnect. Based on the capacitance models, a set of new
generalized delay and crosstalk model are derived and verified. And then, we have the
required formulas on hand, the optimization design is then discussed.

In the presence of process variation, the study of the statistic analysis on delay and

crosstalk are introduced.

2-1 Methodologies and Modeling Developments

The general interconnect layout is shown in Fig. 2.2. Interconnect could be categorized
into three structures (Region A, B and C) based on the correlation between wire under
discussion and near by interconnect layout. Region A represents interconnect surrounded by
metal line at the same layers (intra-layer) and with many dense coupled wires of different
layer (inter-layer) run across it. Region B represents interconnect surrounded by intra-layer
wires and without inter-layer wire run over it. Region C represents interconnect surrounded
by intra-layer metal lines and with single inter-wire (or a set of loosely coupled wires) run
across it. In Region A, we could emulate the structure as lines with top plate. For any metal
density equal 33% or greater (metal_spacing < 2*metal_width) can be approximated as a
plate with negligible loss of accuracy due to the electric field shielding effect. Hence, we
could model the dense-coupled wire as big plate [2.1]. Otherwise, 3-Dimensional effects need
to be considered like interconnect crossover area as Region C. In Region B, the structure

emulates lines without top wiring. In Region C, the capacitance is of a 3-D nature due to
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fringe field in crossover section. The total crossover-area capacitance (Region C) can then be
easily obtained by combining the crossover capacitance with the 2-D intralayer coupling
capacitance. Then, we provide a systematic approach to decompose any structure into a series
of 3-D plus 2-D segments. Therefore, the total capacitance (Ci) Of dash wire in figure is
calculated as Ciotai=Chregion_s+Cregion c+Cregions+Cregiona. The dash wire represents the wire
need to calculate the capacitance in Fig. 2.2. Our assumptions are that any interconnect
structures are the combination of the three basic structures and any interconnect capacitance
could be extracted by dividing interconnect into the three capacitance elements. Hence, one of
our goals of this thesis is to develop the capacitance models for all the three structures.

The methodology to develop the capacitance formula is highlighted in Fig. 2.3. A set of
accurate empirical capacitances for the three structures mentioned above will be provided in
Chapter 3 along with the methodology.

With capacitance models derived in Chapter 3, we develop analytical formulas of
interconnect delay and crosstalk noise in Chapter 4. From Fig. 2.2, we could see that
interconnect could be layout as single isolated wire or dense coupled wire. Hence, different
delay and crosstalk noise model are developed for various interconnect structures.

To this point in the thesis, we have the detailed analysis techniques and formulas for
interconnect parasitic, delay and crosstalk model. In Chapter 5, we will use the formulas
derived from Chapter 3 and Chapter 4 to drive the optimization studies. Two optimization
methodologies, process and design optimization, are proposed in Chapter 5. The goal of the
optimization is to find the maximum design or process window that meet the delay and
crosstalk noise criterion simultaneously.

The statistical analysis techniques are discussed in Chapter 6. We will propose the
method for statistical capacitance, delay, crosstalk analysis. The proposed methodology is
shown in Fig.2.4. Our plans, based on the methodology, are to develop (A) layout design
techniques that can deal with variability, and (B) process parameters that reduce the
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performance due to variability.
2-2 Summary

This research adopts an empirical modeling methodology for interconnect
capacitance. Delay and crosstalk noise analytical models are proposed, too. By
incorporating the capacitance, delay and crosstalk models presented in this thesis, the
optimization design is presented. Finally, the statistical analysis method is given to

consider the issue of process variations.
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Figure 2.1 General interconnect structure plot with driver and receiver.
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Figure 2.2  Interconnect could be categorized into three structures (Region A, B
and C). Region A represents interconnect surrounded by metal line at the same layers
(intra-layer) and with many dense coupled wire of different layer (inter-layer)
inter-wires run across it. Region B represents interconnect surrounded by intra-layer
wires and without inter-layer wire run over it. Region C represents interconnect
surrounded by intra-layer metal line and with single wire (or a set of loosely coupled
wires) run across it. The dash wire represents the wire need to calculate the
capacitance. Decomposition of interconnect structure into a series of 3-D and 2-D
segments. The total capacitance (Crotar) of dash line

Ctota = CRegion_B + CRegion_C"' CRegion_B"' CRegion_A-
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Chapter 3  Interconnect Parasitic Component

Modeling

3-1 Two-dimensional Interconnect Capacitance Model and Extraction

With the increasing complexity in VLSI circuits makes metal
interconnection a significant factor affecting circuit performance. In this thesis,
we first develop new closed-form capacitance formulas for two major structures
in very large scale integration (VLSI), namely , 1) parallel lines in a plane and 2)
wires between two planes, by considering the electrical flux to adjacent wires
and to ground separately . We then further derive closed-form solutions for the
delay and crosstalk noise. The capacitance models agree well with numerical
solutions of three-dimensional (3-D) Poisson’s equation as well as
measurement data. The delay and crosstalk models agree well with SPICE
simulations.

In modern very large scale integration (VLSI) technology, efforts have
been devoted to reduce metal wiring pitch to increase chip density and to save
silicon budget [3.3]-[3.5]. This makes metal wiring line resistance and
line-to-line capacitance, thus the resistance-capacitance delay (RC delay) and
interline crosstalk noise, increase. The huge amount of interconnection line in
VLSI makes the interconnect delay and crosstalk noise more dominant factors
in the overall circuit speed [3.6]-[3.8].

Many works have been devoted to calculating line capacitance, e.g.,
[3.2]-[3.4]. Sakurai and Tamaru [3.2] derived formulas, both for parallel lines
on a large plane. Choudhury et al. [3.3] gave models for several layout
primitives but only for one set of technology parameters. Chern et al. [3.4] gave
a general capacitance formula for three-dimensional crossing lines assuming
same dielectric and wire thickness for all layers. In delay and crosstalk
modeling, Sakurai [3.5] gave equations of distributed RC line, but solutions
were not obtained in closed-form.

In this thesis, we give a new model of metal interconnection, where
closed-form formulas are derived for the wiring capacitance, delay and
crosstalk noise, all as explicit functions of the wire thickness, dielectric

thickness, inter-wire spacing and wire width. New capacitance formulas are
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first developed for two major structures in VLSI: 1) parallel lines on a plane
and 2) wires between two planes; combinations of them can cover any given
layout. The developed capacitance formulas then in turn lead to closed-form
formulas for the delay, crosstalk noise, optimization design and statistic
analysis: Chapter 3 derive the capacitance model, Chapter 4 gives the delay and
crosstalk models, Chapter 5 gives the optimization of interconnect and Chapter
6 provide the statistic analysis of interconnect.

We define two capacitance structures: 1) parallel lines on one plate as
shown in Fig. 3.1(a), and 2) parallel lines between two plates as shown in Fig.
3.1(b). The first structure emulates lines without top wiring, and the second
structure emulates lines with top wiring. In VLSI, that a line in a given layer is
not (is) underneath a line can be covered by the first (second) structure.
Developing formulas for the two fundamental structures is useful for simulating
arbitrary integrated circuit layouts.

The interconnect capacitance is decomposed into two capacitance

components; 1) C, 1is the flux to adjacent wire which affects both wiring
delay and crosstalk noise and 2) C, is the area and fringe flux to the

underlying plane which determines wiring delay only.

Physical approach requires analytical solution of Poission’s equation,
which often results in lengthy and complicated equations, often nonsolvable.
Thus, we adopt a semi-empirical approach here [3.2]-[3.5]. We use rations
functions to give simple and explicit observations of field line variations with
geometry parameters. The derived formulas model the field flux from different
portions of an electrode separately, so that unique dimensional dependence of
each electrical flux can be taken care of independently.

A. Parallel Line on a Ground Plane

As shown in Fig. 3.1(a), wire thickness is denoted by 7, dielectric
thickness by H, inter-wire spacing by S and wire width by W. The range of
dimension is chosen as 0.15 < 7<1.2,0.16 <H<2.71,0.16 <S§<10, and 0.16
< W <2, all in unit of micrometers. The ranges of these parameters are selected
based in applications in deep submicron VLSI. Although our models [(1)-(4)
below] are tested and verified only over these selected ranges, they should

prove to hold for parameters outside the above ranges. It is simply because the
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solutions to Poisson’s equation are majorly affected by the relative values of the
dimensional parameters, not their individual ones. This is exactly the rationale
behind the derivation of our models in what follows.

First, C, is modeled as the summation of three rational functions

which simulate three flux components, and is obtained explicitly via the

least-square fitting as

CH T H 0.0944 ( W jl 144
Syl ) o408 —
€ S(H+2.059Sj W +1.5928

0.1612 1.179
f11sg — H
W +1.874S H+0.9801S ) >
3. 1)

where €, =3.9x8.85x10"* F/em and it could change to e, easily by

considering multi-layer effective dielectric in modern VLSI technology. The
first term on the right-hand side of (3.1) models side-wall flux, which linearly
proportional to 7" and decrease as H/S decrease (i.e., as ground flux increases),
because more flux originated form side wall now gets attracted to ground. The
second term gives the upper-surface flux contribution, which increases as W
increases or as S decrease, and which is independent of the ground flux. The
third term models the lower surface flux, which is heavily inversely
proportional to the ground flux. The power-law dependence in these functions
has been a good approximation to the field strength between adjacent
non-overlapping perpendicular surfaces [3.2] and [3.5].

C,, 1s similarly modeled as the summation of three rational functions to

simulate three flux components, and is obtained explicitly via the least-square

fitting as

C 3.193 0.7642 0.1204
a W o017 5 +1.171 5 T
e H S+0.702H S+151H T+4532H ) -

ox

(3.2)

The total capacitance of the wire M, is C,,, =C, +2C,. The first term

total
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in the right-hand side of (3.2) models bottom plate-to-ground flux, which is
simply the plate-to-plate capacitance. The second term and the third term model
the upper surface and side-wall flux contributions, respectively; in the both
terms, that the flux reduces with reduced S is because more coupling flux is

attracted to the adjacent electrode M, and M, .

B. Parallel Lines Between Two Planes
As shown in Fig. 3.1(b), the thickness of top dielectric layer and

bottom dielectric layer are denoted by H, and H,, respectively. The range of
dimension is as in the previous case, expect that 0.16 < H, <2.71 and 0.16 <
H, < 2.71 . By similar rational function approach and similar reasoning as
before, C, is modeled to simulate the side-wall flux and upper lower planes
flux.C, is modeled to simulate the upper and lower surface flux and the

side-wall flux. Again, using least-square fitting, we have

0.25724
&=1.4116Zexp - L S "] +1.1852(Lj
€ S S+8.014H, S§+8.014H, W +0.3078S

os

0.7571 0.7571
H, H, 28
X = + | exp| —
H, +8.961S H, +8.961S S+3(H, +H,)

(3. 3)

and

C W W T 0.071 S 1.773
P = = +2.04
e, \H H, T+4.5311H, S+0.5355H,

T 0.071 S 1.773
+2.04
T+4.5311H, S+0.5355H, | .

Again, C

(3.4)

total

=C, +2C,.

C. Model Validation
The accuracy of our capacitance model is verified by numerical solutions

from Raphael [3.1] and measured data. We also include results from Sakurai's
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analytic model [3.2], [3.5] for comparison, Fig 3.2(a) gives the comparison

results for wires on one plane. The accuracy of C;, C, and the interaction

between them are observed, and improvement of our model over Sakurai’s
model [3.2], [3.5] i1s demonstrated. The comparison of our model for wires
between two planes with Raphael is shown in Fig. 3.2(b). The detail error table
for Fig, 3.2(a) and (b) are given as Table 3.2 and Table 3.3 respectively, which
only displays a partial set of our data used for parameter fitting. Note that in Fig,

3.2(b). C,/ denotes the coupling capacitance obtained from Sakurai’s model

[3.2], and C?

L 1s the value by adding up the capacitances to top plate and to
bottom-plate calculated using Sakurai’s model [3.2]. The root-mean-square

error (rmse) for C, (C,) is 3.68% (4.45%) and 1.05% (16.13%) for one- and

two-plane cases, respectively. The number of data points used in calculating the
root mean square error is 627.

Our model is further compared with measured data, and the results are
shown in Table 3.1. Five dies have been measured per wafer for six wafers, and
the typical die around the distribution mean was used for comparison. Test

structures were fabricated in two technologies: 1) a 0.5- # m twin-well CMOS
with SOG plannarized three-level metals and 2) a 0.35- # m twin-well CMOS

with chemical mechanical polished (CMP) three-level metals. All dielectric
thicknesses used in model calculation are measured from large-plane capacitors
on the same die as measured structures for accurate reflection of dielectric
constant and dielectric thickness H. This thickness H is used for calculating all
capacitance structures. The large-plane capacitors have been placed close to
other capacitance structures in test key to eliminate intra-die dielectric thickness
variations. Wire width W, inter-wire spacing S, and wire thickness T are
determined from SEM bars of small inter-wire spacing on the same wager. The
small spacing between SEM bars guarantees that horizontal dimension in dense
array is adopted for capacitance calculation. All measurements are executed
using a HP4284 impedance meter at 100 kHz, with all parasitic effects canceled
using an open-pad calibration structure. Good agreement is observed, and this
further demonstrates the accuracy of our capacitance model.

Accurate closed-form models have been developed for wire capacitance.
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The capacitance model gives line-to-line and line-to-ground capacitances
separately, and lead to precise delay and crosstalk estimations provided in next
chapter. These formulas allow for simple analytic prediction of capacitance for
arbitrary interconnect dimensions. Our model is useful for VLSI design and
process optimization.
3-2 Three-Dimensional Interconnect Capacitance Models and Extraction

We develop an empirical model for the crossover capacitance induced by
the wire crossings in VLSI with multilevel metal interconnects. The crossover
capacitance, which is formed in any three adjacent layers and of a
three-dimensional (3-D) nature, is derived in closed form as a function of the
wire geometry parameters. The total capacitance on a wire passing many
crossings can then be easily determined by combining the crossover
capacitance with the two-dimensional (2-D) intralayer coupling capacitance
de-fined on a same layer. The model agrees well with the numerical field solver
(with a 6.7% root-mean-square error) and measurement data (with a maximum
error of 4.17%) for wire width and spacing down to 0.16m and wire thickness
down to 0.15m. The model is useful for VLSI design and process optimization.

Deep submicrometer integrated circuit performance is influenced by
interconnect RC delay [3.9]-[3.11]. Although the device delay decreases as the
technology scales down, the inter-connect-induced delay, however, increases,
because both line resistance and intralayer capacitance increase [3.9], [3.10],
[3.12]. In VLSI circuits with multilevel interconnects, lines in adjacent metal
layers are placed orthogonally to each other to minimize over-lapped
capacitances and enhance routing flexibility. This procedure forms many wire
crossings, inducing crossover capacitance, which becomes the major factor in
affecting the circuit speed [3.10], [3.13]. An accurate model for the crossover
capacitance is essential for estimating the interconnect circuit performance.
Many previous works on interconnects exist in the literature. The works of
[3.11], and [3.13]-[3.15] either considered two-dimensional (2-D) structures or
approximated the three—dimensional (3-D) wirings by 2-D cross sections; both
approaches cannot model 3-D fringe field. The models of [3.13]-[3.15] were
based on numerical solutions, thus not allowing for closed-form estimation. The
work of Chern [3.10] gave a crossover model for triple-level metal layers but

with same thickness in all layers. The work of Pan et al. [3.16] derived an
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analytical expression for crossover capacitance specifically for packaging
geometries. The work of Kuhn et al. [3.17] gave an optimization study for delay
time and power dissipation using combined device and interconnect
capacitances; it, however, ignored both intralayer coupling and crossover
capacitances that are important in deep submicron VLSI. The work of Vladimir
and Mittra [3.18] gave improved boundary conditions for numerical solution of
interconnect and packaging capacitances. Some other works focused on novel
measurement methods for extracting interconnect capacitance on various layout
structures. For instance, the work of Wee et al. [3.19] developed a complete set
of structures for characterizing multilevel metal capacitances for both stack and
crossing configurations; the impact of metal-edge slope and void was also
extracted. The work of Nouet and Toulouse [3.20] characterized interlayer and
intralayer capacitance novel test patterns, and compared on-chip and off-chip
measurement. In [3.20], it was identified that the 3-D crossings (crossover) is a
critical component in the total wiring capacitance, and a linear model with
different components was then proposed with linear dependence on area,
periphery length, and spacing. The work of Aoyama et al. [3.21] characterized
coupling and ground capacitance using test patterns and numerical solutions,
and it provided an optimization study by wire pitch to dielectric thickness ratio.
The work of Chao et al. [3.22] presented a novel extraction method-ology and
test pattern, with verifications on SOG and CMP processes. The work of Chen
et al. [3.23] gave a novel on-chip measurement method for small wire
capacitance. In [3.24], we developed models for 2-D wiring capacitance, wire
delay, and inter-wire cross-talk noise. The capacitance model of in previous
section gives accurate intralayer and line-to-ground capacitance estimation for
both parallel lines on a plane and lines between two planes, with agreement
with measurement data.

In this thesis, we continue our work in previous section by focusing on the
modeling of crossover capacitance for VLSI’s with multilevel metal
interconnect of arbitrary dielectric and wire thickness, width, and spacing in all
layers. The crossover capacitance is formed in any three adjacent layers of the
multilevel metal interconnects and is of a 3-D nature. We derive closed-form
formula for the crossover capacitance as a function of the wire geometry

parameters of three adjacent layers, including the wire width, spacing, thickness,
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and dielectric thickness of a line and of lines in the upper and lower layers. The
total net capacitance on a wire passing many crossings can then be easily
obtained by combining the crossover capacitance with the 2-D intralayer
coupling capacitance defined on a same layer obtained in previous section. The
result of our model shows agreement with the numerical field solver [3.25] and
measurement data. This work extends the work of 2-D modeling provide in
previous section to provide a complete solution for the modeling of
interconnect capacitance for arbitrary multilevel interconnects. The complete
model can be used in the delay and capacitance estimation in circuit design and
process optimization.

The crossover capacitance is formed in any three adjacent layers of the
multilevel metal interconnect. Consider any triple-level wire crossings, as

shown in Fig. 1, where the second-level metal lines (A/,) cross the first-level
(M, the lower level) and third-level (M ,, the upper level) metal lines. The line
width, pacing, and thickness are denoted by,W,, S.,and 7, for the ith-level
metal layer,i=1,2,3. The dielectric layer thickness is denoted by H,,H,,
and H , for the dielectric between M, and the substrate (or the next lower layer,
say, M,), and M,, M, and M, and M,, respectively. For each M, line
crossing M, line, a crossover capacitance C,  exists. Note
that M, and M, lines are not necessarily aligned to each other. This capacitance
C,, 1is restricted within a neighborhood of the lines intersection. Outside the

intersection neighborhood, M, line capacitance can be estimated by existing

2-D intralayer coupling capacitance models discussed in previous section.

To derive the crossover model for C, we adopt an empirical approach here,
because the usual power series or numerical solutions for Poisson’s equation
are not appropriate for VLSI simulation [3.25], [3.26]. In deriving these
expressions, a rational function is first constructed to model each type of
electrical flux variations with geometry variation. The rational functions are
then multiplied to each other to form one flux component. Finally, all flux

components are added, giving the lumped crossover capacitance C,. . Here,

three flux components, C,, C,, and, are involved. That is
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C,=C+C,+C,. (3.5)

Capacitance C, represents the area component from M, top surface to M,
bottom surface. Capacitance C, represents the component from M, side wall
to M , bottom surface. Capacitance C, represents the component from the M , side
wall to M, top surface. To deriveC,, note thatC,is simply the plate-to-plate

capacitance, and hence

_ (3.6)
Cox H,

where €, =3.9x8.85x107"" F/em and it could change to €, easily by
considering multi-layer effective dielectric in modern VLSI technology.
The flux component C, is modeled as the product of rational functions in

the following general form:

a3 a4
o T T
C2 = CIW2a1(S1XS2 Z[T—l] [—1]
€ ox e, H, T, + c,S,

H, . ~H,
x| ——L—— |  exp
H,+c,S§, Cz(Sl+CsH2) s

where the c¢,’s are constants and the «;,’s are the power coefficient, both to be

(3.7)

determined later.

We now explain the physical rationale behind each term adopted on the
right-hand side of (3) for C, : 1) the W, term follows from a power-law
dependence of the capacitance on the line width [3.10], [3.11], [3.26]; 2) the

S, and S, terms are to catch the intrawire spacing dependence: Because the
M, side wall toM,wire flux is reduced by intra- M, flux as shown in the
cross-section A of Fig. 3.3, C,decreases with reduced intra- M, spacing S,;

similar impact can be induced by intra- M, spacing S, . Here, the same power
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coefficient o, is used to reflect their same influence; 3) the term

(T, (T, + c,H,))” is adopted to model the fact that the flux originated from

side wall heavily relies on the wire side wall thickness with a power-law
dependence [3.11]. The power-law dependence has been proved in [3.26] as a
good approximation to the field strength between adjacent non-overlapping
perpendicular surfaces. Note that this dependence will be weakened for large
thickness (because such flux only exists at the side wall corner adjacent to the

dielectric layer); the constant reflects this dependence weakening; 4) the terms
(T, (T, +¢,8,))** and (H,/(H, +c,S,))” are used to model the fact that C,
decreases with reduced 7,/S, as well as with reduced H,/S, because of
enhanced flux from M to ground plane, as shown in the cross-section A of Fig.
3.3; and 5) the exponential term modifies thel/H, dependence constructed in
(2), giving weakened H , impact with increased H,/S,, because intra- M flux
prevents field lines from being pulled up toM,, electrode, as shown in the
cross-section A of Fig. 3.1.

To derive C,, we observe that C, is approximately al180° turnover
of C, . Therefore, similar mathematical patterns will be adopted to emulate the
similar electrical flux distributions. Differences in C, and C, exist,
however: C, has a larger plate next to (or under) the side wall flux,
whereas C, has many narrower wirings (M ; wires) next to (or above) the side
wall component. The consequence is that the side wall flux reduction induced
by larger adjacent plane in C, and by adjacent wirings in C; will be

different. C, is modeled in the following general form:

€ox T,+d,H, d3(S2 +d4H4)
H,
X . —
H,+dS, ),

where thed,’s are constants and the 5, ’s are the power coefficients, both again

Ba
C T -H
3 _ lelﬂl Slﬂz S2ﬂz [—2] exp(—zj

(3. 8)

to be determined later.
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Now, similar physical explanation, as is the case with C, ,can be made for
each term on the right-hand side of (4) for C;: 1) the W, term shows the
power-law dependence as be-fore; 2) the power terms of S, and S, again

catch the intra-wire spacing dependence, but here we use different power
coefficients for them because their influence will be different. In fact, the

influence of §, term in C, is weaker than in C,, for the impact in C; is

weakened by the M, -to-M, flux; 3) the term (T A /(T ,+d,H, ))ﬂ * models the
fact that C, increases with increased 7,/ H,; 4) the exponential term further
modifies thel/ H, dependence constructed in (2), giving weakened H, impact
with increased H,/S,, because intralayer flux prevents field lines from being
pulled down to M, electrode; and 5) the last term (H 3 /(H ,+dSS, ))ﬁ ° models
the impact of M, layer on C;, which gives reduced C, with reducedH,/s,,
because the intralayer coupling flux between M, lines forms a shield that
isolates the C;flux from the influence of the M, -to- M, flux. This shielding
effect is very strong when S, is small, as shown.in the cross-section B of Fig.
3.3. This shielding effect is reduced with largeS,, and hence, C, can be
significantly reduced with reduced H,. Note that this effect is opposed to the
phenomenon that C,increases with increased S,, as predicted by the power
terms of (S,)” and (S,)”. This term and the power-law term provide

contradictory influences by S, spacing, and our model can well describe these

two opposing phenomena, which will later be demonstrated in Fig. 3.5.

To determine all constants and power coefficients in (3) and (4) for C,
and C,, we use the approach of least-mean-squares-errors fitting, and we

obtain
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0.64
T
LI 3.73W6(S, x S, )% x| ——L——
c T +0.035H,

ox

1.0
oY I T AP V) SR S
T, +0.851S, H, +0.0518,

X ex —H,
PlLo.7(s, +0.4H,)

(3.9)
and
S 3,73, 6852 8! _ b e
o T, +0.035H,
~H H, ’
X eXp| X
0.7(S, +0.4H,)) | H,+0.015S, ) -
(3. 10)

The root-mean-square error between the model and the numerical
solutions is 6.71%, based on a total of 272 data points using the
least-squares-error fitting approach. The 272 total data points were basically
selected randomly, but with more dense data points chosen toward smaller
dimension range (as the capacitance effect is more pronounced at smaller
dimension range). A list of error distribution is shown is Table 3.4, which only
displays a partial set of our data used for parameter fitting.

The segments of M, outside the intersection neighborhood can be

modeled by the 2-D capacitance formulas derived in previously section. The

capacitance components here include 1) intralayer coupling capacitance C'? |

couple

which is the intra- 57, flux in the wire region without M, wirings crossing above,

as shown in the cut-line C and cross section C of Fig. 3.3, 2) C?” ., which is

couple °
the intra- M , flux in the M ,region with M , wirings crossing above, as shown in

the cut-line B and cross-sec-tion B of Fig. 3.3, and 3) line-to-ground

capacitance C, in the region without M,  wirings crossing above, as shown

in the cross section C of Fig. 3.3. These capacitances were obtained in previous

section as
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C W S 3.913 S 0.764
o220 —2—— | 41171 —2—
¢, H S, +0.702H S, +1.51H

0.12
T2
X —_— =
T, +4532H ) ,

(3. 11)
Clp T H 0.0944 W 1.144
L1144 ——— +0.7428 ——2
€, S, \ H+2.059S, W, +1.5928,
W 0.1612 H 1.179
+1.158 ——2— _
W, +1.874S, H +0.9801S,
(3. 12)
and
27 T. 2 2
CL=1.412—zexp —~ 5 - %
C,. S, S,+8.014H, S, +8.014H,

W 0.25724 H 0.7371 H 0.7371
+1.1852 2 TR 1oy o i Y Y P T
W, +0.3078S, H, +8.961S, H, +8.9618,

x exp| — 25,
P S, +3(H, + H,)

(3. 13)

where H = H, + H, +T,. In previous section, the above 2-D capacitance model
provides accurate capacitance prediction, with a root-mean-quare error of 3.68,

445, and 16.13% forC,, C,”, and C,”., respectively, compared with the

af
numerical solutions.

The total capacitance on a M, line of length L with nM, —M, crossings
and another nM, — M, crossings can be calculated by combining the total

intralayer coupling capacitance and the total crossover capacitance. The total

intralayer coupling capacitance is easily determined as

(L=nW)C +nW,C)" +(L—n)C,,.

The total crossover capacitance is calculated according to the following: 1)
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each crossing of M, and M, gives a crossover capacitance C, ., ., . To
compute C, .y, We need to view the triple-layer upside down before
applying the above-developed formulas. That is, M, is now treated as the
lower layer and M, the upper layer, which means that A, should be used
as H,and H, should be used as H,in the formulas. H, to be used in the
formulas should be the spacing between M, and the next adjacent higher layer
(say, M ,if exists). If M, 1s the actual top layer, we have H, =o. Here, in

such a case, we use the value H, =5um as infinity.

Combining the crossover and intralayer coupling capacitances, we

have

Cooar =M orirt,-aay) T Corprtyonry 1+ (L — nw)C,’

total
+nW,C," +(L—nW,)C,,
(3. 14)

Our model, which is derived based on three-metal layers, can be applied to
a process with any number of metal layers. The crossover capacitance of a
metal wire with the layer underneath it can be accurately predicted by our
model, with or without above-passing wires. In the general multilayer case, any
layer above the first layer or under the third layer is shielded from the second
layer and, hence, does not affect the crossover capacitance.

The agreement between our model and the numerical field solver [3.25] is
shown in Table 3.4. In Table 3.4, the error is defined as Error =
(model-Raphael/Raphael) x100%. The final model has been tested based on
272 data points with a root-mean-square error of 6.71%. The valid ranges of the

model are the following: 0.16um<S,,S,,S, <Sum ,
0.16m <W, W, , W, <2um , 0.15um <T,,T,,T, <1.2um ,
0.16pum<H H, H, <3um. The valid ranges for our model were determined

based on practical applications in integrated circuit (IC) technology. The upper
bound for parameter S set at5um is to take care of both dense and sparse lines.
The upper bounds for and were set to match the practical dieletric and

metallization thicknesses.
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The comparison between the model and the numerical simulations [3.25]

for various H,and H,is shown in Fig. 3.4. The strong H, dependence can be
accurately predicted by our model. On the other hand, only influences C,,
minorly, simply because the flux of C,, is shielded from the line-to-ground flux
by the intra- M, flux, as shown in the cross-section A in Fig. 3.3. The intra-
M flux plays the role of electrical buffer betweenC_ and line-to-ground
flux, and this buffer is weakened for small (here, H, < 0.54m ), as shown in Fig.
3.4. Our model is useful here for predicting strong H, dependence,
weak H, dependence induced by intra- M, flux shielding effect, and the onset of

weakened shielding effect whenC,, reduces with reduced H,.
The comparisons of the crossover capacitance C,, and total M, wiring

capacitance C,,, between our model and the numerical solutions for various

total
intralayer spacing are shown in Fig. 3.5. Note thatC, decreases with reduced
S, and S, because of enhanced intra- M, and intra- M, coupling effects,
respectively. At small S, (orsS,), the C, variation versus S, is symmetrical to
that of versus. At large S, or S,, it should be noted that C_ variations with
S, and S, are different, and this difference depends on the magnitude of /.
To investigate this in more detail, note that for the curves with H, =3um, C_,
increases strongly with increased S, than with increased S;, which can be
explained as follows: because large H, (at3um ) is adopted in these data,
increased S, eliminates the intra- M/, flux and enhances the C, flux. On the
other hand, with increased S, , considerable line-to-ground flux (as shown in the
cross-section A of Fig. 3.3), becomes influential because /,1is only 0.6,m and
will retard theC,, flux. As a result, C, increases with increased S, much

stronger than with increased S, .

Another point worth studying is the following question. When can the
impact of top-level metal in any three-level metal combination be ignored

forC, between the first and second level metals? Being able to identify a

no-influence region here would allow for an easy C, estimation without
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considering parameters of the top-level wire, which will greatly simplify RC
extraction [3.13] and process design [3.9], [3.12]. To investigate this process,

first it can be observed that the impact of H, is negligible for small,
because H, =03um , and H, =3um gives the same C_ for S,<05um,
because the strong intra-flux completely shields the M, -to- M, flux from
influencing C, . The impact of /,is much more pronounced when 1is larger
than 0.8 zm , because C, can be significantly retarded by the M, -to- M, flux, as
shown in the cross-section B of Fig. 3.3, especially when the intra- M, coupling
disappears. Hence, C, at H, =3um is much larger than at H, =0.3um
Furthermore, as mentioned before, for H, =03um , C, saturates with
reduced H, /S, (or increased S,) for S, 24um, as predicted by the term
(H, /(H, +d,S,))” in (3.8). These observations on C,, give us a region
where C,, is influenced by the third-level metal, and this region is defined by
S, 203um and H,<03wum. Outside this region, C, immunizes from the
impact of M, and thus C_ estimation can be performed with the top-level

wiring effect ignored.

The calculated C,,, is the total M, capacitance in a cell with ten
lines for M,,M,, and M, each. It is shown thatC,,, slightly increases with
increased S, because of increasedC,, .On the other hand, C,,, significantly
decreases with increased S,, because of decreased C,” between M, lines.

The larger error of C,

total

for S, 2>0.5um is induced by the approximation of
the last term in (10), i.e.,(L —nW,)C,, . The calculation of the 2-D capacitance

using this term in the region outside the crossing neighborhood may
overestimate the line-to-ground capacitance, because many metal-2 field lines
near the crossing neighborhood will be attracted to the crossing metal-1 instead
of being terminated to ground, as shown in cross-section A of Fig. 3.3. This

process implies that the approximated length for C,, of L—nW, may cause

slight overestimation. Note that because our model mainly tends to be used in

deep submicron VLSI, the error forS, larger than 0.5,m may not affect the
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calculation accuracy for densely packed VLSI.

The impact of the top layer wiring is shown in Fig. 3.6, where C,,
varies with §; and H,.C, 1is noticeably reduced with reduced H, when
intrawire spacing is 1um , agreeing with our observation from Fig. 3.5 made in
the previous paragraph, as some M, flux is attracted to the M, electrode. The
disagreement between the model and numerical solution at small H,1s caused

by the large variation generated by the last term in (3.10) as a result of its

rational function form. The form is chosen for tradeoff at large H ;.

The comparison between our model and measurement data is

performed based on test structures fabricated in a 0.35— um twin-well logic

CMOS process. The interconnection in this process is composed of AlCuSi
metal lines, an oxide dielectric layer, and chemical-mechanical polished
dielectric layers. Three test structures are included in this study, with each test
structure composed of three layers of intracoupled wires. Each test structure has

726 crossovers. The C, between M, -to- M, or between M, -to- M, is then

measured by grounding all additional wires to eliminate all intralayer and
line-to-ground flux. Measurement has been performed on ten dies a wafer for
four wafers, with the mean and standard deviation shown in Table 3.5.
Agreement is shown between our model and measurement with a maximum
error of 4.17%.

It should be noted that our model has been derived based on normalized
dielectric constant, and is, hence, independent of the oxide dielectric constant.
In comparing our model with measurement data, however, dielectric constant
must be determined. The dielectric constant is determined by measuring
large-plate capacitors using HP4284 impedance meter at 100 kHz, with an
exciting signal of 100 mV. Based on the measured unit-area

capacitance C

ox

€, 1s obtained bye, =t C  In this work, we have obtained

ox ox

nearly the same €,=3.79 for all dielectric layers. For cases with various

dielectric layers having different values of dielectric constant, it is also possible
to apply our model by taking their dielectric constant average as a

common e, and used in the model equations, but this has not been tested yet.
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From our analysis, it is easily seen that the crossover capaci-tance, because of
its 3-D feature, can be influenced by numerous parameters, and the impacts of
these parameters are strongly coupled with each other. Our model here can be
very helpful in predicting the capacitance variation versus various electrical
flux fluctuations, and in optimizing the total capacitance via appropriately
adjusting physical dimensions.

A complete closed-form model for the 3-D crossover capacitance in
multilevel, densely packed interconnections has been developed for arbitrary
wiring dimensions. The combined use of the developed crossover capacitance
model and existing intralayer coupling and lines-to-ground capacitance model

can determine the total capacitance on a wire passing many crossings.

3-3 Interconnect Resistance Model

To calculate RC or RLC equivalent interconnect electrical performance,
we need to calculate the value of resistance (R) also. For a uniform metal line
of width W and thickness T, its dc resistance per unit length, R, can be

calculated as

R="_ (3. 15)

where p is the metal resistivity (p = 2.2 uQ-cm for copper and 3.3 pQ-cm
for aluminum).

The shape of metal line may not exact the rectangular shape. For example,
the shape of line formed by Cu damascene process is generally trapezoidal.
This resistance could be easily calculated based from the information of

trapezoidal area size.

3-4 Interconnect Inductance Model

Inductance (L) effects become significant in the nanometer regime,
particularly for global interconnects in high-speed applications. In contrast to
capacitance, in which only a line itself and its nearest neighbors should be
included, inductance is a long range effect and, since magnetic fields decays

very slowly with increasing distance. Hence the inductance should be
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considered globally. The fundamental definition of inductance is

L=—-= (3. 16)

I

) §AB ds
T

where @ 1is the magnetic flux in webers, / is the current in amperes, B the
magnetic field induced from 7, and s represent the current flow loop area. This
definition indicates that the determination of inductive behavior must consider
the entire current loop. However, in modern interconnect structures
[driver-line-loading capacitance, there are no dc paths to form a well-defined
loop. As a result, return current usually spreads over a long range, which
complicates the analysis. Consequently, the extraction analysis should include
all neighboring lines that are possibly involved in the current loop.

Because of the uncertainty of the return current path, it is difficult to calculate
loop inductance in realistic designs. To overcome this difficulty, the concept of
partial inductance is introduced, in which the induced current is assumed to
return at infinity, avoiding the need to define the return loop. This inductance
calculation technique, known as the partial element equivalent circuit (PEEC)
method [3.27], is very suitable for design automation since it depends only on
the geometry of the lines.

General speaking, inductance can be calculated using field solvers, such as
FastHenry and Raphael, or closed-form solutions. Field solver extraction of
inductance has high accuracy but it is time and memory expensive. For
rectangular cross-sectional wires, the closed-form solutions are first derived by
Rosa and Grover [3.28] and then simplified to the following relationships when

[>>W, T and d [C]:

ngﬂlln[ 2 ]+£+0.2235(W+T) (3.17)

ol \w+T) 2 ,

L =t lln(z—lj—l+d (3. 18)
2 S .

Here y is the magnetic permittivity of the dielectrics; W, T, and / are the width,
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thickness, and length of the segment, respectively; S is the center-to-center
distance between two lines; and L,, is the mutual inductance of two
equal-length lines (a more general solution for Lm of non-equal-length lines is
also provided in [3.29]). These expressions indicate that inductance has a
nonlinear dependence on segment length. Therefore, in contrast to RC
extraction, which is scalable with length, L must be calculated over the entire
length of the wire. Furthermore, the logarithmic function in equation (3.17) and
(3.18) implies that L has a weaker dependence on line geometry than do R and
C. Note that only lines on the same layer, which are parallel to each other,
contribute to inductive coupling; lines on neighboring layers do not influence
the coupling, due to their orthogonal layout.

Although PEEC can deal with general inductance extractions without a
priori knowledge of the current return loop, the nonsparsity of the inductance
matrix (caused by the long-range inductive coupling) leads to expensive
computations in further analyses [3.40]. Unlike the C matrix, in which it is
sufficient to keep only the short-range coupling values, the L matrix cannot be
truncated for simplicity.

Inductance has been a concern for the design of off-chip interconnects
such as those on system board design, package designs. However, inductance
effects are more complicate for on-chip interconnect and could not use the
knowledge of off-chip directly. 1) from inductance extraction point of view,
ground planes are usually placed beside the signal (beside or upper/lower-layers,
e.g., the stripe-line/micro-stripe-line structure) in the layout to reduce the
inductance. Since the current paths are well defined, the inductance could be
calculated easily use formulas derived in pre-defined structure. On the on other
hand, current return paths of interconnects on-chip usually do not have
well-defined because of the limited routing resources and smaller geometry
(hence, magnetic flux has longer range affection). 2) Resistance effect are
different between on-chip and off-chip interconnect. Off-chip interconnects
have bigger cross sections compared to on-chip interconnects. Therefore,
on-chip interconnects are much lossy than off-chip interconnects. The on-chip
interconnect resistance shield the effects of inductance because the series
connection natural (R+jwL). So, low-loss transmission-line theory can be

applied in off-chip interconnect analysis where transmission-line behavior, such
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as wave reflections are important and inductance effect to take into
consideration. On the other hand, on-chip transmission lines usually suffer from
high loss and therefore RC equivalent circuit is sufficiently to accurate to model

the majority of on-chip interconnects performance.

3-5 Summary

Accurate closed-form models for the 2-D capacitance and 3-D crossover
capacitance in multilevel interconnections has been developed for arbitrary
wiring dimensions. The model has been validated by the numerical solutions
and measurement data, and it can be used for VLSI design and process
optimization. The developed formulas then will be used many times in the
following chapters for the delay, crosstalk noise, optimization design and
statistic analysis in the following chapters: Chapter 4 will give the delay and
crosstalk models, Chapter 5 will introduce the optimization of interconnect and

Chapter 6 provide the statistic analysis of interconnect.
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Figure 3. 1 (a) Cross-section diagram of parallel lines on one plane. (b) Cross-section
diagram of parallel lines between two planes
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Figure 3.2  (a) Verification of model accuracy of various capacitance components
[(1)-(2)]; symbols: Raphael, solid line: our model, dashed line: model in [2].
W=0.2um and T=0.64pm, H=0.89um. (b) Verification of model accuracy of various
capacitance components [(3)-(4)]; symbols: Raphael, solid line: our model, dashed
line: calculated by adding up the one-plane model based on formula in [2]. W=0.5um
and T=0.64um, H;=H>=0.89um.
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Figure 3.3  Metal wiring crossover structure and cross sections along cut lines A,
B, and C. H;, H,, and Hsare dielectric thickness, T;, T, and Tsare metal wire thicknes,

Wi, W, , and W3 are wire width, and S;, S,, and S; are interwire spacing.
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Figure 3.4  Crossover capacitance variation versus dielectric thickness. Symbols
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Table 3.1 Comparison of capacitance model with measurement data

Structure/Process Model(107"* Farad) | Measured(10™'> Farad) | Dimension parameters( 4m)

M2-M1-poly, 16.14 18.31 {W,S,T,H,, H,}={0.79,0.71,0.63,0.717}
structure-2/0.5 pm

M1-poly-field, 17.45 17.52 {W,S,T,H,, H,}={0.805,0.695,0.63,0.378,0.717}
structure-2/0.5 pm

M1-field, 7.741 8.176 {W,S,T,H }={1.032,0.685,0.969,1.023}
structure-1/0.35 um

M3-M2-M1, 19.77 19.55 {W,S,T,H,, H,}={0.501,0.776,0.49,0.737,0.793}
structure-2/0.35 pym

M2-M1-Field, 10.72 11.27 {W,S,T,H,, H,}={0.50,0.99,0.776,1.02,0.737}

structure-2/0.35 um
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Table 3.2 Error table of the capacitance model of parallel lines on one plane

compared with numerical solutions

T 0.15 0.15 0.15 0.15 0.15 0.64 0.64 0.64 0.64 0.64 0.92 0.92 0.92 0.92 0.92 1.20 1.20 1.20 1.20 1.20
H 0.16 0.20 0.50 0.89 2.71 0.16 0.20 0.50 0.89 2.71 0.16 0.20 0.50 0.89 2.71 0.16 0.20 0.50 0.89 2.71
S W

0.16 0.16 -1.1 -12 -15 2.7 -56 -24 -31 -59 -76 -99 -24 -33 -6.6 -84-10.5 -2.6 -3.6 -7.1 -89-11.0
0.16 0.20 -12 -13 -14 2.1 -47 -24 -31 -58 -74 95 -25 -34 -6.6 -8.2-103 -2.6 -3.6 -7.1 -8.8-10.8
0.16 0.50 -0.6 -09 -04 0.1 0.8 -2.1 -28 -51 -58 -6.6 -23 -3.1 -6.0 -7.0 -8.1 -2.4 -34 -6.6 -7.7 9.0
0.16 0.80 00 02 0.7 20 47 -14 -20 42 47 45 -1.7 25 -53 -6.1 -64 -19 -2.8 -6.0 -7.0 -7.7
0.16 2.00 17 20 34 52109 03 -0.1 -1.7 -2.0 -03 -02 -0.7 -3.1 -3.8 -3.0 -0.5 -1.2 -4.0 -5.0 -4.8
0.20 0.16 -1.0 -0.7 -0.1 -1.5 -53 -13 -2.0 48 -65 -94 -14 -23 -55 -74-10.1 -14 -24 -6.1 -8.0-10.7
0.20 0.20 -0.87 0.1 0.7 -04 -32 -15 -1.7 43 -59 -82 -1.6 -2.1 -52 -7.0 -93 -1.5 -23 -58 -7.7-10.1
0.20 0.50 -0.72 -04 04 10 13 -15 -19 41 -49 -59 -15 22 -50 -6.1 -7.5 -1.5 23 -5.6 -69 -85
0.20 0.80 -0.13 02 08 2.0 43 -09 -14 -35 -41 -41 -1.1 -1.7 -45 -54 -6.0 -1.2 2.0 -51 -63 -7.2
0.20 2.00 141 1.7 3.0 45100 05 02 -12 -16 00 02 -02 -24 -32 -25 0.0 -0.6 -3.3 -44 -42
0.50 0.16 -0.20 -04 24 33 -22 20 12 00 -07 -51 25 14 -06 -1.7 -62 28 1.7 -1.1 2.6 -7.0
0.50 0.20 -0.12 06 35 50 11 17 16 06 01 -38 22 1.7 -03 -14 -53 27 19 -08 -23 -6.3
0.50 0.50 -0.13 00 14 30 18 10 05 -08 -09 -32 14 0.7 -13 -21 46 1.7 09 -1.7 28 -57
0.50 0.80 -0.07 -0.1 06 19 27 07 02 -12 -14 -23 1.1 04 -16 -23 -39 14 06 -1.9 -3.0 49
0.50 2.00 056 05 09 18 51 08 05 -05 -08 01 1.0 06 -09 -1.6 -1.6 12 0.7 -1.2 -22 -28
1.00 0.16 -0.25 -1.7 -1.7 26 37 61 43 10 22 19 67 49 11 16 03 70 53 1.0 1.1 -08
1.00 0.20 0.12 -04 0.0 4.1 58 59 46 16 27 23 64 51 14 18 06 68 53 12 11 -07
1.00 0.50 125 0.6 0.1 3.0 51 43 34 07 14 16 47 38 06 08 00 51 41 06 03 -1.1
1.00 0.80 122 06 -02 18 46 33 26 01 06 12 37 29 01 00 -02 41 32 0.1 -04 -13
1.00 2.00 094 06 -03 05 34 19 14 -03 -04 07 21 17 -03 -0.8 -0.5 23 19 -03 -1.1 -13
2.00 0.16 -1.18 -3.6 -9.1 -6.4 46 108 85 0.7 00 6.2 124 10.1 2.1 0.8 54 13.1 109 28 12 45
2.00 0.20 -0.38 -24 -75 -50 65106 85 12 0.6 6.5 12.0 100 24 1.1 54127 108 3.0 13 44
2.00 0.50 198 0.7 -34 -20 63 82 70 16 09 53 93 81 25 12 44 99 87 29 13 35
2.00 0.80 234 14 -21 -13 57 67 59 15 06 45 75 67 2.1 09 3.6 80 7.1 25 09 28
2.00 2.00 185 14 -0.7 -09 34 38 34 08 -02 22 42 39 11 -01 16 45 41 13 00 1.0
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Table 3.3 Error table of the capacitance model of parallel lines between two planes

compared with numerical solutions

T 0.15 0.15 0.15 0.15 0.15 0.64 0.64 0.64 0.64 0.64 0.92 0.92 0.92 0.92 0.92 1.20 1.20 1.20 1.20 1.20
H10.16 0.20 0.50 0.89 2.71 0.16 0.20 0.50 0.89 2.71 0.16 0.20 0.50 0.89 2.71 0.16 0.20 0.50 0.89 2.71
&H?2
S W

0.16 0.16 -0.6 03 4.1 115334 -41 0.1 141 219 354 -52 -0.2 159 23.8 35.8 -5.9 -0.5 16.9 249 36.1
0.16 0.20 -0.5 03 3.1 94299 -40 0.1 13.4 20.8 34.0 -5.0 -0.2 153 22.9 34.7 -5.7 -0.4 16.5 24.2 35.1
0.16 0.50 -02 03 0.6 25150 -3.0 0.1 I1.1 16,5 26.7 -4.0 -0.1 13.3 19.4 29.1 -4.8 -0.3 14.8 21.2 30.6
0.16 0.80 -0.1 03 04 09 85 -24 0.1 10.0 14.8 23.0 -3.3 -0.1 12.3 18.0 26.1 -4.1 -0.3 13.8 20.0 28.1
0.16 2.00 00 02 03 02 09 -13 01 74119173 20 00 9.6 15.1 21.3 -2.6 -0.2 11.2 17.4 24.0
0.20 0.16 -14 -03 2.1 82 31.7 -7.8 -3.6 10.6 18.6 34.0 -9.7 -4.7 12.1 20.5 34.6-11.0 -5.5 13.0 21.7 349
0.20 0.20 -1.2 -03 12 64374 -75 -3.5 10.0 17.5 325 -93 4.5 11.6 19.7 33.4-10.7 -5.3 12.7 21.0 33.9
0.20 0.50 -0.6 0.0 -0.5 0.3 13.6 -55 -2.6 8.0 133 249 -73 -34 99 163 274 -8.6 -44 11.1 18.1 29.0
0.20 0.80 -04 0.0 -05 -09 7.0 -43 -21 7.1 11.8 209 -6.0 -3.0 9.0 14.8 24.1 -7.3 -3.8 10.3 16.8 26.2
0.20 2.00 -0.2 0.0 -02 -09 -05 -24 -1.2 51 92 149 -35 -19 6.8 12.2 19.0 -45 -24 8.1 143 21.8
0.50 0.16 -29 -1.1 2.0 0.7 15.8-182-15.0 -1.2 49 21.1-22.6-18.8 -2.2 5.9 22.8-26.0-21.8 -3.0 6.6 23.9
0.50 0.20 -26 -1.0 1.5 0.0 14.0-17.2-14.1 -13 4.4 20.1-21.4-24.7 -22 5.5 21.9-24.7-209 -3.0 6.2 23.1
0.50 0.50 -1.5 -05 0.7 -23 4.1-11.7 99 -12 25 13.5-15.1-13.1 -2.0 3.8 16.3-18.1-15.8 -2.7 4.7 183
0.50 0.80 -1.0 -03 0.6 -2.5 -1.0 -89 -7.7 09 19 9.6-11.7-104 -1.6 3.2 12.9-143-12.8 -2.3 4.1 152
0.50 2.00 -0.5 -0.1 0.5 -1.5 -6.0 -45 -40 05 14 42 -62 -57 -1.0 24 7.8 -7.7 -7.2 -1.5 3.1 10.5
1.00 0.16 -1.1 1.0 72 62 4.1-184-144 -6.1 02 7.6 26.7-242 -95 -12 9.4-30.1-27.6-12.0 -2.3 10.8
1.00 0.20 -1.0 09 65 54 33-172-183 -6.0 0.1 73-25.1-229 -9.2 -1.3 9.1-284-263-11.7 -2.3 10.4
1.00 0.50 -0.5 0.6 56.5 2.8 -1.7-13.8-12.7 48 -0.5 39-174-164 -7.5 -1.5 6.0-20.1-19.2 -9.6 -24 7.7
1.00 0.80 -04 0.0 34 20 -45-104 97 -39 -05 16-133-12.8 -6.2 -14 39-15.6-15.1 -8.1 -2.1 5.7
1.00 2.00 -02 02 19 14 -67 -52 -50 -22 -02 -1.2 -69 -6.8 -3.7 -0.8 09 -82 -82 -50 -14 2.7
2.00 0.16 1.3 42 141 16.1 6.7-22.1-199 -7.8 0.0 3.3-27.7-25.7-13.5 -44 29-31.5-29.7-174 -7.5 28
2.00 0.20 12 3.8 129 148 6.1-20.7 18.8 -7.6 -0.2 3.1-26.1-24.4-13.2 -45 2.8-29.7-282-17.0 -74 2.8
2.00 0.50 0.7 23 84 9.7 21-140-13.1 -63 -0.8 1.7-18.1-17.5-10.7 -42 1.8-21.0-20.6-14.0 -6.7 1.9
2.00 0.80 05 1.7 6.6 7.7 0.1-10.6-10.1 -51 -0.1 0.6-13.8-13.6 -89 -3.7 -0.9-16.2-16.2-11.7 -59 1.1
2.00 2.00 02 08 37 47 -19 -53 -52 -29 -04 -0.7 -7.1 -72 -53 -23 -03 -85 -87 -7.2 -3.8 0.0
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Table 3.4 Error table of the capacitance model for crossover structure compared with

numerical solutions

Technology dimension (pum) ‘Wire dimension (um) Error(%)
H3 |H2 |Hl "1‘3 lTZ 1’1‘[ W3 lW2 IWI lSS ‘SZ |S]

0 2.0 0 20 20 20 20 20 20 20 20 20 -2.700
016 Gl6 016 016 016 016 20 20 20 20 20 20 -3.900
0.89 (.89 0.89 0.64 064 064 08 08 08 1.0 1.0 0.6 -2.285
0.89 089 089 064 0064 064 08 08 08 100 10 05 1.166
0.89 089 0389 064 064 064 08 08 08 10 0l6 1.0 -3.982
089 0.89 089 064 064 064 08 08 08016 1.0 1.0 -0152
.89 0.89 0.89 064 0064 064 08 08 08 1.0 10 1.0 -(223
30 09 0l 06 06 06 03 03 03 03 03 03 2.953
30 09 30 06 06 06 03 03 03 03 03 03 -7.232
6 016 09 06 06 06 03 03 03 03 03 03 0.596
016 03 03 03 03 03 03 03 03 03 03 03 2.682
08 03 03 03 03 03 03 03 03 03 03 03 4.693
30 03 03 03 03 03 03 03 03 03 03 03 5.145
016 016 0.16 016 016 016 2.0 20 204016 016 0.16 -5.500
03 03 03 03 03 03 016 0.16 0.16 0.16 016 0.16 8.905
05 05 04 03 03 03 016 016 0.16 0.16 0.16 .16 5470
05 05 09 03 03 03 016 0.16 0.16 0.16 0.16 0.6 -0.241
05 016 05 03 03 03 016 0.16 0.16 0.16 0.16 0.16 8.028
016 06 06 03 03 03 016 016 0.16 0.16 .16 0.16 0.414
04 06 06 03 03 03 016 0.16 0.16 0.16 0.16 0.16 1.341
089 06 06 03 03 03 016 016 016 0.16 0.16 0.16 1.759
30 06 06 03 03 03 016 016 0.16 0.16 0.16 0.16 2.035
016 016 0.l6 20 20 016 0.16 0.16 0.16 0.16 0.16 0.16 4.800
20 20 20 016 0.16 0.6 0.16 0.16 0.16 0.16 0.16 0.16 8.300
20 016 016 016 0.16 0.16 0.16 0.16 0.16 0.16 0.16 0.16 6.300
0.16 0.16 0.16 0.16 016 0.16 0.16 0.16 0.16 0.16 0.16 0.16 6.400
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Table 3.5 Comparison between measurement data and the model for crossover

structure
Capacitance/ Model Measurement
Parameters(pm) (aF/crossover) (aF/crossover)
Mean, standard
deviation
M,-M, C,, 26.06 24.85, 1.64%
W,=W,=8,=5,=04,
T,=T,=0.6, H=2.602,
H,=0.848, H,=0.979
M,-M,; C, 55.69 56.49, 1.67%
W,=W,=0.8, S,;=S,=0.4,
T,=T,=0.6, H,=2.602,
H,=0.848, H,=0.979
M;-M, C, 25.95 2491, 2.42%

W =W,=0.4, $,=8,=0.4,
T,=T,=0.6, H,=0.966,
H,=0.848, H,=0.979
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Chapter 4  Interconnect Delay and Crosstalk

Modeling

In modern VLSI, to increase circuit density, the width and spacing of wire should
be reduced in accordance with the scaling rule. This, however, increases the resistance
and line-to-line coupling capacitance dramatically. The increased resistance and
coupling capacitance affects the performance of circuits by delaying signal transfer
and crosstalk noise on the adjacent wire[4.1]-[4.3]. Many methods were proposed to
solve the problem, such as the use of the new low-dielectric-constant ILD
(Inter-Layer-Dielectric) and a copper metal wire [4.4]-[4.5]. To determine the
optimized designs of interconnect, many related parameters, such as wire geometry,
driver size, loading conditions and dielectric property have to be considered
simultaneously. On the other hand, analytical models for calculating the
interconnection delay and crosstalk noise are needed for the optimization design of
the interconnect system. To our knowledge, previous works [4.15], [4.17], [4.18] on
the time-domain closed-form solution all focused on the step input approximation and
the simple loading condition, and none of them modeled the general compact model
of interconnect delay time and crosstalk voltage for various loadings and input
waveforms for distributed coupled interconnects. The purposes of this study are to
develop signal delay and crosstalk voltage models for fast and accurate calculation of
interconnect performance and to implement these models to the optimization design.

Conventionally, much time-consuming work needs to be executed before a
circuit designer can actually estimate interconnect performance. Initially, the
capacitances of some specified wire dimensions are simulated by a 2D

(two-dimensional) or 3D (three-dimensional) field solver for various layout structures,
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thereby generating many huge look-up tables from the simulation data. The
capacitances are then calculated by the method of interpolation from complex look-up
tables. Thereafter, SPICE simulation is executed to calculate the delay and crosstalk
noise of a system based on the previously calculated interconnection capacitances.
According to this flow, the process for interconnection optimization design is very
time-consuming. To evaluate rapidly the circuit performance for the optimization
design, accurate closed-form equations for wire capacitance, signal delay time, and
crosstalk noise voltage are necessary.

The complete evaluation of interconnect performance includes line
capacitance, delay and crosstalk calculation. Much work has been devoted to the
calculation of line capacitance [4.6]-[4.13]. Chang [4.6] used the conformal mapping
method to solve a two-dimensional Poisson’s equation. Sakurai and Tamaru [4.7]
developed empirical formulas for parallel lines on a large plane. However, the
overestimation of total capacitance (Cyuwm) and area-fringe capacitance (C,) and the
underestimation of line-to-line capacitance (Cy) for small interconnection geometry
were observed [4.8]. Choudhury and Sangiovanni-Vincentelli [4.9] formulated models
for several layout primitives but only for one set of technology parameters. Chern et
al.[4.10] formulated a general capacitance formula for three-dimensional crossing
lines assuming the same dielectric and wire thickness for all layers. Wong et al [4.11]
developed several lumped empirical capacitances for various interconnection
structures for delay calculation only. Although lumped total capacitance may be a
convenient approach for the approximation of delay time, it may cause serious errors
in crosstalk noise analysis even though the total capacitance models are accurate.
Arora et al.[4.12] presented a look-up table method for computer-aided design. In this
thesis (Chapter 3) [4.13] presented a new 3D crossover capacitance model for various

interconnect dimensions and verified that the total capacitance is the combination of
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those of the 2D structure (Chapter 2) [4.14] and the 3D crossover structure.

For delay and crosstalk modeling, Sakurai [4.15] derived a good simple solution
of the partial differential equation of a single isolated line under the assumption of
step input waveform. This model is good for its intended applications such as two
coupled lines and high input impedance gates. However, it overestimates or
underestimates the amount of crosstalk signal for more general structures. Moreover,
no general closed-form solution of the delay time and crosstalk noise voltage was
shown in Sakurai’s paper in the case of two coupled lines. Cases and Quinn [4.16]
discussed the transient response of single RLC transmission lines but the closed-form
solution was omitted from their work. The coupled interconnect structure, which is
very important in VLSI circuits, was not discussed. Davis and Meindl [4.17], [4.18]
gave the closed-form solution for coupled RLC transmission lines but the step input,
infinite length line and open load were assumed in their work.

Instead of presenting a new set of capacitance models, we use herein the
physical-based empirical interconnection capacitance models discussed in Chapter 3.
The most important contributions of the previous discussed capacitance models are
that they are decoupled capacitance models. The decoupled capacitance models
separate the lumped total capacitance into area-fringe capacitance per unit length (c,)
and line-to-line capacitance per unit length (cy). ¢, contributes to the delay of signal
and ¢y is related to the amount of coupled noise and the signal delay. Then, the new
and complete signal delay and crosstalk noise equations proposed in this paper are
based on these decoupled interconnection capacitance models. The delay and
crosstalk solutions are verified for various ramp input waveforms, loading resistances,
and capacitances by SPICE simulation.

In next chapter (Chapter 5), a new interconnect design concept, the

guaranteed-performance design method, is proposed which is based on the
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capacitance, delay and crosstalk models discussed in Chapter 3 and Chapter 4.

4-1 One-Line Interconnect System Delay Modeling

A long global interconnect wiring is mostly used as the top layer in a
multilayered interconnect system. To relax RC delay and crosstalk noise due to the
long interconnect wiring, i.e., large resistance and coupling capacitance, and to
diminish technological problems induced by surface nonuniformity at the top layer
after a multilayered process, the spacing of the interconnect in this layer is
deliberately designed to be large. Therefore, the analysis of interconnect performance
in this case can be viewed as an isolated single line problem. The interconnect in this
layer will not be affected by nearby noise; therefore, crosstalk noise is not a problem
of this isolated line. On the other hand, signal delay is the most important concern
when high-speed signal transfers on the long isolated single line. The use of wider
copper lines and low-k material can reduce the resistance and capacitance of wire and
solve the problem of time delay.

The nonlinear characteristic of CMOS (Complementary Metal Oxide
Semiconductor) device is approximately simplified as a linear one. Then, the gate is
modeled as a resistance (R,) at the driving port and a capacitance (C;) at the driven
port. The single interconnect with driving and driven ports can be modeled as the RC
network shown in Fig. 4.1.

The derivation of the output voltage with ramp input in the s-domain is given in
the Appendix (Part A). Accordingly, the output voltage at the end of the line in the
time domain, V(%,/), is derived from the inverse Laplace transformation of eq. (A-2) in

the Appendix, and is given by
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m(RC  k(1—e™™ )4 1o + (RC k(147 % Ve (a =)o U (- )

o

V(l,t) =

4. 1)
The definitions of k and o are found in Part A of the Appendix.
To derive the closed-form solution of the delay time, a reasonable assumption is
made that 90 % threshold delay time, #;, is longer than the input ramping rate, a.

Therefore, U(t-a) equals 1 in the following discussions. Then eq. (4.1) is rewritten as

Rcafkm (eaa/RCaf _ 1)}{ ’
o

V.=V(,t;)=am + 4.2)

where ¥V is the output voltage rise to 90% V,,, t,is the output signal delay

. —ot; / RC
time, and y represents e 7¢'"".

Then, the 90% threshold delay time #;is calculated from the solution of y in eq.

(4.2) and given by

RC, RC, V-V
ty ==L in(y) =~ gp| — T V) (4. 3)
RC phkm(1-e ).

To examine the accuracy of the models developed as described above, SPICE
simulation was carried out. In SPICE simulation, to make sure that the distribution
properties of the line are well simulated, the wire is divided into 20 lumped sections.
The wire delay time for various input rise times is plotted in Fig. 4.2. The figure
shows that the delay time is dependent on the input ramping rate and well formulated
in the new model. Dashed lines in Fig. 4.2 represent the solutions of Sakurai’s model

[15], which did not take the input rise time into consideration in the interconnect
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delay time calculation. The delay time symmetry of R7 and Cr in the one-line system
is observed in both SPICE simulation and the new model. Taking the design of
repeater, a series of connected CMOS and each CMOS is separated by interconnect,
as an example, the reduction of driver resistance (R;) by increasing driver size will
increase the loading capacitance (C;) next stage [20]. These two phenomena
compensate for each other and keep the delay time at an approximately constant value

if the relations Ry*Crand Rr+Cr are kept constant.

4-2 Dual Parallel Coupled Interconnect Delay and Crosstalk Modeling
For two coupled interconnect, let us discuss the special case for step input first.
And then we will continue on the discuss the general case for ramp inputs which is
important for accurate capture the delay time and crosstalk induced noise effects.
4.2.1 Step Input Case
Our delay model is based on the circuit schematic diagram shown in Fig, 4.1(b)
with step inputs, where two lines of length L in the same layer run in parallel, with

each line being modeled by a distributed RC-line. These two lines couple via the

coupling capacitance ¢, per unit length. ¢, is the unit-length line-to-ground

capacitance of each line.

Let V, and V, denote the signals propagating on first and second line, and let 7
and r, be the unit-length resistance of the first and second line. Applying step
function input E, to the first line and with input of the second line being grounded,
we analyze the signal at the end of the first line as the signal delay and at end of the

second line as the crosstalk noise.

Let C,=c, L, C,=c,L and R=nrL=rL. From the Maxwell equations of

[5], we have at x =L
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V. (Lt K t K t
(L, ):1+ 11 exp(— Oy )+ 12 xp(— Oy, ) 4. 4)
E, 2 RC, 2 RC, +2RC,

and

V,(L,t K t K t
, (L, ):1+ 11 exp(— Oy ) — 12 exp(— Op ) (4. 5)
E, 2 RC,, 2 RC, +2RC, >

where

o, =1.04/(R, + C,,, + R,C, + (2/ 7)), 0, =1.04/(R, + C,p, + R.Cyp, +(2/ 7)),
Ky, =(=LOKR, + Cpyy + DR, + Cpyy +(7/4)),

K,=-10(R, +C;, +D)/(R, +C,,, +(/4)), R.=R,/R,

Cp, =C,/CyandCyy, =C, (C, +2C,).

Note that in theory, one should have V,(L,0)=V,(L,0)=0 at t=0. The forms in
(4.4)-(4.5) actually give a small deviation from zero, which is induced by the
approximations in obtainingo,,,0,,,K, and K,,. This initial deviation does not
affect the final results.

Here, the equations of (4.4)-(4.5) are based on a simplified two-line structure. This
is intended to provide sufficient physical modeling in its simplest form. To consider
three (or more) lines, one will end up with a set of three (or more) partial differential
equations with three (or more) unknowns. To simplify such a set of differential
equations to make it to solvable as in (4.4)-(4.5) , one in general needs to make the
assumption that the signals on two successive even (or odd ) numbered lines are the
same, which can essentially reduce to our two-line model . Our two-line

approximation is effective, as it will give simple closed-form solutions, and is directly
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applicable in at least two applications. 1) Assuming that the A, is the active line
and M is the victim line, our result is directly applicable when M, has the same
signal with M, , hence the signal flow to M, can be eliminated . 2) When both
M, and M, are quiet victim lines, our model can be applied by simply modifying
C, to 2C, , which approximates the signal on the forth line next to M, being
similar to that on M, .
To solve (4.4) , set x = exp(-(c,,/RC,)) ,a = C, /(C,+2C )0, /0,) and
a=2(V,/E)-1) , and we rewrite (44) as K,x“+K,x = a, whence
x=((a-K,x)/ K" =(a/K,)"“(1—(K,x/a))"'*. Since0<x<land0<a<1,

it follows that 0.5"“ <x/a<0.5 , and (1-(K,,x/a))"'“) can be well approximated
by a first order polynomial wusing . Taylor’s expansion , ie. x =

(a/ K,)"“(1-(K,,x/a)"" ~(a/K,)"" (- (K, /a)(x/a)) , whence x is solved
as X ~(al/k,)"*(+(alk,)"“K, )/ aa)”". The delay time for V,(¢) , denoted by

t, ,whichistoriseto 0.9 E, ,issimply

(a/klz)l/a
On 1+((a/k12)l/aK11)/aa

(4.6)

The time for peak crosstalk noise on the adjacent wire, denoted by ¢, , can be

obtained by solving the equation (dV,(L,t))/dt =0 1in (6) , with
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) (4.7

The peak crosstalk noise ¥, on the adjacent wire is given by (6) witht ~z7, ,i.e.

O'Htp

) K, exp(c——2r 4.8)
RC;} R(C(ff + ZC;;) )

E
Vp = j{Kn exp(—
To examine the accuracy of the models developed above , we calculate

interconnect lines as a distributed RC delay line . We divide the delay line into 20

and C

> are

sections. Coupling and area-fringe capacitances of the lines , C

comple

obtained from our capacitance model of Chapter 3 , and resistance of each line section
is proportional to the in verse of cross-section area and to the length of each section ,
with resistivity of 0.025 (um . The accuracy of our delay and cross talk model is
demonstrated in Fig . 4.3(a) , (b) , with comparison with SPICE simulations . Good

agreement is shown.
Note that R_ in Fig . 4.1(c) in the active-line transistor and victim-jine transistor
should in general be different . This may cause some tedious calculations in the

derivations above. However, during the initial period of charging process , both

transistors are dominated by the PMOS resistance in the saturation region . Thus , for
that period , the use of the same resistance R_ in active and victim lines is a reason
able approximation .

Here , we use a step input model in deriving the delay and crosstalk . In next

section of this chapter. a different interconnect model with a ramp input will be given.

Fig. 4.3. (a) model accuracy of RC line delay model. (b) Model accuracy of RC
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line crosstalk model.

Accurate closed-form models have been developed for wire delay and crosstalk
noise with step inputs. The model developed here can be extending to cover the case
with a ramp input in next section. The capacitance model in Chapter 3 gives
line-to-line and line-to-ground capacitances separately, and lead to precise delay and
crosstalk estimations. The delay and crosstalk formulas allow for simple analytic
prediction of interconnection performance for arbitrary interconnect dimensions. Our

model is useful for VLSI design and process optimization.

4.2.2 Ramp Input Case

For signal transfer on two parallel lines or on the outermost line of a set of
parallel interconnections, the two-line system can be adopted in the analysis of
interconnect performance. In the two-line system shown in Fig. 4.1(b), area
capacitance (cq) and line-to-line coupling capacitance (c;) can both contribute to
signal delay. Moreover, the signal can be coupled to the adjacent quiet line, victim, by
means of the coupling capacitance between two wires. The coupling noise can lead to
erroneous level judgment and extra leakage power consumption of the gate next stage
connected by victim.

The s-domain solutions of the coupled partial differential equations (PDEs) of
the two-line system are given in the Appendix (Part B). In the derivation of s-domain
solutions, we use the coupled equations V7, (x,7) and V_(x,?) to decouple the PDEs,
where V, (x,t) =V, (x,0)+V,(x,t) and V_(x,t)=V,(x,t)-V,(x,t) and V;(x,t) and
V>(x,t) denote the signals on the aggressor and victim lines, respectively.
Consequently, the time domain solutions of V_(x,7) and V_(x,?) are solved from the
inverse Laplace transformation of eqs. (B-5) and (B-6) in the Appendix. Then,

waveforms at the end of the interconnect, V;(l,¢) and V>(l,¢t), in the time domain are
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obtained by calculating V; (L,t)= (Vi(L,t)+ V(1,1))/2 and V,(L,t)= (Vi(Lt) - V.(1,1))/2.

The waveform at the end of the aggressor line, V;(1,2), is

C kymR(1— C kymR(1-A4
V()= am-—2 I;H ( a);(— o kamR( )[l_'_ Cy ];{qa (4.9)
O-I 0-2 2 Caf
where y =0/ R (4. 10)
C
7= af 2’ (4 11)
:eaal/RCa/ , (4 12)
l:eaa'z/R(Ca/-#ZC”)’ (4.13)

and the total line resistance (R), the total area-fringe capacitance (C,), and the total
line-to-line capacitance (Cy) are calculated as R=rxl, Cy=cq<l, and Cy =cy*I ,
respectively, and / is the length of the wire. Definitions of k;, k», o, and o, are
found in the Appendix (Part B).

For simplicity of expression, we set

e CaszmR(l_;t)(lJr Cu ] (4. 14)
o, 2 qu ,
C kymR(1-
g Cukimki=a) (4. 15)
20,
P=am-V,(,t). (4. 16)

Then, eq. (4.9) can be rewritten as

Ay"-By-P=0. 4.17)

Then, the solution of y in eq. (4.17) is
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Z=(£jl/n(l+£zjm. (4. 18)

A P

Equation (4.18) can be well approximated by a first-order polynomial using Taylor’s

expansion in the range of our applications, i.e.,
1/n
z=(£j (HlﬁzJ (4.19)

It is also possible to approximate the right-hand side of eq.(4.18) by a
polynomial of order 2 using Taylor’s expansion. Then, ) can be solved by solving a
standard second-order polynomial equation that, in general, has better accuracy than
first-order polynomial. However, our approximation already gives sufficient accuracy.

Then, the 90 % threshold delay time ¢, is given by

ty =RC, In(¢})/ oy , (4. 20)

where

_ RC,kym(1-a) [RCoy +2Cem1-2) i
2no(am—=V) 20,(am—V,)

1

and V_=09V,,.

The time for peak crosstalk voltage on the adjacent wire is calculated from the

solution of dV,(l,t)/dt =0 and is given by
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dvy(l,t) 1 (l—a) _Caszm(l—/i)(l N Cy Jxﬂ -0 (4.21)

a2 C,+2C, (2 Cy

Following the methods similar to those described in the delay time calculation in

this section, the time of the peak crosstalk voltage ¢, is calculated as

=—RC, In((,)/ 0, (4.22)

Ly

where ¢, =((1-a)k, /(1=2)/ky )"

The peak crosstalk voltage V), on the adjacent wire is given by V,=V(1,t)=(V+(l,t)

- V.(1,t))/2 with t=t,. Then,

y 1V Rl (l_a)cafk1§2 . (1= A)Cy +2Cy k85"
P2 a o o,

(4.23)

where a and A are defined as egs. (4.12) and (4.13).

SPICE simulation is based on the coupled interconnection circuit shown in Fig
4.1(b). The coupled wires are divided into 20 sections to describe the distribution
properties of the interconnect. The interconnect in each section is modeled as a
lumped serial connecting RC , and is a practical assumption within a reasonable
length of the interconnect. Extra interconnection sections are easy to implement in
SPICE if needed. The ramp input waveform is fed into the beginning of the
interconnection. Signal delay is measured at the end of the line where the signal
transferred (aggressor line). Crosstalk noise is measured at the end of the quiet line

(victim line) adjacent to the signal line. Figures 3 and 4 show respectively the
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accuracy of the delay time and the normalized crosstalk noise for various driver
resistances and loading capacitances. The rise-time dependent delay time and
crosstalk voltage are shown in both model and SPICE simulation. The new model

coincides with the SPICE simulation.

4-3 Multiple Parallel Coupled Interconnect Delay and Crosstalk Modeling

The time-domain response of delay and crosstalk for the coupled line system is
derived based on the equivalent circuit in Fig. 4.1(c). Capacitances c; and ¢, can be
obtained from the empirical equations in a previous chapter (Chapter 3).

The time-domain solutions of coupled equations, V(x,z) and V- (x,¢), are obtained
from the inverse Laplace transformation of (C-5) and (C-6). The coupled equations in
this system are Vi(x,t)= Vix,t)+ 2V>(x,t) and V- (x,t)= Vi(x,t) —V>(x,t). Then,
waveforms at the end of the interconnect, V;(1,¢) and V(l,¢), in the time domain are
obtained by V; (Lt)= (Vi(,t)+ 2V (,t)/3 and Vo(l,t)= (Vi(t) - V(t)/3. From
methods similar to those mentioned in section 4-2, the 90% threshold delay time (¢;)

for V;(1,¢) is simply

¢, 1in eq. (4.24) stands for

_ RC,kym(1-a’) _{ZR(Caf +3C”)k2m(1—z'>]””'
3 )

C 3n'c,(am-V,) 30, (am—-V,)
where ¥, =09V, , n'=Cyo,/ICy+3C;)/o, , @ =explac,/R/IC,) , and
/‘t’=exp(aa2 /R/(Caf +3Cy, )) Definitions of k;, k>, o,, and o, can be found in the

Appendix (Part C).
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The time of peak crosstalk voltage (z,) at the end of the victim lines is obtained

by the solution of dV,(l,¢)/dt =0 and is calculated as

=—RC, In(¢,)/ oy , (4. 25)

Ly

where ¢, =[(1-a'¥ /1-2)/k,] .

Then, crosstalk voltage (7)) at the end of the victim lines is given by V> (1,¢) with

t=t,. The solution of the crosstalk voltage (V) is

% 1-a')C, k 1= A')C,, +3C)koC,"
% :lﬁR_( ) f1§4+( NCyr k284

L o o,

(4. 26)

SPICE simulation of the signal delay time and crosstalk noise voltage is based on
three-coupled interconnect equivalent circuit shown in Fig. 4.1(c). The ramping input
is applied at the beginning of the middle line (aggressor line). Signal delay is
measured at the end of the middle line where a signal been transferred, and crosstalk
noise is measured at the end of two quiet interconnects (victim lines) adjacent to the
aggressor line. Figures 4.6 and 4.7 show the accuracy of the delay time and the
normalized crosstalk noise for various driver resistances and loading capacitances.
The rise time dependent delay time and crosstalk voltage are shown in both the model
and SPICE simulation. The new model exhibits good agreement with the SPICE
simulation, as shown in Fig. 4.6 and 4.7. For a large loading capacitance, the effect of
crosstalk noise can be reduced because of the slow waveforms at the signal and the

quiet lines, and is well modeled by the closed-form equations described above.
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4-4 Crosstalk-Induced Delay Time Model

With the development of system-on-chip (SoC) design, more functions can now
be integrated into a single chip, even if the die size remains relatively constant.
Consequently, the average wire length has remained relatively constant despite the
decrease in pitch. Total wire capacitance decreases with the reduction of wire width,
but the fraction of lateral coupling capacitance increases dramatically, i.e., coupled
noises that affect the signal that travels on the victim line have increased dramatically.

Crosstalk-induced delay deterioration cannot be eliminated by any practical
technique except shielding all nets, which doubles the routing resources. However,
increasing the timing margins to account for the extra delay in the stage of circuit
simulation can solve the problem. This approach has been used over the years in the
guise of multiplying the coupling capacitances by a constant, named the switching
factor, to account for the Miller effect. Miller’s theorem states that when there are two
nodes connected by an admittance Y, the network can be equivalently realized by
isolating the two nodes from each other by placing new admittances between each
node and the ground node. The values of the new admittances are given by Y(1-K)
and Y(1-1/K), where K is the voltage gain from node 1 to node 2. The voltage gain is
1 for a pair of lines switching in the same direction and the switching factor is zero. In
the case of nets switching simultaneously in opposite directions, the voltage gain is —1.
Thus, the new values for admittances are both 2Y. In this example, doubling the
coupling capacitance accounts for the out-of-phase signal on the victim and aggressor
lines. However, voltage gain on distributed interconnect is not exactly —1 at any
instant. Hence, this method gives a pessimistic estimation of wire delay, which should
be regarded as the upper-bounded solutions. Thus, a better timing analysis that
accurately depicts the timing shift due to noise is required.

The problem of crosstalk-induced delay time deterioration is shown in Fig. 4.8(a).
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The middle line is the victim line that switches in the direction opposite to that of the
two neighboring aggressor lines. The signal-dependent delay is complex because the
timing of inputs that drive the interconnect depends on the delay across the first gate,
the interconnect, and the behavior of the other adjacent nets. The mismatches of driver,
repeater, buffer size and wire parameters between parallel wires in the same
interconnect system can drag and stretch the timing of inputs. The dragging and
stretching inputs give a non-monotonic response to the victim line during switching
and these non-simultaneously switching signals contribute to the additional delay
time.

a; and a,in Fig. 4.8(a) are input ramping rates and b; and b, are arrival times of
inputs in victim and aggressor lines, respectively. ¢; and ¢, represent the intralayer
and the interlayer capacitance per unit length, respectively. Capacitances can be
calculated from the empirical capacitance equations discussed in Chapter 3 or a
numerical field solver [4.21]. The CMOS (Complementary Metal Oxide
Semiconductor) gate is modeled as a resistance (R;) at the driving port and a
capacitance (Cy) at the driven port.

For the worst-case delay time modeling, the input waveforms on the victim and

aggressor lines are respectively denoted V,;(0,¢) and V,,(0,¢) and written as

Vi 0,0)=U(t = b )m(t = b)) ~U(t = by —a;)m(t = b, —ay) (4.27)

and

V,Z(O,t):—[U(t—bz)mz(t—bz)—U(z—b2 —a,)m,(t—b, —az)], (4.28)

where m; and m; are the slopes of the input signals and are written as V44 / a; and Vyq

/ a,, respectively.
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These generalized expressions for two ramp inputs account for the input arrival
times (b; and b>) and the signal rise and fall times (a; and a;) on victim and aggressor
lines. For simplicity of expression of the closed-form solutions, both lines are
assumed to have zero arrival time (b;=b,=0) in the following calculation. The
solutions can be easily extended to the case of non-zero arrival time (b;#0 and b,#0)
using similar procedures to those used in this study.

The boundary conditions at the driving port of the interconnect are written as

Vrl(oat)_ll(oat)*Rs =Vl(05t) (4 29)

V.5(0,6)— 1, (0,6)* R, =V, (0,), (4. 30)

where V;(x,t) and V(x,t) are, respectively, the voltages on victim and aggressor lines
at a distance x from the input. After the addition and elimination calculation of egs. (3)

and (4) above, the new boundary conditions for the coupled system are

(7,1(0,)+ 27,5 (0,0) = 1, (0,)R; = V.. (0,0) (4.31)

(Vrl (O’t)_ Vr2 (O’ t))_ I (Oa t)Rs =V (09 t) > (4 32)

where Vi(0,0)=V(0,0)+2V>(0,t), V(0,0)=V1(0,0)-V>(0,t), 1.(0,6)=1,(0,t)+21>(0,t) and
L(0,)=1,(0,1)-15(0,¢).

From the boundary conditions, eqs. (4.31) and (4.32), the coupled wires are
decouple into two single isolated interconnects in which the effective total
capacitances are C,rand C,+3Cy and driven by the input signals of ,,(0,7)+2V,,(0,1)
and 7,,(0,£)-7,,(0,¢) . Procedures similar to those in a previous study" were used to

calculate the s-domain solutions at the end of nets, V.(l,s) and V.(l,s),
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V,(l,s) =L~ ky expl— 0,2/ RCp Jyx s x L, (0,£)+ 2V, (0,1)} (4.33)

V_(l,5) = L{l~k, expl- 0,1/ R(Coy +3C))))fxsx LV, (0,2) = V,, (0, 1)}, (4. 34)

where R, Cy, and C,r are total resistance, line-to-line capacitance and area-fringing
capacitance of the line calculated by r/, ¢,/ and c./d, respectively, / is the length of the

interconnection, and L{—} in eqs. (4.33) and (4.34) represents the Laplace

transformation. Then ky ==1.01(Ryy +Cypy +1)/(Rpy +Cpy + 7/ 4) ,
ky==1.01(Rpy +Cpy +1)/(Rpy +Cry+7/4) , o= 1.04/(RT1CT1 +Ryy +Cpy +(2/7r)2) ,

Cry=C, I, +3Cy).

The time-domain solutions, V(l,z) and V.(l¢), can be obtained by the inverse
Laplace transform of the two s-domain equations above [eqs.(4.33) and (4.34)], hence
the time-domain solution at the end of the victim line (7;(/,¢)) in Fig. 1(a) is calculated

from the addition and elimination of V. (1,¢) and V_(I,t) and shown as

Vil,y=L'"V (Ls)+2V_ (1,)}/ 3=V, (L,t)+2V_(1,0)]/3
=V (oy+2v,(,0)+ 20V, (1,0) -V, (1,0)]/3

(4. 35)

The time domain solutions of victim line for ramp input are (dependent on the

input) :

RegionI: 7; >a; and a,
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30, m m

2R(C  +3C)km _is
4 ( af ks le t 2/R(Cu/+3cu)|:_[ﬂ+1J+}/+1ﬂ:|
30, m m

RC kymy _ :
(L, 6)= aym +—2L "L e o1/ RCy K—Zmz — }{a—% ﬂ

Region II: a; <t; <a,

2RCykymy  2R(C.y +3Cy gy

30, 30,

n RCafklml efto-l/RCaf 2m2 _1 +a
30, m

n(e)=aym, -

. 2R(Caf + 3C1, )k2m1 e—to'z /R(Cyr +3Cy) [7, _m 1}

3o, m

Region III: a, <t; <a

Rcafklml N 2R(Caf + 3Cll )k2m1
30, 30,

§ SCA O ek, | 2y g 2y g
30-1 ml ml

Vi(l,t)=myt +

N 2R(Caf +3C[] )k2m1 e_tGZ/R(qu"FB'CH){_(mZ + lj_i_/l&}

3(72 my my

RegionIV: 7; <a; and a,
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2RC ypkym, s RC pkym, s 2R(Cyp +3Cy)(my +my)kym,

Vill,t)=mt —
1( ) : 30, 30, 3o,
N RC ey, o 1OV R, 2m,
30, m,

. 2R(Cyy +3Cy )heym, emQ/R(CafHC”)[_ﬂ_l}

30, m

(4. 39)

aoy/ aoy/ ajo) e ayo) e .
where a=e A‘"’, B=e A‘”, y=e Vicar e and A1=e Y .ty is the delay

time of the wire.

To solve eq. (4.36) explicitly, we set

;(:exp(—m'l /RCaf) (4. 40)
and
n:Caf /(Caf +3C”XO-2/O-1). (4.41)
Then, eq. (4.36) can be rewritten as
2R\C +3C m
(Cor 2300 Ko 1|:—(m2+1)+;/+/1—2}(77
30, m m
RC , kym 2
/L K e —1j+(a— 2 ﬂj:l;(+(a1m1 —¥,(L,1))=0
30, m m
(4.42)
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For simplicity of derivation, we set

2R\C, +3C m
A= ( / ”y(z ! {—(E+IJ+7+/1E} (4. 43)
3o, m; m; |’
RC kymy | (2 2
01 m nmy
P=am -V, (4. 45)

Vy in eq. (4.45) is the delay time threshold voltage.

Then, replacing symbols A, B and P in eq. (4.42) gives

Pl/n B 1/n
z{—ﬂ [l+;zj . (4. 46)

From the theory of Elmore [4.22], the 50% threshold delay time in the case of
normal operation (middle line is active while outer lines are grounded), #; 5095, can be
approximated as #;500,=R(Cyt2Cy). On the other hand, the 90% threshold
crosstalk-induced delay time, 59905, 1s always greater than #; 590, Whence #;9905 >
R(Cyt2Cy) > RC,y. Then, from egs. (4.40) and (4.41), 0<y <1 and 0<n<1 for 90%

threshold delay calculation. In the range of interest, it follows easily from eqs.(4.44)

and (4.45) that 0 < £ » <1.

We find that the first-order approximation of eq. (4.46) is sufficient to obtain the
accurate solution of interest. Then, the term (1+ y8/P)"’” on the right-hand side of eq.

(4.46) can be approximated with sufficient accuracy by a first-order polynomial using
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Taylor’s expansion, i.e.,

1/n
2 )

Solving x in eq.(4.47) and combining with eq.(4.44), we obtain the

crosstalk-enhanced delay time for victim line, denoted by #;:

ty =—[rC, *1n(¢)], (4. 48)
1

o

where ¢=(-4/P)""-B/P/7y.

Approximation of the right-hand side of eq.(4.46) by a polynomial of order two
using Taylor’s expansion generally provides better accuracy. However, the first-order
polynomial approximation in the parameter values of our interest already provides
sufficient accuracy.

Solutions of region II, eq.(4.47), can be obtained from similar procedures to

those of eq.(4.48) by replacement of A=2R(C, +3C,)kym[y—m,/m -1]/3c, ,
B =RC kym[(2my / my —1)+a]/ 30, , and
P =aym; —=2RC ckymy /30, +2R(C ¢ +3Cy)kym, /30, =V, . The solution of regions III and

IV, egs. (4.48) and (4.49), can be obtained numerically.

To verify the validity of the above solutions, SPICE simulation for various input
signals and driving and driven conditions is given. We divide the distributed
interconnect into 20 lumped sections in SPICE simulation. The accuracy of the

crosstalk-induced delay time deterioration model is demonstrated in Figs. 2-4. First,
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we investigate the waveforms at the end terminal of the victim line. Analytical and
numerical solutions of the equations in regions I to IV are shown in Figs. 2(a) and
2(b). The output waveforms of SPICE simulation for the given inputs are plotted on
these figures. The curves of the models overlapped with the curves of SPICE
simulation. The undershoot signal on victim line in region IV of Fig. 2(a) is due to the
negative coupled noise from the aggressor line’s fast falling voltages. The extra
negative coupled noise that clamps the rising voltage of the victim line is shown in
region II of Fig. 2(b). The non-monotonic responses are well formulated using our
models. The new models show excellent accuracy in all regions.

Figure 3 shows the 90% threshold delay time for victim and aggressor lines that
switch out of phase simultaneously. Here we assume that the 90% threshold delay
time is always longer than the rise and fall times of the input signal. Then, the delay
time of the victim can be calculated from the time domain solution of region I.
Equation (4.48) gives the closed-form solution of the delay time. The analytical model
gives an accurate prediction to the SPICE simulation for various driver and loading
sizes. The input-rise-time-dependent delay time is simulated well especially for small
Rr and Cr where interconnects dominate the overall delay time, and is well modeled
in this study.

The aggressor input waveform can be stretched (a;#a;) and staggered (b;#b>)
because of signal transmission on the interconnect. Figure 4 demonstrates the delay
time deterioration due to the stretched signal on the aggressor net. Signal delay
uncertainties due to nearby switching signals are observed. The delay time increases
significantly because extra noise on the victim line is coupled from aggressors and it
takes more time for the victim line to reach the 90% threshold. The extra delay time is
due to the non-monotonic coupling noise of the aggressor signal such that it causes a

non-monotonic response on the victim net during non-simultaneous switching. These

75



phenomena can be verified in Figs. 2(a) and 2(b). The results above reveal that it may
not be accurate to take the worst-case delay time as the case that victim and aggressor
lines switch simultaneously. On the other hand, it is observed that the delay time
becomes even shorter than in the simultaneously switching case (shown in Fig. 4 by
a dotted line) for long aggressor rise time. Because the rise time on the aggressor line
is longer than the delay time on the victim line, the coupling signal has little effect on
the monotonic response on the victim line. Moreover, because of the slow transition
of the aggressor, the effective coupling capacitance of the non-simultaneously
switching case becomes smaller ( |[K|<1 for the first-order approximation of the
Miller effect) than that of the simultaneously switching case (|[K|=1) and the delay
time become shorter. These delay uncertainties due to noise in Fig. 4 are calculated
using the closed-form solutions of regions I and II, which show very high accuracy

compared to SPICE simulations.

4-5 Worst Crosstalk Modelings

The demand for higher performance is translated to the requirement for higher
clock frequency with much faster switching signals. The faster a signal switches, the
more noise is coupled onto the neighboring lines. The worst-case crosstalk occurs
when all aggressors switch as a step waveform at the same time and in the same
direction so their noise peaks align. However, the step input situation may never
actually occur due to signal transition. Thus, the input-waveform-dependent worst
crosstalk model is important to consider in order to avoid the overestimation of

crosstalk effects.

Here we denote the ramp input signal on the aggressor lines as V,zy :
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Vys (0.0) =U(t=by)my (t—by ) —U(t by —ay)my (t—by —a5), (4. 49)

where a; and b, represent the rise time and the arrival time of input signal, respectively,
as shown in Fig. 1(b). The slope of the input signal is written as m; and is the fraction
of VDD and a,. U(t) represents the unit step function of't.

Figure 1(b) depicts the worst case of crosstalk noise. In the derivation of the

crosstalk noise model, boundary conditions can be written as

—1,(0,0)R, =V,(0,1) (4. 50)

V,, (0,6)-1,(0,)R =V, (0,1). (4.51)

Careful observations, it is found that these new boundary conditions are those of the
special case discussed in the previous section with V,,(0,£)=0 in egs.(5) and (6).
The new boundary conditions for the coupled interconnect are calculated from

egs. (4.50) and (4.51) and are

2, (0,6)~1,(0,0)=V.(0,0) (4. 52)

7, (0.0)-1.(0.0)=V.(0,1), (4. 53)

where V.(0,0=V, (0,1)+2v, (0.0), V.(0.0=V, (0,)-V, (0.1), I.(0,0)=1, (0,1) + 21, (0.1),

and 1.(0,)=1, (0,1)- I, (0,7). From these boundary conditions, eqs. (4.52) and (4.53),
the coupled system can be solved from the solution of a single isolated line by the

replacement of total capacitance with C,rand C,+3Cy, for the input as 2Vr2'(0,t) and

77



—Vrzr(O,t). The crosstalk-induced voltage on the end of the victim line, which is

calculated from the time-domain solutions of V, (t,l ) and V_ (t, [ ) , 1s given by

Vie,0) =V (e,0)+2V_(¢,1))/3. (4. 54)

The time to reach the worst (max) peak crosstalk voltage on the adjacent net,
denoted by ?, .4, for a specified input can be obtained by solving dV;(t,1)/dt=0 in eq.

(4.54). Calculations give

RC,
f poax =~ Gf In(¢5) (4. 55)
1

where ¢, =((1- Bk, /(1-2)/k,)""™ . The definitions of 8, A, 7, k ,k,, and o,

can be found in the previous section.
Then, the worst (max) crosstalk voltage, V), ma, 1s obtained from eq.(4.54) with

the replacement of =, 4, 1.€.,

Vomon 2 R [(B-DCyhily  (A=D(Cy +3C)sLy"
Via 3a, o o,

(4. 56)
Verification of these models is carried out by SPICE simulation and the results
are shown in Fig. 5. First, this figure shows that the faster a signal switches, the more
noise is coupled onto neighboring lines. However, the coupling noise becomes
insignificant under large loading conditions because of the slow signal transition.
Second, crosstalk can be reduced by adjusting the magnitude of the driver resistance

and the loading capacitance. For slow ramp input, however, crosstalk noise can be
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reduced under small loading conditions; this should be carefully considered for the
signal integrity problem in circuit design. All phenomena are well modeled and

formulated in this paper.

4-6 Interconnect Models Considering Inductance Effects

A new set of delay time and overshoot voltage models, considering the distributed
resistance, capacitance and inductance of the interconnect are presented for step and
ramp input signals. These models are consistent with SPICE simulations over a wide
range of input parameters; they are therefore helpful in predicting the integrity of an
interconnect signal at a high confidence level. This work also proposes new
guidelines for evaluating the influence of inductance on the simulated performance of
an interconnect, considering both the driving and the loading conditions. These new
rules are regarded as helpful to chip designers who employ advanced technology in
realizing an optimized design methodology and flow which incorporates the effect of
on-chip inductance in real silicon.

The increasing operating frequency and die sizes of advanced chips are such that
the signal voltage transition from low-to-high or high-to-low can no longer be treated
as purely digital. Electrical parameters such as output delay time and overshoot
voltage are now crucial to characterize the high-frequency signal. Accordingly,
signal-integrity concerns must be raised in the verification stage in high-end chip
design flow. Increasing the operating frequency increases the impedance associated
with the inductance. Additionally, reducing the resistance of the wire using a cooper
interconnect magnifies the effect of inductance on wire performance at high frequency
because of the series connection characteristics of resistance and inductance. Models
that incorporate the effects of inductance are important in accurately calculating the

interconnect performance in an analysis of the integrity of the signal.
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In delay and crosstalk modeling, Sakurai [4.7] derived solutions to the partial
differential equation of a single isolated line and a coupled line, assuming a step input
waveform. In previous section, we investigated the modeling of delay time and
crosstalk by considering the ramp input under various driving and loading conditions.
However, these aforementioned studies did not discuss the effects inductance on the
calculated delay time, which are shown later in this work to be very important. Cases
[4.16] addressed the transient response of single RLC transmission lines but did not
derive a closed-form solution. Davis [4.17], [4.18] provided the closed-form solution
for coupled RLC transmission lines but he assumed a step input, infinitely long line
and open loading. Cao et al. [4.23] found the closed-form solution based on empirical
assumptions.

Obtaining a convergent solution for netlists that include inductance is
computationally intensive, especially for advanced SOCs, which have very many nets.
A designer must neither overlook nor be over-conservative in considering the effect of
inductance on real silicon. The best method is to screen out the critical nets on which
inductance has a real impact on the electrical performance, from the interconnect sea.
The figure of merit and methods of characterizing the effect of the on-chip inductance
of wires have been discussed [4.24], [4.25]. However, comprehensive criteria must be
applied to achieve a reliable screening flow. The final section of this work will
introduce the newly developed criteria, which incorporate the driving and loading

strength of the wire, as well as the wire length effect.

4.6.1 ANALYTICAL MODELING OF RLC TRANSMISSION LINE
Figure 4.14 schematically depicts a single interconnect driven by a resistance, Ry,
and terminated at a load capacitance, C;. The interconnect itself is modeled as

distributed capacitances (c), inductances (/) and resistances (r). According to the
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theory of transmission lines [4.19], the electrical behavior of a single line system in

Fig. 1 may be described by the PDE,

2 2
8 V(ic, n_, VD 0 V(;c,t)
Oox ot Ot

, (4. 57)

where r, [ and c¢ represent the line resistance, the line inductance and
line-to-ground capacitance per unit length, respectively. V(x,t) represents the signal at
any position x on the line at time ¢.

The transfer function of the wire in s-domain can be derived from PDE (4.57) as

follows. (See Appendix A for details.)

H(s)= L L9 _ ! (4. 58)

V(0,5)  (1+5C,Ry)cos— (R + sL)sC +
(R[5 +5C, = 3y sin = (R+ sL)sC

sC

R, L and C represent the lumped line resistance, the inductance and the
line-to-ground capacitance, respectively, and are given by R=r*z, L=I[*z
and C = c*z, where z is the length of the line. The nonlinear characteristics of the
CMOS device are simplified as if the device were linear. Then, the CMOS gate is
modeled as a resistance (Rs) at the driving port and a capacitance (Cy) at a driven port.

In this work, a two-step procedure is used to solve the single line PDE. Initially,
Eq. (4.58) is approximated by the Heaviside expansion. Then, this approximation is
further simplified as a rational polynomial using the two-pole approximation method.
These procedures are proven to yield an accurate analytical solution that is proven in
the SPICE simulation in a later section.

To calculate the poles of the transfer function, Eq. (4.58) is rewritten as a
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function of s',

1

H(s" =
(1-5'C, R, )cos/s' HR, + C;)\s'sin/s" >

(4. 59)

where s'=—(R+sL)sC, R, =Rs/(R+sL) and C,=C,/C.
Then, the transfer function of the RLC wire in terms of s 1is calculated using the

Heaviside expansion and simplified as

sk

H'(s)=1+ 4. 60
() s+ a/[(R + sL)sC] . ( )
where
k:_l'()lRT+—CT+1, (4.61)
R, +C, +7/4
1.04 4.6

O = 3
R,C, + R, +C, +(2/7)

Appendix E explains the details of the derivation of the transfer function, (4.60).

The transfer function H'(s), (4.60), can be expanded and expressed in general as

2 n

N p +pS+pS +...+an
H(S): 0 1 22 -
qO +q1S+q2S +...+an

(4. 63)

The two poles approximation is applied here to simplify (4.63) further. Hence,

H'"(s) isapproximated as H(s) and written as
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a,

H(s)=—2
(s) by +bys+b,s” .

(4. 64)

The coefficients of the transfer function, b; and b,, in (4.64) are determined from

the moments of H(s) as

Lo

My=H(s)| _, = L (4. 65)
0
M, = _OHG) b, (4. 66)
aS 5=0
B 1 82H(S) e
e :O—bl -b,. (4. 67)

M,, M, and M, are the moments of the transfer function H(s).
Similar procedures are performed for (4.60) to yield the moments of H'(s).
Hence, the moments of the transfer function H'(s) - M, M’ and M, - are

calculated as

My =H'(s)_ =1, (4. 68)

M= e (4. 69)
aS s=0

Wy LOH ) ClaL + prR?C]

- = 4.70
P2 as? L:o 7r4(4m+4n+77)2 , ( )
where m=C,/C, n=R, /R,

y = 1242 + m> (14 n)+ n(1.41+n) + m(1.41+ n(3+ n)))/(1+ £ (m + n),

o = —1513.6/m* + 2m> (1.1+n)+ m(1.51+2.8n+1.21n> )+ 0.8 + 0.62n° +0.32]
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and

. 189+1353.5[(m +n)+ 0.4<m2 + n2)+ 2.6(m+n) + (m4 + n4)+ 5.43mn +10.8(m2n + mnz)] .

+8.4(m3n +mn3)+ 2(m2n +n2an2 +m2)+15.55m2n2 +(m2n4 +m4n2)

For the case of Ry, =C, =0, thatis m =n =0, the parameters in (4.69) and (4.70)
is calculated as y=0.5, a=-481.8, S =187.8. Accordingly, M| =0.5RC and
M} = C(-481.8L +187.8R*C)/z° .

It is a means to an end of this work to approximate the transfer function, (4.60) as

a rational polynomial , (4.64), by equalizing the moments of the two transfer functions,

H(s) and H'(s).

Hence, the coefficients by, b; and b, in (8) are calculated by equalizing the
corresponding pairs of moments; that is, M, =M,, M, =M and M,=M,. A
comparison of (4.65) and (4.68) yield the simplest result a, =5, =1 by intuition. b,

and b, are given by

b =M/, 4.71)
and
b,=(M]*>-M?)). 4.72)

After b, and b, are known, the two poles (o, ando,) of the transfer function

are derived as

1 1

Hi)=— =L (4. 73)
l+bs+b,s” b, (s—0o))(s—0,) ,
and the poles are given by
—b, £+/b —4b
o1, :# . (4.74)
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A comprehensive study for two different input signals, step and ramp, are discussed

separately below.

A.  Step Input

Then, given a step input (V(0,s)=Va/s) fed into the start-end of the wire, the
response at the end of the line is V' (z,s) =V (0,s)H (s) . Hence, the output response to
the step input is
V(z,s) 1 o, 1 o, 1

L _ (4.75)
Vi s s o0,—0,s—0, O0,—0,S—0,

Then, the time domain solution is obtained by taking the inverse Laplace transform

of (4.75)
Vo(l,1) 14 0> o0l _ o e (4 76)
Via 010, 010,

Set x=e°", (4.76) is then transferred into

V,(,1)

-)=0,x— Glxa%l . 4.77)
Vdd

(0, -0,

Since o, < o,, so (4.77) can be rewritten as

(02 —ﬁ}c—al —(o, —02{M—1J =0 (4.78)
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The delay time (¢,) for the output voltage to increase to y % of V, is
determined by setting Vo(l,td)= 2V
Hence, the delay time (¢, ) is calculated as

o +(o o, )x-1) (4.79)
Oy~ G%.

t,=0,In

B. Ramp Input
For a ramp input signal fed into the beginning of the line, it can be expressed in

the s-domain as

ame ™™  m(l+as)e™
2 b
s

V(0,s)= ﬁz+ (4. 80)
S

where m represents the slope of the ramp waveform and a is the input ramp rate.
The relationship between m and a is m=V,,/a. Hence, the output waveform at the end
of the wire can be derived by combining (4.80) with the RLC transfer function to

yield,
Vo(l,s) =V, (0,s)H(s). (4. 81)

Then, the output waveform at the end of the line is given by

2 oyt )\ _ 21 _ ,out
Vol,t)=m % (l—e ) 0-2(1 ¢ )+t fort<a,
b20-120-22 (0-1 - 0-2)

(4.82)
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O_2 (ecrz(t—a) _ eazt )_ J22 (eal (t-a) _ eo’lt )

Vo(l,t) = m{ 1

+a fort> a.

b20-120-22 (0-1 - 0-2)

(4. 83)

When ¢ >>a, the solution to (4.83) approaches V,;, meaning that the output
signal becomes stable at V,, for a particular period. For t=a, the solutions to (4.82)
and (4.83) are the same. Hence, a smoothing function is applied to smooth the two

functions. It is given by

oy :a—O.S((a—t—A)+\/(a—t—A)2+4Aaj' (4. 84)

Here, t.; approaches ¢ when ¢ is small and approaches a when ¢ exceeds a. Hence,

(4.82) and (4.83) can be combined as

21 o, (t—tw) ot ) 2 ( o4 (t_te/f') oyt )
o) (e —e —0,\€ —e
V,(l,£) = m| = 2

+1
2 2 eff (4. 85)
b,o;0, (0_1 _0-2) )

The delay time can be calculated following similar procedures as in the step input

case, described in the preceding section. Hence, the 90% delay time is derived as

t, = iln(g), (4. 86)

O,

; (0'1 /o, )(1 —e ' )+ (0'1 - 0'2)

where &= (;{ — 1) (0_2 o )(1 - )_ (1 pe ) and y =0.9.
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4.6.2 Model verification

Figure 4.15 plots the waveforms obtained by the SPICE simulation and the
analytical model at the end of the wire, driven by a ramp input. The delay time and
the overshoot voltage, which indicate the interconnect performance, of these curves
are compared. Careful observation of these curves reveals the following important
information. Initially, the RLC analytical model discussed herein accurately predicts
both the output delay and the maximum overshoot voltage, which are the most
important parameters in evaluating the performance of the wire. Secondly, RC
distributed networks cannot be used to predict accurately the 50% delay to which
parasitic inductance contributes markedly. Intuitively, the delay predicted by RC is
less than that predicted by RLC because inductance retards the driving current. The
RC structure also cannot predict the overshoot, which is important in evaluating the
time taken for the signal to become stable. The analytical models herein accurately
predict the results of the simulation. That is, the RLC models presented in this study
accurately predict important performance parameters such as the 50% and 90% delay
times and the overshoot voltage of the interconnect ; however, the RC model cannot
yield consistently accurate solutions for a wire that is significantly affected by
inductance.

Parasitic inductance clearly influences the accuracy of the analysis of the
interconnect performance, and hence the results of the chip simulation. However,
designers must use extra computing resources to extract and simulate the effects of
inductance. Fortunately, designers need not always include inductance effects in their
simulations if they have idea when the inductance could be neglected. Therefore, a
new developed rule of thumb that helps designers to develop method for determining

whether to consider the effects of inductance will be introduced below.
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Figure 4.16 compares the delay times in the RC and RLC and the corresponding
percentage error at various input rising times. The RC wire model deviated markedly
from the SPICE simulation without inductance, especially at small rise times.

The symbol ¢. . in this figure refers to the rule to be followed by the designer in
determining whether inductance effects can be neglected. Studying the figure
carefully, it is found that neglecting inductance may cause a significant error in the
evaluation of performance if the input rise time is less than ¢, .. A later section of this
study will discuss the calculation of #. . and apply it to this figure. Figure 4.17
compares RC and RLC at 90% delay and plots error percentage vs. input rise time.
This figure implies that the RC and RLC models predict quite well the delay except in
the case of the small rise time, for which RLC yields predictions that is more
consistent with the SPICE simulations. Figures 4.16 and 4.17 also provide evidence
that the prediction of the delay could be quite inaccurate if the rise time of the ramp
input is not considered.

Figures 4.18 and 4.19 detail the loading conditions and further evidence that the
RLC models herein yields results that are consistent with those of the SPICE
simulations at 50% and 90% delays, given various input waveforms. Driving and
loading significantly influence the delay time.

Figure 4.20 presents evidence that the RLC models herein yield results that are
consistent with those of the SPICE simulation at 50% delay for various lengths of
wire.

Figure 4.21 compares the results of the RC models at 50% delay with RLC SPICE
simulation data, along with corresponding plots of error percentages against the length
of the wire. Significant errors arise for short wires because the RC models ignore the
effects of inductance. This figure again implies that the error in the RC model may be

significant in certain cases in which inductance effects are crucial.
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Another important parameter of the integrity of the signal in a single RLC wire is
overshoot voltage, which cannot be modeled using an RC equivalent network. Figure
4.22 plots the RLC overshoot modeling accuracy versus length of wire. The overshoot
voltage increases with the length of the wire for short wires; however, the voltage
declines as the length increases over a particular value. This phenomenon will be
further elucidated in the next section by defining the critical length, z., of the wire, by

applying the criteria to determine the effect of inductance on the interconnects.

4.6.3 Criteria for Determining the Effects of Inductance on Interconnects

Inductance has been proven to affect performance, and so must not be overlooked
by a designer. However, the overshoot/undershoot electrical behaviors of the RLC
transmission line indicate that obtaining a convergent solution for a circuit model that
includes inductance is computationally intensive. Hence, a designer should not be
over-conservative about the effects of inductance in the deep-submicron circuit
simulation. The best method is to develop a filtering methodology using the accurate
criteria to screen-out the nets that are really affected by the inductance in the
interconnect performance analysis.

If the poles of H(s) in (4.75) are complex, then the response of the circuit is
under-damped. That is, the interconnect is R-L-C-like and the effect of inductance on
the performance evaluation is critical. Otherwise, if the poles of H(s) are real, then the
response of the circuit is over-damped, such that the wire is R-C like. The effect of
inductance can then be neglected in the analysis of the performance of the
interconnect.

However , the inductance is connected in series with the resistance, so the effect
of the inductance must be compared to that of the resistance, to determine which

dominates.
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Therefore, this section proposes two criteria, which are applied as guidelines in
elucidating the effect of inductance, derived from the analytical models and from

concepts described above.

A. Criterion 1: Poles of the Interconnect Transfer Function Must Be Complex
The first step of this work is to analyze whether the poles like that in (4.73) are
complex or real to identify whether the effects of inductance are important in the
interconnect analysis. Hence, if the interconnect behavior is like that of the R-L-C
network, then the poles in (4.73) are complex. Hence, using b —4b, <0, the first

criterion is

z<z, (4.87)

A
K (1 |
Where ZC: ( j ZA and 44+106m+053n

1085 1.93m +2.91n+0.83m*n

Here, the range of wire lengths over which the interconnect exhibits significant
inductance is defined in terms of a critical length, z.. The effect of inductance is a
function of the length of the wire because the RLC transmission line has some lossy
effects. If the length (z) satisfies the criterion, then the effects of inductance are
significant. When the length of the wire exceeds z. , RC dominates the delay.

The RLC effect is greatest at small driving resistance and loading capacitance
(Rg=C, =0).

If Ry =C, =0, accordingly m=n=0, then the critical length, z. can be reduced to
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a1(1y*
Ze=—| ) 7. (4. 88)

However, if the operating frequency is not sufficiently high, then the inductance
of the wire only slightly affects the performance of the interconnect. Hence, criterion
1 must incorporate the effect of the operating frequency, as defined in criterion 2,
which will be considered below to complete the guidelines to be followed in

understanding the effect of inductance.

B. Criterion 2: The Impedance Of On-Chip Inductance Is Greater Than Serial
Connected Resistance
The impedance of inductance increases with frequency, so, the operating
frequency must be sufficiently high that inductance has an effect when resistance and
inductance are connected in series. Therefore, inductance is considered to dominate
the serial connected impedance if the impedance of the inductance exceeds the

resistance. That is,

27f.L>R. (4. 89)

where f, is the significant frequency[10] , defined as f, =0.34/¢,, and is the

highest frequency of interest that affects the interconnect performance analysis. Hence,

(4.89) is re-arranged into

L
t, . <0.687—
r e R (4. 90)
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f,fc represents the rise time when the impedance of the inductance exceeds the

resistance. That is to say, if the rise time of the simulated signal is less than ¢, _, then

the inductance must be considered in the analysis of the interconnect performance.

in Eq.

c

Combining the critical wire length, z, in (4.87), and rise time, 7,

(4.90) enables the designer to determine whether the inductance may be neglected in
the performance simulation. Figure 4.23 summarizes the criteria for determining the
effect of inductance; the shaded area is the inductance effect window, in which the
effect of inductance is significant. The size of the inductance effect window is
inversely proportional to the interconnect driving resistance and the loading
capacitance.

Figures 4.16 and 4.17 apply the criteria discussed in this section. The length of

the wire in the figure is less than z,, so any input signal which has an input rise time

of under ¢, . will have an inductance effect that is important in performance analysis.
The dashed vertical line in these two figures represents the calculated ¢, .. These plots
clearly imply that, when the rise time is less than ¢. ., failing to consider the effects of
inductance in analyzing the delay will cause a large error.

Figure 4.21(c) shows another application of the criteria presented herein. The
values of z. that corresponds to various wire lengths and loads are indicated. The input
rise time, which is 50ps in this plot, is less than the critical input rising time, ¢. ., and
so satisfies the second criterion. Hence, according to criteria 1 and 2, the length of the
wire (z) , being less than z. (ie. z<z.), will cause significant inductance effects. The
dashed line in Fig. 4.21(c) represents the condition z=z.. Here, the area in which z>z,

is denoted as Region I and the area in which z<z. is denoted as Region II. Therefore,
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the effects of inductance must be considered for lines in Region II. However, the
effects of inductance on lines in Region I can be ignored without generating an
excessively large error when the RC model is used to evaluate the performance.
Consider for example a wire that is 1000 pm long; three loading conditions yield a
calculate z. in Region II (R, (C,)=0, 0.5, 1), corresponding to significant errors in the
RC model error plot in Fig. 4.21(b). Under the loading condition R, (C;)=1 , (diamond
symbols in the plot), the corresponding error shown in Fig. 4.21(b) decreased as the
interval (Fig. 4.21(c)) between z. and the dashed line, where z=z., declined indicating
the interconnect RC is like. This finding is strong evidence that the criteria presented
herein are useful in determining whether the effect of inductance is significant. Figure
4.21(c) also provides evidence that the overshoot voltage is significant for wires with
lengths that exceed the critical length in Region II. The overshoot voltages decline as
the length of the wire decreases because the wire corresponds to z. in Region 1 and so

behaves more like an RC line.

Ismail [7] proposed two bounds, z!, and z.,, for defining the range of critical

lengths  z/, < critical length <z/,. Deustech [8] presented an upper critical length

’
cl»

that was similar to that, z , in [7], but developed further criteria that involved some

empirical parameters, to elucidate driving and loading conditions. Figure 4.21 plots

!

z!, and z/, for comparison with the new value, z., given herein. The values z/,

and z’

c2>°

are independent of the length of the wire and driving and loading conditions.

However, the new criterion reveals that the effect of parasitic inductance becomes
weaker as the wire length increases for the same wire parameters 7, / and c¢. This
finding is evidenced by the RLC SPICE simulation and the error (%) plot in Figs.

4.21(a) and (b), respectively.
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The critical net is defined as the interconnect in which inductance significantly
influences the performance analysis. It should be analyzed using RLC transmission
line. A complex SOC design project involves very many interconnects. However,
verifying a full-chip design by including and simulating all inductances of all wires is
impractical. Hence, a novel design and simulation method, based on the newly
developed criteria, is recommended. The methodology is based on the idea of filtering
out non-critical nets and focusing on nets whose inductance effects are important.
This method increases the accuracy of verification without excessively increasing the
computational burden of the simulation because only critical nets are treated as RLC
wires.

Hence, the recommended first step of the new method is to perform full-chip
geometry extraction to establish a basic database of interconnects on chips for
parasitic calculation. Then, the critical path can be identified using the filter
mechanism presented herein. This filtering mechanism is used to screen out and
categorize critical/non-critical nets from the whole interconnect geometry database.
The factors that influence the filtering mechanism are the driver and the loading size,
the signal frequency, the wire geometry and the wire length. A chip designer can add
parasitic inductances in series into the predetermined critical path and perform the
RLC transmission line simulation. Using this recommended design flow, a designer
can speed-up chip simulation without ignoring inductance that affects the
performance of the circuit or being over-conservative.

General interconnect delay time models, considering RLC transmission line effects,
are presented herein. These models are derived from the telegraph equation using
two-step approximation functions. Models are validated over a wide range of wire
lengths, signal ramp times, driving conditions and loading conditions. The new

criteria and method for screening-out critical interconnects that the inductance
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significantly affect the interconnect performance are developed and discussed
comprehensively. These new criteria take into account all interconnect factors, such as
wire length, signal ramp time, driving conditions and loading conditions. The
screening rules are believed to be very helpful to advanced chip designers who want
to design chips without overlooking effects of inductance on the interconnect, and
without being too conservative.
4-7  Summary

Accurate closed-form models have been developed for various interconnect
systems. The delay considering inductance effects are also discussed and the guideline
to estimate the effect of the inductance is presented. The delay and crosstalk formulas
allow for simple analytic prediction of interconnection performance for arbitrary
interconnect dimensions. Our model is useful for VLSI design and process

optimization.
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Appendix A : One-Line System
From the transmission line theory, the PDE of the one-line system in Fig. 1(a)

can be expressed as

1 0%V (x,10) INCIACY)

B axz eff ot 5 (A'l)

where r denotes the line resistance per unit length. c.yrepresents the effective
capacitance of the one-line system and is equal to c¢,;, which denotes line-to-ground
capacitance. V(x,t) denotes the signal on line.

Let R=r*/ and Cey=ccs*I= c.*l, where [ is the length of the line. Then, the output
waveform at the end of the interconnect (x=/) in the frequency domain for ramp input

1S

V(l,s) = L{l - kexpl- ot/ RCy )fx s x LUOmt ~U (¢ — aym(t ~ @)}, (A-2)

where o=1.04/(R, +C, + R, *Cp + 2/ 7)) s k=-1.01R; +Cp +1)/(R; +C; +7/4), Rp =R,/R, and
Cr=C,/Cy . Ry and Cp are the driver resistance and the loading capacitance,
respectively. U(tymt—-U(t—a)m(t —a) represents the ramping input signal, U(z) denotes
the step input, m denotes the slope of the ramp waveform, and « is the input ramping
rate. The relationship between m and a is m=V,z/a. L{—} in eq. (A-2) represents the
Laplace transform. The first term in eq. (A-2) is the solution of the step input in the
case of the single line and the second and third terms represent the contributions of

the step and ramp input, respectively.
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Appendix B : Two-Line System
From the coupled interconnection circuit in Fig. 1(b), the differential equation

can be constructed as:

2
Vi(x,t Vi(x,t V t -
la l(xa )z(caf+cll)6 l(xa )—C” 0 2(X, ) (B 1)
ro ox? ot
2
l a V2 (x, t) _ (caf +C”) aVz (x, t) _c” aVl (x, t) (B_Z)
roooox? ‘ Ot ’

where c,r, ¢ and r denote the line-to-ground capacitance, the line-to-line capacitance
and the line resistance per unit wire length, respectively. V;(x,t) and V(x,t) denote the
signals on aggressor and victim lines, respectively.

Combining the differential equations (B-1) and (B-2), new PDEs are obtained as

10V, (x,1) 5, OV, (x,0)

r o (B3
1O (x,0) 4 OV (x,0)
roa T B4

where V, (x,0) =V, (x,0)+V,(x,t) and V_(x,t)=V,(x,0)=V,(x,t) . ¢ =c, and
cop =(c, +2¢;) represent the effective capacitances of two combined differential

equations. Clearly, the differential equations have a similar form to that of the one-line
case (compare with eq. (A-1)). The solution of egs. (B-3) and (B-4) at the end of the
lines, V., (l,t) and V_(l/,t), can be obtained by the same approach as the previous
case. Then, from the observation of egs. (A-1) and (A-2), the solutions of egs. (B-3)

and (B-4) at the end of the lines for the ramping input in the frequency domain are
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V. (,s)=V,(I,s)+V,(1,5) = Laplace{l + kexp(-ot / rc ;317)}

><s><Laplace{U(t)mt—U(t—a)m(f_a)} (B-3)

V_(L,s)=V,(,s)=V,y(,s)= Laplace{l+kzexp(—0'2t/rc§;-l2)}

><S><Laplace{U(t)mt—U(t—a)m(t—a)} . (B-6)

where k;, o,, Rr;and Cr; have the same forms ask, o, Ryand Crin the one-line case
with the replacement of Co with cff‘}. ks, o,, Rr;and Cp, have the same forms as £,

2b

o, Rr and Cr in the one-line case with the replacement of with Cof in the

Coff

two-line system.
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Appendix C : Multiple Coupled Line System
Because of the symmetry of the induced crosstalk noise voltage on the two
victim lines adjacent to the signal line [Fig. 1(c)], the derivation of delay time and
crosstalk noise voltage can be realized by taking the three parallel coupled
transmission lines as two non-symmetrical coupled transmission lines, as shown in

Fig. 1(d). The coupled partial differential equations for interconnection in Fig. 1(d)

are

1 0%V, (x,0) vy (x,1) oV, (x,1) (C-1)
;ax—z=(caf+2czl) o —2CHT
1 2%V, (x,0) vV, (x,1) v, (x,1)
;ax—z = (2caf + 20”)T— 2Cll or (C'z)
For the calculation of the PDEs above, two new differential equations are
obtained by the calculation of (C-1)+(C-2) and (C-1)—(C-2)/2. Then, the two new
differential equations are shown as
10V, (x,1) 3. OV (x,0)
~ 7~ Gy (C-3)
ro ox ot
1 0%V (x,t oV (x,t
1OV 00) _ oo OV (1) o
ro ox ‘ ot )

where Vi(x,t)= Vix,)+ 2Vo(x,t) and V (x,9)= Vi(x,t) —Vaxt). c)j=c, and

cop =(cy +3c;) represent the effective capacitances of two combined differential

equations in the multiple coupled line system.
By comparing the PDEs of the coupled-line case, egs. (C-3) and (C-4), with the

PDE of the single-line case, eq. (A-1), it is found that the forms of these equations are
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similar. Then, following procedures similar to those for the two-line system, the

output waveforms at the end of the lines for the ramping input in the s-domain are

V. (l,s)=V,(,s)+2V,(l,s) = Laplace{l + klexp(-alt/rcggplz)}
X § X Laplace{U(t)mt -U(t—a)ym(t— a)} (C-5)

V_(1,s)=V,(1,5) = V,(l,5) = Laplace{l + kyexp(-o,t [ rcl?)}
X § X Laplace{U(t)mt ~U(t—a)ym(t - a)} ’ (C-6)

where k;, o,, Ry;and Cr; have the same forms as k, o, Ry and Cy in the one-line

case with the replacement of Cor with cggf. ks, o,, Rrpand Cr; have the same forms

as k, o, Rrand Cr in the one-line case with the replacement of ¢ o with cj,’} in

the three-line system.
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Appendix D : The Transfer Function of RLC Wire
For a distributed R-L-C wire, the relationship between current and voltage on the

two ends of wire could be described as

[V(O,S)Hl R}[ cosh(ng) zosinhmg)}[V(z,s)} | O-1)

I(O,s) 0 1 |z, sinh(ng) cosh(ng) ](z,s)

](Z,S)=SCLV(Z,S), (D-2)

where Z, = \/£2L . For distributed R-L-C wire, n — oo ; hence, ng = sC(R+sL).

V(O,s) and / (O,s) are the voltage and current at driving port and V(z,s) and
I(z,s) are the voltage and current at the end-point of wire.
Hence, the transfer function H(s)of the wire with driver resistance and loading

capacitance are derived from (A-1) & (A-2) as

_V(z,s9) _ 1

H(s)=
v(0, ,
(©0.5) (1+5C, Ry)cosy/— (R +L)sC +(Rg| 525 +5C, ,/—RLCSL)sm,/— (R +sL)sC
S’ .

(D-3)

102



Appendix E : Transfer Function Approximation

The initial step to perform the inversion of the Laplace transformation for a
complex function as (3) is to split the function into the summation of smaller
polynomials from the poles of the complex function. Heaviside's method is the
method that could systematically perform the partial fraction expansion. Even though
the poles of (3) are infinite, the first pole is usually dominant. Hence, only the first
pole will be used for the transfer function approximation. Hence, the voltage at the
end of line, V' (z,s"), could be calculated from the Heaviside’s method using first pole

approximation for step input signal, ¥(0,s")=1/s", and written as

V(zs') = V(O,8)H(s) =~ + K, (E-1)
S S —O

where o is the first pole of (3) and is calculated from the solution of

1- Ry Cps’
tany/s' =——T-T°_ where R, =Rs/(R+sL)and C, =C,/C.
(Ry + Cp)Ws'

k in (B-1) is correlated to o and calculated from the Heaviside’s expansion
formula.
The method to calculate the closed-form solutions of & and o is analogy to the

method as R-C element constructed interconnect [1] and derived to be

k=_1'01RT+—CT+1’ (E-2)
R, +C, +7/4
1.04 (E-3)

O = 7
R,C, +R, +C, +(2/7)

After the simple arithmetic, the transfer function in s -domain, H '(S) , 1

calculated as
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Hf(s)zs'(§+ (E-4)

s'—o +S+O'/[(R+SL)SC] .
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(b)

(d)

Figure 4.1  (a) Schematic diagram of isolated one-line system. (b) Schematic

diagram of two coupled lines. (c) Schematic diagram of three coupled lines. (d) The

symmetry of the interconnection structure in (c) can be represented by the asymmetric

interconnection.
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model.
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(lines) for the two-line system [Fig. 4.1(b)] are compared.
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Chapter 5 Interconnect Optimization Design

5-1 Interconnect Optimization Design Method

With the developed analytic formulas at hand, we now give a thorough
optimization study for the interconnect performance for the delay-line circuit of Fig.
5.1. We give constraints on the delay and crosstalk, and our goal is to find the best
process (resp. design) dimension which gives the largest range of design (resp.
process) dimension parameters for which both delay and crosstalk are below their
individual constraints. In other words, we are interested in finding the largest
guaranteed performance region. More precisely, we define two optimization
problems:

(1) Find the optimal process dimension parameters which give the largest set of
design dimension parameters with guaranteed performance (i.e. constraints satisfied);
this is referred as process optimization.

(2) Find the optimal design dimension parameters which give the largest set of
process dimension parameters with guaranteed performance; this is referred as design
optimization.

The performance constraints of interest are the maximum delay and maximum
peak crosstalk noise; here in this study, the following values are assumed: Tgmax =
30ps, Tamaxe = 50pS, Tamaxz = 70pS, Tamaxa = 100ps, and Vpmax = 0.2E;. Further, in the
circuit of Fig. 5.1, we assume that C. = R = 0 to emulate the situations with
dominating interconnect delay (Cy >> C.) and with large input buffer (Rs << R).
These values are selected to explore the impact of design and process dimensions on

the line delay and crosstalk in the deep sub-micrometer range. The closed-form
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models of line capacitance, signal delay and crosstalk noise developed in Chapter 4
allow for analytical performance evaluation for arbitrary interconnection dimensions,
without resorting to the cumbersome SPICE simulation, or the over-simplified delay
formulas.
5-2 Process Optimization

Since we are interested in finding the best process dimension which yields the
largest set of design dimension parameters (W and S) for which constraints on both
delay and crosstalk are satisfied, we first investigate the joint impact of W and S on
interconnect line performance. Contour plots of wire width Wand wire spacing S are
generated for three sets of wire thickness T and dielectric thickness H. as shown by
contour C-I, C-2, C-3 and C-4 in Fig. 5.2 for delay time of 30ps, 50ps, 70ps and 100ps,
respectively. For small W and S, wire width increases as wire spacing reduces,
because higher Ccouple Needs to be compensated by smaller line resistance. Note that
for S above 0.6 « m, W to achieve a certain delay time does not vary with S, since the
coupling capacitance at such spacing is small and does not dominate line delay
anymore, and constant wire width gives constant C4 as well as constant line delay.
Contour C-5, the crosstalk contour, points out that larger spacing is required for small

wire width to sustain crosstalk noise at a specified level. This need of increasing S is

due to the fact that C°°“P%af ratio increases as wire width reduces, and enhances signal

propagation to the adjacent wire and thus induces higher crosstalk noise. Relaxing
wire spacing to relax coupling capacitance is hence needed.

We then investigate the influence of process dimension, i.e. wire thickness T and
dielectric thickness H, on the contour analysis as mentioned above. The impact of T
and H can be observed by comparing Fig. 5.2 and 5.3. In Fig. 5.3, as T increases to

0.7 ;2 m, it is obvious that the crosstalk contour C-5 goes through higher S, indicating
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that increasing T induces higher coupling capacitance, resulting in more severe
constraint on S. On the contrary, for delay contour, both smaller W and S are allowed,
when comparing to the case of T = 0.5 m in Fig. 5.2; this is due to the fact that
increasing T gives lower line resistance and thus lower delay time. The comparison of
Fig. 5.2 and Fig. 5.3 indicates that the well-known existing approach to reduce delay,
which is to increase aspect ratio with technology scaling [5.1], may induce serious
crosstalk noise which can only be reduced by relaxing the inter-wire spacing in chip
design. Our optimization study is now formalized: For a given process dimension (T
and H ), we define guaranteed performance region as the region of design dimension
points (Wand S) over which the constraints on both delay and crosstalk are satisfied,
as marked by dashed-lines in Fig. 5.2. That is, the guaranteed performance region is
simply the dashed region enclosed by C-1 and C-5 for the delay constraint of 30ps ( or
C-3 and C-5 for the delay constraint of 70ps ), in Fig. 5.2. The point (W, S) which
intersects C-1 and C-5 (or C-3 and C-5) is the point where both delay and crosstalk
constraints are met exactly; call such point (W, S) as the target point. As the process
dimensions T and H vary, the target point (W, S) moves and the guaranteed
performance region changes accordingly. Denote by Ad as the area of the guaranteed
performance region. We seek to find the process dimension parameters T and H that
can yield the largest Ad, since such a region can cover most design dimension points
(W, S) having satisfactory performance, thus impact of (uncertain) dimension
variations mentioned earlier can be mostly reduced. Our process optimization
problem is

Maximize Ad over all feasible (T,H).

The calculated target-point trajectory and Ad for lines on one plane structure are
shown in Fig. 5.4 and Fig. 5.5 for signal delay constraints of 30ps and 70ps,

respectively. The target-point trajectory and Ad for lines between two planes are
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shown in Fig. 5.6 for delay constraint 70ps. It is observed that the target-point
trajectory moves toward larger W and smaller S, as H decreases with constant T. This
is due to the fact that increasing line to ground capacitance causes severe signal delay.
Reducing line resistance or increasing line width to reduce signal delay is thus
essential. Furthermore, increasing line to ground flux simultaneously decreases line to
line coupling capacitance, allowing for smaller S while keeping the same crosstalk
noise level. Another observation with varying T shows that smaller S is allowed for
smaller T and same H, as the crosstalk noise is significantly reduced by decreasing T
and coupling capacitance. However, larger W is required to sustain same signal delay,
as line resistance increases as T decreases. For optimal solutions, we find that the
target point (W, S) = (0.23 zm, 0.36 1z m) corresponds to (T,H) = (0.5« m,0.2 zm),
which the technology dimension allowing for best guaranteed interconnection
performance region for arbitrarily distributed (W, S) above (0.16 zm, 0.16 zm ).
These observations can be extracted from the variation of Ad versus H and T. As
shown in Fig. 5.5, the process with T = 0.5 ;2 m offers a maximum AdatH = 0.2z m
and it is indeed the point where both W and S can be minimized to (0.23 .z m, 0.36 1
m), while sustaining a delay of 70ps and a crosstalk noise of 0.2E1. Similar analysis
can be applied to the data in Fig. 5.4, where the best process dimension is identified to
be (T, H) = (0.7 xm, 0.3« m ), this process dimension gives largest Ad and
corresponds to (W, S) = (0.5« m, 0.5 m). It is worth noting that the optimal values
of H for both 30ps and 70ps delay constraints are relatively small, an observation
which disagrees with traditional concept of technology design in which H is often
kept large to relax signal delay. The small value of the optimum H is induced by the
crosstalk noise constraint. On the other hand, if the wire width is small, then the wire
to ground dielectric thickness often needs to be small for the crosstalk noise

performance. The dielectric thickness limit can be relaxed by decreasing T. As T
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decreases, the optimal value of H increases, as shown by Ad in Fig. 5.4 and Fig. 5.5.
In Fig. 5.4, for T = 0.3 xm, optimal value of H rises to 0.7 i m, this demonstrating
such crosstalk-delay tradeoff. It is worth mentioning that the optimization point of (T,
H) = (0.3 1z m,0.7 .z m) corresponds to (W, S) = (0.56 zm, 0.68 zm ), giving much
larger design pitch than the point (W,S) = (0.4 x m,0.5 ¢ m) given by (T,H) = (0.7 «
m,0.3 . m). The process dimension (T, H) = (0.7 xm, 0.3 zm), or the high-T with
low-H design approach, hence improves over the traditional large-H approach. In
deep submicron technology, it is needed to maintain reasonable wire width and
thickness ratio by reducing T with design-pitch scaling. Based on our study, in order
to use small (W, S) the wire thickness, it is useful to sustain T as high as possible, and
using reduced dielectric thickness H to limit crosstalk noise. Similar optimization
contours are shown in Fig. 5.6 for parallel lines between two plates, with delay time
constraint of 70ps. Here, comparing to the one-plane case in Fig. 5.4 and Fig. 5.5,
much larger W is required to sustain the same signal delay constraint, and much
smaller S can be used to sustain the same crosstalk noise level. This is because the top
plane attracts much flux, greatly reducing the Ccouple. The Ad variation shows that
optimal process dimension is around (T, H) = (0.7 xm,0.3 zm), leading to target
points (W, S) = (0.20 2z m,0.32 iz m). To investigate impact of T, it is shown that the
capacitances to both top plane and bottom plane put a severe constraint on wire
thickness T or the wire resistance. That is, decreasing T will seriously decrease Ad
due to increased wire resistance. Comparing to the one-plane case where the wire
thickness only weakly influences Ad, we suggest that performance of interconnection
with dense top overlapping wires ( emulating the case in local interconnect) is very
sensitive to wiring resistance, and this performance can be greatly improved with low
resistance material or high wire thickness. A direct comparison of target point (W, S)

with one plane and with two planes is shown in Fig. 5.7 for line delay constraints of
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30ps. It can be clearly observed that for reduced T, i.e., T under 0.5 ¢z m, decreasing H
only weakly increases the required W for lines on one plane (from 0.31 ;zmto 0.39
m, for H from 0.7 zm to 0.5« m with T = 0.5 ¢ m), but significantly increases the
required W for lines between two planes (from 0.55 ¢ m to 1.02 ;. m for H from 0.7 ¢
m to 0.5« m with T = 0.5 m) due to its significant wiring delay. In summary, the
optimal process dimension for lines with dense top wiring should choose both large H
and large T, if T is under 0.5 m. If T larger than 0.5z m can be fabricated, wiring
delay can be .greatly reduced even with small (W, S), and with crosstalk noise
regulated by an optimal H as in the one-plane case. The adopted T should also meet
the requirement of aspect ratio as mentioned in [5.1]. The optimization presented here
takes care of the movement of the design target with process dimensions, and also
gives a quantified figure of merit (the area of guaranteed performance region) for
identifying the technology with the best inter- connect performance. The optimization
framework and procedure is believed to be useful for process dimension design.
5-3 Design Optimization

Similar optimization study as above is formalized: For a given design dimension
(W and S), we define guaranteed performance region as the region of process
dimension points (T and H) over which the constraints on both delay and crosstalk are
satisfied, as shown by the dashed region in Fig. 6(b). The target point (T, H) is
similarly defined, i.e. the intersection point of the delay and crosstalk contours at
which both delay and crosstalk constraints are met exactly. As the design dimensions
Wand S vary, the target point (T, H) moves and the guaranteed performance region
changes accordingly. Denote by Ap as the area of the guaranteed performance region.
The design optimization problem is

Maximize Ap over all feasible (W, S).

A solution to the design optimization problem identifies the design dimension
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parameters Wand S, which yield the widest range of process dimension parameters T
and H for guaranteed performance. Note that the best guaranteed performance region
Ap (given by the best design (W, S)) can also be identified by the associated optimal
target point (T, H). Analysis is similarly done here to investigate the target point of (T,
H ), and its movement with design dimension (W, S). The process to determine the
optimal target point (T, H) (which corresponds to the optimal Ap) among a certain set
of design pitches (dimensions) is often executed in the initial stage of new process
development, when a preliminary set of design pitches has been suggested, based on
which process engineers need to determine their process dimension. The process
dimension should provide best performance when being incorporated with the design
pitch. As so formulated, the optimization problem again boils down to the study of the
trajectories of the target point (T, H) and the objective function Ap, as the design
pitches vary the T -H contours for parallel lines on one ground plane are shown in Fig.
5.8 and Fig. 5.9, for (W, S) = (0.4 zm, 0.4 zm) and (0.4 z m, 0.6 .z m), respectively. It
is shown in Fig. 5.8 that delay contours C-1, C-2 and C-3 are almost independent of T
for H above 0.76 ;. m. This is because if H is sufficiently large, Ccouple dominates
line capacitance, and constant T gives constant Ccouple, resistance and hence constant
delay. On the contrary, for very small H, Caf dominates line capacitance, and reducing
H will attract sidewall flux to ground, thus increasing Caf. This increased Caf can be
compensated by increasing wire thickness T and thus decreasing the wire resistance.
The crosstalk contour C-4 shows that the Ccoypie from increasing T can be eliminated
by reducing H , i.e. attracting the coupling flux to ground to reduce line to line flux.
The T -H contour in Fig. 5.9 shows that smaller T (higher resistance) than the
one-plane case (Fig. 5.8) is allowed for delay contours C-1, C-2 and C-3, due to the
decreased Ccouple ( and thus decreased total capacitance ). Crosstalk contour C-4 in

Fig. 5.8 is almost not realized in our parameter range due to small S, but is clearly
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shown in Fig. 5.9 as the relaxed S gives much lower crosstalk noise level, allowing
for higher H . Target point (T, H) defined by the intersection of C-1 and C-4, and Ap
are shown in Fig. 5.10 and Fig. 5.11. Note that here Ap is the area of the region
sandwiched between C-1 and C-4 as shown by the dashed region in Fig. 5.9, with
crosstalk noise being reduced at smaller H. The target point trajectory in Fig. 5.10 and
5.11, for the delay constraints of 30ps and 70ps, shows that to maintain low level of
wire delay and crosstalk noise, higher 11 ratio is required with decreasing W. This is
because increasing T compensates wire resistance induced by small W, and reducing
H degrades the coupling capacitance and hence crosstalk noise. Note that in Fig. 5.10,
the optimal point with (W,S) = (0.4 z m,0.5 . m) now needs (T,H) = (0.7 ;zm,0.29
m), indicating extremely thin dielectric thickness. The objective parameter Ap now
monotonically decreases with reduced S and also reduced W, indicating that
technology scaling gives increasingly severe constraints in vertical technology
dimension design. Here, the upper bound on H is limited by crosstalk (from C-4)
noise and the lower bound is limited by signal delay (from C-1). The upper bound on
T is limited by crosstalk noise (from C-4) and the lower bound is limited by signal
delay (from C-1). With reduced design pitch, C-1 moves right and C-4 moves down,
and both severely reduce the process window Ap. The target points for lines between
two planes are shown in Fig. 7( c) for td = 70ps, higher T and also higher H than in
the one-plane case are observed for the same delay and crosstalk specification. This is
because the top plane significantly prevents the coupling capacitance from increasing,
and hence T are allowed to increase without causing crosstalk noise problem.
However, wire delay is more serious here, and hence large T which reduces wire
resistance and large H which reduces total capacitance are useful in relaxing wiring
delay. Results of the one plane study can be applied to optimize global

interconnection lines (among cells), and results of the two-plane study can be applied
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to local interconnections (intra cells).
5-4 Summary

Optimization of interconnect performance based on wire delay and crosstalk
noise has been formulated and studied. Accurate analytic closed-form models have
first been developed for wire capacitance, wire delay and crosstalk noise. In the
capacitance model, line to line capacitance and line to ground capacitance are
modeled separately, to giye precise delay and crosstalk estimation. Based on the
developed analytic models, our interconnection optimization study has been done in
two approaches: process optimization and design optimization. Our results indicate
that larger T and H ( or equivalently, p = T + H) is useful to reduce wire delay for
lines between two planes, and an optimal H exists for lines on one plane which is
different from traditional large-H approach. The design window Ad is severely
degraded in the two-plane case with reduced T, as compared to the one-plane case,
due to wire resistance and delay. However, lines between two planes allow for much
larger Ap than lines on one plane, due to the relaxed constraint of H or crosstalk noise
in the two-plane case. This work is believed to be useful in future technology design
and layout optimization. The capacitance, delay and crosstalk models can themselves

be used in cell modeling and gate-level simulations.
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Figure 5. 1  Interconnect schematic for optimization design.
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Chapter 6  Statistical Analysis and Optimization for VLSI

Interconnection

The yield loss will worsen in future technologies due to increasing process
variations. This is because as the feature sizes decrease, the ability to control the
manufacturing spread or accuracy of a given feature size or doping concentration is
also decreasing. Along with increased process variations, the uncertainty caused by
design is also increasing such as interconnect coupling noise and delay. The impact of
these process variations on performance has been increasing with each process
technology generation. For example, with increasing clock and data frequency, the
variation become a larger fraction of the total clock period. However, the traditional
corner based analysis provides pessimism or optimism design. The pessimism design
would lead to the long design cycle to meet the spec and impact time to market. And
the process corner analysis method not guarantee the worst case of chip design. Hence,
the method to accounts the performance impact of all portion of the parameter
variation in a single analysis is important. Therefore, variations in the process,
whether device or interconnect variations, will be a major issue for nano-CMOS
designs. For the design to survive the much larger variations, the methodology must
have provisions to deal with variations. The traditional worst corner methodology
becomes increasingly meaningless and will lead to costly overdesign at the expense of
chip area and power in some cases and in other cases missing an important worse-case
condition entirely.

For a specified process node, different design may have different parametric

yield. That is, same process variation has significant different impacts on performance
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due to various sensitivity of each design parameters.

The critical variables in timing analysis is no longer just transistor critical
dimension as interconnect become critical. Moreover, the interconnect dimension on
real silicon is a statistic distribution function instead of exact value drawn on layout
especially in deep submicron era, which small variation could be significant on
performance fluctuation [6.1][6.2].

The growth of process variability in scaled CMOS technology requires special
addressed in the design of high performance SOC. To achieve good yield in
production, worst case design method is usually used to design the SOC considering
process variation. However, by putting too much guardband at everywhere on the
design would probably results in un-acceptable performance, die size, power
consumption and project schedule. Hence, the traditional corner based analysis
provides pessimism or optimism design. And what makes thing worse is that the
corner analysis methods not guarantee the real worst case of chip design. Hence, the
method to accounts the performance impact of all portion of the parameter variation
in a single analysis is important. If designer could have insight in which nets are
critical to the process variation in advanced, the chip could be designed without
scarifying too much performance and schedule. Therefore, the chip analysis
considering statistical dimension and spacing of nearby wire are the key for high-end
SOC design.

The first contribution of this thesis is to presents the simple and yet accuracy
methods to calculate the statistical models of interconnect capacitance, delay and
crosstalk. Second, we propose method to help both design and process engineer to
have insight of the structure that the process and design window which is process
variation insensitivity or, on the contrary, which process and design window are very

sensitivity to process variation. The ability to screen-out the process sensitivity layout
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is very helpful to increase the yield and optimize design. And the techniques help
EDA vendor to have the method of pre-running techniques that identify interconnect
that have a larger or smaller sensitivity without running a full statistical timing
analysis is very valuable. Furthermore, the design guidelines to adjust the layout to
the process insensitivity region are also proposed. Therefore after the discuss of this
section, we could achieve

(A) layout design techniques that can deal with variability, and

(B) process window that reduce performance impact due to variability

(C) the method to quickly identify layout design that are sensitivity to

process variation

6-1 Variation Source and Impact on Performance

The variation sources, for examples, includes variation of optical exposure
duration during chip fabrication, the len aberration and other lithography effects[6.3,
6.4] which cause the variation of interconnect width control. Metal thickness variation
within same layer or different layers due to erosion and dishing effect of copper CMP
process is serious. The effective dielectric constant variation due to etch, strip, clean
and re-work are serious especially for porous dielectric materials and need to be
considered in performance impact. The variation of metal resistively is significant due
to copper metallization [6.5].

Before we start the detail discussion of the statistical modeling, let’s first look at the
categories of variation sources.
6-1.1 Process Variations

Process variations are fluctuations in the value of process parameters observed after
fabrication. These variations result from a wide range of factors during the fabrication

process which determine the range of variations. It is obvious that the process variations
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would cause the variations of performance. The performance distribution causes the
fraction of manufactured devices fail to meet the defined performance specification in
design phase. The performance yield loss is defined as parametric yield loss. These fail
devices are not defect type fail (which cause wire open or short), which defined as
manufacturing yield loss, and they could function normal at different frequencies. For a
microprocessor product, companies perform speed-binning and sell higher frequency parts
at higher cost and sell lower frequency parts at lower cost. However, in ASIC business,
chips can only be sold only if it meets frequency specification. Furthermore, all samples
(just meet specification and better than specification) of ASIC products are sold at the same
price. Hence, again, for ASIC business, over-designed product to consider the variation of
process will not gain more profits from fraction of the devices with better performance and,
on the other hand, the defect yield may increase due to increased area. On the other hand,
design without consider the process variation will suffer parametric yield loss and defect
related yield loss also.
6-1.2 Environmental Variations

These variations indicate the variations in the surrounding environment. This includes
temperature variations, power supply variations and power droop or ground bounce due to
SSN. The static and/or dynamic IR- drop would introduced “noise” that transistors “see”
different supply voltage at different locations and at different times (depends on switching
activity). A reduced power supply lowers the drive strengths of devices and hence degrades
performance. The increased temperature results in performance degradation for devices and
interconnects. Power supply and temperature variation are generally not treated statistically,
since every shipped chip is required to operate without failures caused by this variation.
Hence, design team focus on minimizing temperature and power supply variations as much
as possible.

6-1.3 Modeling Variations
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The variation result from the fact that the power and delay models used to perform
design analysis and optimization are inaccuracy and do not perfectly capture device
characteristics. The modeling errors happens at different design stage (Fig. 6.1). This is
especially critical for SOC design because the timing models provided by IP vendor or cell
lib vendor may have different model accuracy due to different modeling methods [6.4].
These models, if conservative, will make it harder to meet design specifications and larger
die size and lower yield due the die size, whereas aggressive models (under design) will
result in yield loss. In Traditional design method, the conservative approach is typically
used to account for the modeling variation and over design is used. Modeling variation are
generally not treated statistically. How to design the chip with high accuracy model is an
important topic to reduce the design and production impact due to modeling variations.
6-1.4 Dynamic Variations

There are physical effects that results in a change in process parameter with time.
Supply voltage and temperature fluctuations may vary from circuit operation. It depends on
circuit activity and hard to be compensated. These effects includes phenomenon such as hot
electrons, electron migration. Any of these dynamic effects should be considered during
chip design phase since they may result in timing issues and hard defects during operation
or burn-in and become chip reliability and quality issue. The analysis of these variations is
difficult since they become issue after reasonable operation time and the circuit simulation
tool may not support on this. Therefore, it may need some accelerated testing method such
as burn-in for voltage and temperature stress on some weak point of the chip.

As the feature sizes decrease, the ability to control the manufacturing spread of
variations mentioned above is also more difficult. Hence, we will discuss the impact of
performance due to variation and solution to reduce the impact due to the variation in next

few sections.
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6-2  Modeling Of Variation Source

Although all variation sources are important for a manufacturability design, we will
focus on the variation of process variation which includes all the parameters of
interconnection. Assuming a fixed wire pitch, line width (W) and spacing (S) are
anti-correlated by one. There are not universal agreements that the variations (in the process)
can always be modeled as random variables and their corresponding distribution may be.
Nevertheless, there are many literatures based on the assumption that the variations are
random and that they can be modeled by normally distributed (Gaussian) random variables
(RVs). This thesis will also be based on this assumption. That is, wire spacing variation is
the negative of wire width variation. Metal thickness (7) and interlevel dielectric (ILD)
thickness (H) are independent variation parameter. The dielectric constant and resistivity of
metal lines are models as independent random variable. All parameters variations are

modeled as normal distribution with o, and g, where o, and p, are standard

deviation and mean of ith parameters.

6-3 Model Approximation Method and Characterization

This section we propose the method to estimate the variation transmitted by the inputs
to the output based on the relationship between the inputs (interconnect nominal values and
variation of the individual inputs) and the outputs (capacitance, dynamic power, delay and
crosstalk) as shown in Fig. 6.3. We will propose the method to reduce the formula for the
optimization design.

To discuss how the design and process parameter response on delay and crosstalk
noise due to process variations, we could run parametric analysis by providing many trial
runs to get enough data to see how the output response and calculate variation accordingly.
However, by using this method have some drawbacks. First, this would be time consuming

to run so many simulations. Second, the variation observed during the study may not
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representative of the full range of variation. Third, this approach only suitable for
parametric analysis and could be difficult in applying to the optimization design. Hence, in
this thesis, we present an approach that estimates the standard deviations of the output
response for design and process parameters. Therefore, designer could save a lot of
computation time and optimization design could be done by exploring different scenarios
by using these methods. We could then easily tell how the standard deviation of the
response corresponding to the variations of specified target inputs and provide the solution
to handle these variations.

Therefore, the standard deviation equation for resistance, capacitance, delay and
crosstalk respective to all design and process parameters will be presented in this paper.

To derive the closed form of standard deviation for interconnect capacitance, delay
time and crosstalk, we introduce the variation transmission method (or statistical
tolerance analysis, propagation of errors). Here Y is the response of inputs (x;, x2, ...,X»)

and assume the polynomial highest order is quadratic

Y=cot+cifi (x1,...x0) +cofs (xp,0xn) + oot emfm (XX . 6.1)

where ¢; are the constants, and the f;() are the functions of x;. x; is not correlated is
assumed in the following derivation. For parameters which are correlated, the PCA
(Principle Component Analysis) could be used to derive the non-correlated

parameters. In the quadratic polynomial the fi() are restricted to the following forms:

f(xb X2, oo Xn ) =X,
f(xlt x2"":xl‘l) :xlzy

(e x000) =X i F .
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The variance of the sum (correlated or not correlated) is calculated as

VAR{iﬁ}ziiCOV(ﬁ,fj). 6.2)

i=1 i=l j=1

It indicates that the variance of a polynomial (f; ) equals to the sum of all elements in
the covariance matrix of the components.

Covariance has properties of

COV (f,fi) =VAR (fi], (6.3)

COV (cificifi) =cic;COV [fi, fi] . (6.4)
In the covariance expression, the order of two terms not restricted; hence,

COVIf;, f1=COVIf, fi. (6.5)
And if () and f;() have no x; in common (no correlation), then

COV[f, f1=0. (6.6)
Hence, the square of standard deviation of Y is calculated from (6.2)—(6.6)as

ci=c VAR (f; (xp, x2...%,) ) +c3 VAR [ £ (x5, x2.0%,) ) + ...
¢2 VAR [ f, (xp, X200 ) ) +2¢1¢:COV [ £ (xp, X2,000%0) 5 12 (1, X200, )

+2CJC3COV [f] ()C[, X2,...,x,1) ,f3 (XJ, xg,...,xn) ] +...+

155



2Cm-16m COV [ fin1 (xp X2 oXn) 5 fn (X1 X2,000%0)
(6.7)
where VAR[] represents the variance and COV[] represents the covariance. There are
total m variance terms and m(m-1)/2 covariance terms. To expansion (6-2), the

required expressions are listed

VAR [-xi] :Uiza
VAR (x] ) =41l o] +20],
VAR (xx;) =t;c’+t,0!+ol07,

COoVv [xi,xl.z ] =2to0 .2,

1

CcCov [Xi, X,:Xj] :le' 2

I
COV [x},xx;) =2titio 7,

COV [ xixj, xx¢ ) =tjtxo |,

where ¢; represent the nominal value of x;.

For non-polynominal equation as capacitance, delay time and crosstalk formula,
we could taking first order Taylor series expansion of (x;, xy,...,x,) and apply the
procedures as variation of polynomial discussed above.

Said that f{x;x,,...,x,) is the response function and it is an non-polynomial
equation and we will derive the standard deviation for it. The 2™ order Taylor series

expansion for f{x;,x;,...,x,) at (¢;,...t,) is calculated as
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By set x = x, —t,, we re-write (6.5) as

f(xl,.x!) = £(0,...,0)+ x[é—jf,+...+x;a—f,
Ox, ox,
120 f L, 20 f
+—(x +ot—x,) —
2 ) ox!’? 2 ax'?
+ X, X5 a—f'a—frﬁt..ﬁx;_lxr’l ia_f’
Ox, Ox, ox, , Ox,

(6. 8)

(6. 9)

Based on the analogy between eq. (6.1) and (6.5), we could use similar procedures

above to derive the standard deviation as

2 2 2
o =g (tnty...ty) “0f +g (tnty.ty) “05 +...4 g (t1t0.00t) "0,

+%g1,1 (tpty,.ty) 2o +...+%gn,n (tpty,.ty) 2ot
2
+gin (Ut sty) 20'12 o, +a153 (tpts,..0ty) “07 O}

2
ot guin (b nty) 202, o7

(6. 10)

Where g[(xl’“.’xn):af(xl’”.’xn)/axi and gi,j(xl’“.’xn):af(x17'“’xn)/axiaxj

To simplify the standard deviation formula, we have two assumptions. First, we

assume that that the variables x,...,x,. are all independent. Second, we assume that the
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6-4

higher order terms of (6.6) could be ignored without too much error introduced.
Therefore, only the first order terms are retained. So, for flxi,... i ... ,Xx,) be a

function of n variables xi,...,x,. The variance of each variable is given by o, . Then,

the variance of f, defined as o, is calculated as:

n

O, = (O-k o,
P

0.5
o (x ,~~,xn>)2 61

o (x1,5%,) . o .
where xlTkx is the partial derivative of f for the k-th variable.

To verify the accuracy of the approximation model, we use Monte Carlo simulation to
verify the approximation formulas. We will prove in later section that the assumption of

neglecting higher order terms in (6.4) does not have significant impact on the accuracy.

Statistical Capacitance, delay and crosstalk Model

The methods for modeling interconnect capacitance, delay and crosstalk while
considering variability in the interconnect process and design parameters are discussed in
this section. All of the models presented in this paper include design parameters (line width
and spacing) and process parameters (metal thickness, dielectric thickness and dielectric
constant); hence, this method preserves all correlations and it is very useful in sensitivities
evaluation. In these methodologies, capacitance, delay and crosstalk are modeled as a
function of the design and process parameters and the impact due to the variation are
modeled accordingly.

Monte Carlo simulations are another method to provide the analysis of the effects
of process variations. However, Monte Carlo techniques are time consuming and cannot be
used to efficiently to provide guides to the optimization design. Hence, the analytical

methods are very useful to achieve performance variation analysis and optimization design.
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Monte Carlo simulation methods are used to evaluate the accuracy obtained by the
analytical models newly developed in this thesis. By doing this, we could study (1) the real
impact of process variation on interconnect performance, and (2) provide interconnect
design guideline to design engineers and process engineers for them to reduce the impact on

performance.

Capacitance Model Considering Variations

Two generic interconnection structures are discussed in this thesis shown
in Fig. 6-4. In Fig.6-4, W is the wire width, T is the wire thickness, H is the
inter-layer dielectric (ILD) thickness and S is the spacing between two wires in the
same metal layer. To accurate estimate the delay and crosstalk, the capacitance
models that could separate the lumped total capacitance (cyir) into area-fringe
capacitance (c4,) and line-to-line capacitance (c;) is necessary. The area-fringe
capacitance (c,s) and line-to-line capacitance (c;) are developed in chapter 2. We
use herein the physical-based empirical interconnection capacitance models
presented in previous chapter. c,r contributes to the dynamic power, delay of signal
and ¢y is related to the amount of coupled noise, the dynamic power and the signal
delay. Hence, the variation of interconnect dimension and material indicate the
variations on dynamic power, delay of signal and crosstalk noise. Without
considering the variations in the design phase, will cause issue for nano-CMOS
designs.

The change in capacitances and resistances due to variations in
interconnect dimensions can be modeled by the simple linear approximation

C,=C,,. +ki'AW+k"AT + ki AH (6.12)

Il ,nom
2
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Cyr = Copom + kg AW +k;” AT + ki AH (6. 13)

af ,nom

Cp =2C,+C,, =C +EPCAW + AT + k9 AH (6. 14)

total total ,nom

R=R,,, +kyAW +k; AT +k,Ap.

Here, Ciinom 5 Cafnom » Crotat,nom » Rnom r€present nominal capacitance values
of line-to-line, area-fringe and total capacitance, computed when the wire
dimensions are at their nominal values. AW, AT, and 4H represent the change in
metal width, metal thickness, and inter layer dielectric thickness respectively due

to process variation. The line width () and spacing (S) are anti-correlated by one. That

is, wire spacing variation is the negative of wire width variation. The coefficients &, ,

cll cll caf caf caf ctotal ctotal ctotal R R R :
ki ky, ky', kpt kgt k™ ke kg™ L kg, kpoand ko are the modeling

coefficients in the linearized model and calculated as

ky' =oC, Jow . ki’ =aC,, [oT. ki’ =oC,, [oH
ki =oC,/ow , ki' =oC, /T , ki =oC, |oH ,
ki =2k ki kS =2kt kS kg =2k + ks
ky =0R/OW . k; =0R/OT and k) =0R/0p.

Reference [6.7] proposes a methodology that requires a one-time nominal capacitance
extraction after which look-up tables are used to calculate delta capacitances due to
geometric parameter variations. In this paper, we use empirical capacitance modeling
equations in Chapter 3 to compute linear coefficients. From equation (6.5), we could
calculate the standard deviation of C,,,. in terms of the standard deviations of wire
width-oy, wire spacing-gs, wire thickness-or, inter-layer dielectric thickness-oy,
metal resistivity-o, and dielectric constant-o..;.The mean function are written as
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E(Cwire ) = Cwire (VI/nom 4 Snom 4 Tnom 4 Hnom H 5€ﬁ10m ) : (6 15)

The standard deviation is written as

5
— aC’vwire 6Cwire ’ 6Cwire 2 ( aCwire)2 '
Oc = ((O' W oy )2+(O_ T “ox, ) +((7H By ) T Ok v, ,(6.16)

where Wiom, Snwoms Tnom» Huoms € €ffnom represent the wire dimensions at nominal
values. The linearity assumption model is compared to Monte Carlo simulation. In
this study, Monte Carlo simulation with 10000 runs where the variation sources all vary
simultaneously and independently. That is, each model of process variability provides
10000 sets of random parameter values. As showed in Fig. 6-5, the capacitance
distribution of structure-A with nominal {W, S, T, H, p, e }=4{0.15m, 0.15
m, 1.2 um, 1 ym,2.65u Q2-cm, 3.9} for a 30% 3o variation in all parameters. The
accuracy of mean and standard deviation between the model and Monte Carlo
simulation is good. The accuracy is further investigated by change the amount of
parameter variation as showed in Fig. 6-6. Comparing the standard deviations in
capacitance obtained using models mentioned above and those obtained using
Mote Carlo simulation for a set of random generated test points, the error in
standard deviation is found to be within 2.5% respectively for 30% 3o variation in
all parameters. The results show the validation of the linear model proposed.

Since the interconnect capacitance is correlated to the dynamic power,
which is important parameter for high performance and low power application.

Power variation also draws many attentions recently and may suffer yield loss due
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to process variation [6.7]. So, the variation of dynamic power due the process
variation is discussed here.
The dynamic power dissipation include both interconnects and gates is

given as

Pd = z Sdefl (Cwire + Cgate) 5 (6. 17)

where the summation is over all interconnect and gates of chip. Cyire and Cgye are
the capacitance of interconnect and a gate, Vy, is the power supply voltage, fis the
operation frequency and S is the switching probability. From eq. (6-11), the
dynamic power is proportional to the value of C,;.. and hence the variation of
dynamic power is proportional to the variation of C,,;e.

Delay time and crosstalk model Considering Variations

We consider the delay (#;) and crosstalk (7)) as

t,=23RC, (6. 18)

V,=C,/C (6. 19)

total *

The method mentioned in this paper could be extended to consider the delay
distribution by using other higher order delay model mentioned in Chapter 4. Hence, the
standard deviation of #; in terms of the standard deviations in physical dimensions

ow, 0s, o1, o, and ogeris calculated as

E(td ) = td (VVnom ’ Snom ’ Tnom H Hnom s Eef]rnom) ’ (6 20)

E(Vp ) = Vp (VI/H()m > Snom > Tnom b Hnom > Eeffm)m ) . (6 21)
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The standard deviation of delay and crosstalk are written as o, and o,

a, VP at, Y at, P at, V a, P2
o, = (o0 %) +(o, 2] +(o, 2 +(0 % + (0 22 F | 6,22

B ( o, )2 ( o, ( o, ( o, )2 ( o, )2 02
Oy =\ Owaw) TOsa) T\ Orar) Y\Ouauw) T\Orey 5y .(6.23)

Instead of calculating (6.22) and (6.33) to get the standard deviation for delay

and crosstalk, we propose another better method below

t, =2.3RC =2.3(R,,, + kAW + kEAT + k" Ap)x
(Coortom + KGN+ S AT + K5 AH + k9 Ageff )

total ,nom

R C

nom ~~ total ,nom

C KEAW +kFAT + k8 Ap)+

+ R, (kg AT + RS AT + k™ AH + k9 Aseff )+

total ,nom (

= 2.3 kR (ko AW + k5o AWAT + ko AWAH + k9 AWAseff )+

kR (ko™ ATAW + k5 AT? + k(" ATAH + k2 ATAgeff )+

kR (ko ApAWY + k5 ApAT + k5l ApAH + k29 ApAseff)

(6. 24)

The 2™ order terms are ignored and we could re-write (6.24) formulas as

td =23(R,,C

nom ~~ total ,nom

+KEAW + kAT + ki AH + K Ap+ K Ageff),  (6.25)

td __ R ctotal td __ R ctotal td __ ctotal
Where kW - Ctotal,nom kW + Rnom kW > kT - Ctotal,nom kT + Rm)m kT > kH - Rm)m kH >
kY = Coumonkn and kigy =R, ko The coefficients (k. k") are derived in the

linearized models of capacitance and resistance already. The benefits of the
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linearized models proposed in the thesis is we don’t need additional derivatives to

calculate delay and crosstalk models as (6.22) and (6.23).

Hence, the standard deviation of delay could be calculated as

_ d \? d ( td )2 ( td )2 ( td )2 -5

o, —((O'WkW) +(0'TkT ) +\oyky ) + kap + Ggeﬁrkgeﬁf .
(6. 26)

For crosstalk noise, we could write in the form as

Vp = Cll /Ctotal
(Cprom + KA + KSUAT + kS AH + £ Ageff )
- ctotal ctotal ctotal ctotal
(Corrnom + KE AW + k™ AT + k™ AH + k2 Aceff )

(6.27)

After linearized

y - Ctaon (1+ k)P AW + kYPAT + kP AH + k7 Aceff) 2
= +k, +k; +hy"AH + k5 Ageff ), (6.28)
total ,nom
k cll k ctotal k cll k ctotal k cll k ctotal
where k)P =—%—- % =T _ T k=T and
Il,nom total,nom Il,nom total,nom Cll ,nom total,nom
cll ctotal
Vp = kaeff _ kaetfft
eeff
Cll ,nom total,nom

Hence, the standard deviation of crosstalk could be calculated as
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2

Oy = ((O-Wklf?? )2 + (O-Tk;/p) + (O-Hklzp )2 + (O-Eeﬁ’k;iff )2 )0‘5 : (6.29)

»

The linearity assumption model is compared to Monte Carlo simulation. As
showed in Fig. 6.7 for delay and crosstalk, the capacitance statistical distribution
of structure-A with nominal {W, S, T, H, p, eq={0.15m, 0.154m, 1.2 ym,
1 pm, 2.65u Q-cm, 3.9} for a 30% 3o variation in all parameters. The accuracy
of mean and standard deviation between the model and Monte Carlo simulation is
good. The accuracy of standard deviation of for delay and crosstalk are further
investigated by change the amount of parameter variation as showed in Fig. 6.8
and Fig. 6.9 respectively. The figure shows that the errors are less than 4% for
process variation as much as 30%.

The experiments results above give evidence that the approximation method to
calculate the variation of capacitance, delay and crosstalk for maximum 30% 3 ¢ variation

has insignificant error.

6-5 Optimization Design of Interconnect Considering Process Variations
In previous section, we derive the formula to analyze the amount of output

variation due to the variation of inputs. We will continue to use those formulas on
the optimization of interconnection design. Fig. 6.10 (1-plane (1P)) and Fig. 6.11
(2-plane (2P)) are plots of capacitances and corresponding standard deviation. Fig.
6.12 is the summary of variation percentage for 1-plane and two-planes structure.

From these figures, we could summarize as

1. Cy dominate the total capacitance variation compared to C,r for small pitch. Cy
varies significant over the range of interest. This indicates crosstalk variation may be

significant due to Cy variation.

165



2.  The standard deviation in 2-plane structure is larger than I-plane
structure for coupling capacitance. Therefore, metal lines which have metal runs
over both top and bottom layer tend to more sensitivity to the process variation.

3. From process point of view, the thicker and taller metal line is less
sensitivity to process variation. Hence, local metal layers tend to have issue of
process variation impact compared to intermediate or global metal line.

4.  The capacitance variation in small pitch interconnect is larger than large
pitch capacitance

5. Under same pitch, the interconnect with narrow metal width has smaller
process variation impact on coupling capacitance (cy).

From capacitance (dynamic power) point of view, the narrow width (for
specified pitch) and larger pitch will help to release the impact of process variation.
For backend process which has thicker dielectric and metal thickness will
contribute more process variation immunity. Therefore, the higher metal wire and
via aspect ratio with large spacing between intra-wire is better design if chip has
dynamic power variation concerns.

However, the narrow wire width could increase the resistance of wire and hence
RC delay. The next step is to estimate the impact of variation on the delay and crosstalk
performance.

The variation percentage is important for delay analysis. For example, 100ps delay
variation is 10% setup (or hold time) variation for 1GHz frequency signal vs. 1% difference
for I00MHz. On the other hand, shorter delay caused process variation may be good for
setup time but it may cause hold time violation. Hence, we will focus more on the variation
percentage in the following delay analysis. The Figure 6.13 gives the delay and
corresponding standard deviation due to process variation. There are few interesting

phenomenon are observed.
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The delay decreases with the increasing of pitch; however, the standard
deviation and variation percentage increased with pitch. It is opposite to that
observed in the study of statistical capacitance previously. This is because
for large pitch interconnects, the delay is dominated by resistance of wire
not capacitance.

For W=S, we found the layout design is immunity to the process variation.
At the same time, the delay is minimum at W=S also. This is the balance
between resistance increase (decrease) and capacitance decrease (increase)
for smaller (larger) W. The optimized width and spacing under specified
pitch is observed to be W=S=Pitch/2. The variation percentage contours are
drawing in Fig. 6.14. And again, it shows the half pitch wire width and
spacing is the optimum design considering both process variation and
performance.

From process point of view, the thicker and taller metal line is less

sensitivity to process variation.

Instead of percentage variation, the amount of change on crosstalk is more important

than percentage variation. For example, 0.01V will not be the issue for crosstalk. However,

0.01V crosstalk variation is 10% variation for 0.1V crosstalk noise at nominal and 100%

variation for 0.01V crosstalk noise at nominal. Hence, we will use the amount of change

(standard deviation) of crosstalk noise as the criterion for the following crosstalk noise

analysis.

Figure 6.15 is the crosstalk and corresponding standard deviation.

L.

For thin dielectric and metal thickness of metal line, the crosstalk noise is
small compare to thicker one. At the same time, the standard deviation is
larger for thin metal line than thicker one. Hence, if we take the process

variation into consideration, we found the thinner metal line may have more
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crosstalk noise compare to thick metal line structure which the standard
deviation is smaller.

The pitch which has highest crosstalk sensitivity could be found at specified
pitch. We will explain the relationship between this special pitch and other

interconnect dimension laser in this section.

We turn our attention to compare the design of different technology node. Three

different advanced technologies are chosen for study and they are 65nm, 90nm and 130nm.

The detail simulation parameter and 3 ¢ is provided in Table 6.1. These values are taken

from ITRS roadmap and industry data.

Figure 6.16 and 6.17 are the plots of delay and corresponding variation for different

technology nodes.

From these data, we could found

L.

for smaller pitch, the couple capacitance dominate, hence delay time is large
for older technology (thicker metal)

large pitch section, delay increase with pitch and decrease with dielectric
thickness due to Caf component.

variation on old technology is bigger (rsp. to metal thickness) ; hence, the
standard variation is larger also

smaller pitch section, the smaller metal thickness has smaller RC and
smaller variation. Performance and variation are both better.

P/H=2.5 has optimum (minimum) variation percentage

Figure 6.18 and 6.19 are the plots of crosstalk and corresponding variation for different

technology nodes. The following information is observed.

L.

The trade-off between Vp performance and the standard deviation of Vp is

observed. Again, we use the standard deviation instead the variation
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percentage to evaluate the impact of crosstalk noise caused by process
variation.

2. At a larger pitch, 65nm the variation as a percentage is still higher than
90nm/130nm even though the absolute variation may be more for the
65/90nm at large pitch.

3. P/(T+H)=0.77 has worst (maximum) standard deviation for crosstalk. That is,
such structure which we should try to prevent, the layout/process is most
sensitivity to process variation. So, to minimum the layout area (small
horizontal pitch), the vertical dimension has to be scale-down (P/AT+H)>0.77)
or scale-up (P/(T+H)<(0.77) to prevent the worst corsstalk noise sensitivity
happen. On the contrary, for specified process parameters T and H, we should

design to prevent the layout that happen this criterion.

6.6 Summary

The interconnection parasitic capacitances, delay and crosstalk variation due to process
variations for 1-plane (1P) and 2-plane (2P) structure are shown in this chapter. Based on
the analysis above, 1) the thicker dielectric and metal thickness provide better process
variation immunity which is conflict to the results of the optimization results in Chapter 5
which not take process variation into consideration. 2) P/H=2.5 has optimum (minimum)
variation percentage for delay analysis. 3) P/(T+H)=0.77 has worst (maximum) standard

deviation for crosstalk

Using the optimization methodology presented here that design and process engineer
could achieve robust and insensitive designs with high yield and minimum variation. Hence,
statistical design methodology presented in this chapter will be very useful for the yield

optimization of deep submicron design.
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Table 6.1 Simulation parameter table

130nm 90nm 65nm
Short IMD Global Short IMD Global Short IMD Global
W (A) 1600 + 10% {2000 + 10% 4200 + 10% (1200 + 10% {1400 + 10% {4200 + 10% {900 + 10% 1000 + 10% 4000 + 10%
S (A) 1800 £ 10% {2100 + 10% 14200 + 10% {1200 + 10% 11400 + 10% {4200 + 10% {900 + 10% 1000 + 10% 4000 + 10%
T (A) 2600 + 25% (3700 + 25% 18300 + 25% (2400 + 18% 13100 + 19%  18500+20%  |1800 + 16.4% (2200 + 15% 9000 + 10%
H (A) 5500 + 20% (5400 + 10% 7700 + 10% {4400 + 15% 13200 + 9.22% |7750+6.87% 13100 + 15% 11750 + 13.14% 6700 + 6.85%
€ 3.7410% 3.7410% 4.2+10% 29+ 10% (2.9 + 10% 4.2+10% 2.9+ 10% 2.9+ 10% 4.2 + 10%
0 (rohm-cm) 2.2+ 30% 12.2+30% [2.2+30% 12.2+30% |2.2+30% 22+30% 12.2+30% 2.2 + 30% 2.2 + 30%
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Figure 6.10  Capacitance values and corresponding standard deviation for line-to-line

capacitance (Cyj) and area-fringe capacitance (Cy) for one-plane (structure-A) in Fig.6.4.
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Figure 6.16 (a) delay for different technology node (b) the standard deviation of delay of
2-Planes structure for different technology node. The interconnect structure is calculated
based on table 6.1. The symbol marked by dash-cycle is the minimum pitch dimension for
different technology node mentioned in Table 6.1. IMD+ represents interconnect (n-th layer)

has no metal plates at (n+1 & n-1-th layer) interlayer. IMD++ represents interconnect (n-th

layer) has no metal plates at (n+1, n+2 & n-1 and n-2-th layer) interlayer.

186



—A—65nm IMD

—A—65nm IMD+
—%— 65nm IMD++ E
—=—90nm IMD E
—o—90nm IMD+ 3
—=&— 90nm IMD++ 3
—e— 130nm IMD 3
—0—130nm IMD+

Variation %

Pitch (um)

Figure 6.17  Percentage variation for the delay of 2-Planes structure for different
technology node. The symbol marked by dash-cycle is the minimum pitch dimension
for different technology node mentioned in Table 6.1. IMD+ represents interconnect
(n-th layer) has no metal plates at (n+1 & n-1-th layer) interlayer. IMD++ represents
interconnect (n-th layer) has no metal plates at (n+1, n+2 & n-1 and n-2-th layer) interlayer.

187



Xtalk (V)

05

0.4 F

0.3 F

—A—65nm IMD
—A—65nm IMD+
—X— 65nm IMD++
—a—90nm IMD
—0o—90nm IMD+
—e— 130nm IMD
—0—130nm IMD+
—=&—130nm IMD++

Pitch (um)

technology node (b) the standard deviation of

(a)
0.030 ¢ —— , , 3
0.028 F
0.026 F
0.024 E —A—65nm IMD
0022 E —A—65nm IMD+
E —%— 65nm IMD++
5 0020F —=—90nm IMD
T o0o08E —0—90nm IMD+
é 0.016 £ —e— 130nm IMD
ol 0014 & —=z—130nm IMD+
@ 0012 F —0—130nm IMD++
E 0.010
& 0.008 F
0.006 F
0.004
0.002 E
0.000 E
0 1 2 3 4 5
Pitch (um)
(b)
Figure 6.18  (a) crosstalk for different

crosstalk of 2-Planes structure for different technology node. The interconnect
structure is calculated based on table 6.1. IMD+ represents interconnect (n-th layer) has

no metal plates at (n+1 & n-1-th layer) interlayer. IMD++ represents interconnect (n-th layer)

has no metal plates at (n+1, n+2 & n-1 and n-2-th layer) interlayer.

188



25

20

15 ;

E5 —a— 65nm IMD
—A— 65nm IMD+
—X— 65nm IMD++
—u—90nm IMD
—0—90nm IMD+
—x—90nm IMD++
—e— 130nm IMD
—0—130nm IMD+
—2—130nm IMD++

10

Xtalk Variation %

Pitch (um)

Figure 6.19  Percentage variation for the crosstalk of 2-Planes structure for different
technology node. IMD+ represents interconnect (n-th layer) has no metal plates at (n+1 &
n-1-th layer) interlayer. IMD++ represents interconnect (n-th layer) has no metal plates at
(n+1, nt+2 & n-1 and n-2-th layer) interlayer.

189



Chapter 7 Summary and Conclusions

In this chapter, the key results of this research and the major contributions of the
thesis are summarized.

In this thesis, a complete closed-form capacitance models for three major
structures in very large scale integration (VLSI) are developed. The developed models
include 1) parallel lines in a plane, 2)wire between two planes and 3) inter-layer wire
crossings which consider three-dimensional (3-D) nature. All the capacitance models
agree well with numerical solutions of Poisson’s equation as well as measurement
data.

We then further derive closed-form solutions for the delay and crosstalk noise for
several interconnect structures. The delay and crosstalk formulas allow for simple
analytic prediction of interconnection performance for arvitrary interconnect
dimensions. The delay and crosstalk models agree well with SPICE simulations. Our
model is useful for VLSI design and process optimization.

Based on the models, interconnect delay and crosstalk performance is optimized
over the range of process and design dimension of interest. In specific, we find 1) for
wire without top wiring, the optimal dielectric thickness is relatively small, this well
agreeing with the roadmap of foundry and the aspect ratio limitation of via, 2) for
lines with top wiring, larger dielectric thickness and wire thickness give better
performance, and 3) the range of allowable wire thickness and dielectric thickness
reduces seriously as the design pitch reduces.

We propose statistical capacitance, delay and crosstalk analysis methodology to

help design or process engineer to deliver the robust chip design and enhance the
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product yield. The proposed statistical models shows that errors are less than 2.5%
and 4% for capacitance and delay (and crosstalk) for process variation as much as
30% compared with Monte Carlo simulation. Furthermore, we use these models to
find 1) the thicker dielectric thickness (H) and metal thickness (T) provide better process
variation immunity. 2) For delay analysis, horizontal pitch (P) and dielectric thickness has
one optimum relationship (P/H=2.5) to achieve designs that could reduce performance
impact due to variability. 3) For crosstalk analysis, P/(T+H)=0.77 is the structure most
sensitivity to process variation and both process and design engineer should prevent to use
the structure. Hence, we recommend to use small horizontal pitch (P) so that P <
0.77*(T+H) or large pitch so that P > 0.77*(T+H) to minimum the impact due to process
variation. These results are believed to be helpful in VLSI design and optimization.

These results are believed to be helpful in VLSI design and optimization.
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Chapter 8  Future Prospects

In this chapter, the possible directions for future work are suggested.

Two possible directions of future work are suggested in this section, including
the optimization design include device performance and the statistical analysis of
static power. The real world of interconnect is driven by driver and terminated with
receiver. To provide the analysis with device could give us the overall information
about the optimization in real silicon.

The variation of static power is more and more important in advanced
technology [8.1]. In [8.1], the 20X variation in static is found for 1.3X frequency
variation in microprocessor design. The chip may fail at static power spec even the
speed of this chip meet the spec. Hence, to prevent the over design or under-design of
static power, the statistical design for static power of chip is important in the near
future.

The effects of thermal are becoming more and more important due to increased
of operating frequency and hence dynamic power. Higher temperature increases
interconnect delay because the electrical resistivity of metal increases linearly with
temperature. Therefore, the impacts of temperature on the delay and crosstalk are

worth to further investigate.
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