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摘要 

隨著的積體電路複雜程度不斷增加，其金屬連線對電路特性的影響越來越重

要. 在本論文中，我們發展了一系列完整的超大型積體電路金屬連線電容模型。

這些電容模型包含三種結構 1) 平行的金屬線在一平板之上，2) 平行的金屬線

在上下兩平板之間， 3) 不同金屬層之間的連線交錯所組成的三維電容結構。利

用這些電容模型計算所得到的解和 Poisson 方程式的數值解及量測資料一致。 

有了這些電容模型，我們接著推導一系列的延遲及串音雜訊模型。其包含了 

1) 單一金屬連線，2) 雙線交聯的金屬連線，以及 3)多線交聯的金屬連線系統。

我們也提出了考慮電感效應的延遲模型。我們發現在較慢的操作頻率及長度較長

的金屬線其電感效應並不明顯。本論文提出一種新的準則可以判別電感的重要與

否。這個準則可以讓晶片設計工程師減少需要考慮模擬電感的時機進而減少晶片

設計的時間。這裡所提出的模型皆用 SPICE 模擬驗證並得到良好的準確性。 

根據以上的模型，這裡提出針對延遲及串音雜訊的表現進行金屬連線最佳化

設計的方法。我們發現 1) 對於沒有上層金屬板的連線而言，最佳化的製程結構

為薄的介電質層厚度，2) 對於上層有金屬板的連線，較厚的介電質層及較厚的
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金屬線可以提供比較好的設計容許範圍，以及 3)在較小的線寬及線距之下將，

設計容許範圍會大幅度縮小。 

在進入奈米級的製程時，不管是元件 (前段製程) 或金屬連線 (後段製

程)，製程變動對其特性以及產品良率的影響將是關鍵性因素。因製程變動越來

越明顯，設計的不確定因素越來越大，如動態/靜態功率消耗、延遲及串音雜訊

的不確定。本文採取機率統計的方式來計算金屬連線寄生參數(如電容及電阻)，

延遲及串音雜訊來取代傳統的 corner-based 的方法。使用這種方法可以幫助設

計工程師及製程工程師找到高良率的晶片設計及製造方法。使用機率統計的分

析，我們發現 1) 較厚的介電質層厚度(H)及較厚的金屬線厚度(T)可以提供對製

程變異比較好的抵抗力。2) 對於信號延遲分析， 水平間距 (pitch) (P) 和介電質層

厚度有一最佳的關係(P/H=2.5)，此一最佳結構讓延遲對製程變異不敏感。 3) 對於

串音雜訊而言，P/(T+H)=0.77 的結構對製程變異敏感度最大。設計或製程工程師應

該避免此一結構。所以針對串音雜訊，我們建議佈局的範圍為 P < 0.77*(T+H) 或 P 

> 0.77*(T+H)。本文的內容相信對超大型積體電路的設計以及最佳化有很大的助

益。 
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Abstract 

Increasing complexity in very large scale integration (VLSI) circuits makes 

metal interconnection a significant factor affecting circuit performance. The 

dramatically increased amount of interconnection line in chip makes the interconnect 

delay and crosstalk noise more dominant factors in the overall circuit speed. In this 

thesis, we first develop new closed-form capacitance formulas for three major 

structures commonly happened in VLSI, namely, 1) parallel lines in a plane, 2) 

parallel lines between two planes and 3) inter-layer wire crossings which are 

three-dimensional (3-D) nature. The capacitance models agree well with numerical 

solutions of three-dimensional (3-D) Poisson`s equation as well as measurement data. 

We then further derive closed-form solutions for the delay and crosstalk noise for 

several interconnect structures. The structures include, 1) interconnect system which 
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has only one line, 2) interconnect system which has two parallel coupled wires and 3) 

interconnect system which has multiple wires coupled with each other. We also 

propose analytical models considering the effects of interconnect inductance. We 

found the effect of inductance is not significant for lower frequency operation 

conditions and longer line. Hence, another contribution of this thesis is that we 

propose criteria to help the designer to answer the question, “when does the 

interconnect inductance become important?”. It is helpful to reduce the efforts of 

performing full chip simulation with inductance. The delay and crosstalk models 

proposed in this thesis all agree well with SPICE simulations. 

Based on the models, interconnect delay and crosstalk performance is optimized 

over the range of process and design dimension of interest. In specified, we find 1) for 

wire without top wiring, the optimal dielectric thickness is relatively small, this agree 

with process concept nowadays 2) for lines with top wiring, larger dielectric thickness 

and wire thickness give better performance, and 3) the range of allowable wire 

thickness and dielectric thickness reduces seriously as the design pitch reduces. 

The variations in the process, whether device (front-end) or interconnect 

variations (backend), is becoming critical issue for nano-era chip designs. Along with 

increased process variations, the design uncertainty is increasing such as dynamic 

power consumption, delay and crosstalk noise. Traditional corner-based analysis 

provides pessimism or optimism design; hence, we propose the statistical parasitic (ex. 

capacitance and resistance), delay and crosstalk analysis methodology which help 

design or process engineer to deliver the robust chip design and enhance the product 

yield. In this study, we find 1) the thicker dielectric thickness (H) and metal thickness (T) 

provide better process variation immunity. 2) For delay analysis, horizontal pitch (P) and 

dielectric thickness has one optimum relationship (P/H=2.5) to achieve designs that could 

reduce performance impact due to variability. 3) For crosstalk analysis, P/(T+H)=0.77 is 
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the structure most sensitive to process variation and both process and design engineer 

should prevent to use the structure. Hence, we recommend to use small horizontal pitch (P) 

so that P < 0.77*(T+H) or large pitch so that P > 0.77*(T+H) to minimize the impact due 

to process variation. These results are believed to be helpful in VLSI design and 

optimization. 
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layer) has no metal plates at (n+1, n+2 & n-1 and n-2-th layer) interlayer. 
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Chapter 1   Introduction and Motivation for Research 

 

This chapter presents the introduction and motivation for the modeling of 

Very-Large-Scale-Integrated circuit (VLSI) interconnection. It is well known that the 

interconnect is becoming an important bottleneck in Ultra-Large-Scale-Integrated 

circuit (ULSI) performance. Accurate interconnect modeling methods are required to 

evaluate interconnect parasitic and it’s impact on the interconnect performance and 

the optimization interconnect design.  

In Section 1.1, we first present an overview and background for multilevel 

copper metallization. Section 1.2 reviews the basic interconnect process for CMP, and 

Section 1.3 reviews the basic interconnect design method. In Section 1.4, we discuss 

the motivation for this thesis, including previous related work and a brief summary of 

the contributions of this thesis. Finally, Section 1.5 presents the organization of the 

rest of the thesis. 

 

1.1 Overview Of VLSI Interconnects 

The standard aluminum-copper alloy has been the choice for interconnects in 

integrated circuits for over three decades. However, with severe dimension shrinkage 

and transistor performance improvements in integrated circuits, the interconnect delay, 

crosstalk and the geometry variation during fabrication are becoming an important 

bottleneck in Ultra-Large-Scale-Integrated circuit (ULSI) performance and fabrication, 

especially at the gate lengths of 0.25 μm and below as shown in Fig. 1.2 [1.1]. The 

substitution of copper for the standard aluminum-copper alloy for interconnects is an 

big step in this transition. IBM and Motorola each announced their revolutionary 
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transition to copper interconnect technology at the 1997 IEEE International Electron 

Devices Meeting Fig. 1.1 [1.2, 1.3].  

The migration to new alternatives material for metal and dielectric, interconnects 

design has bring-up many process integration issues as well as design challenge. The 

new technology gave more promising on smaller wire spacing and thinner wire 

thickness; hence, the signal integrity issue now draws more and more attention due to 

advanced wire technology. 

 

1.2 Interconnect Integration and Processes Variation Issues 

It is well known that multilevel topography, or surface height variation, resulting 

from pattern dependencies in various processes, especially Chemical-Mechanical 

Planarization (CMP) in Fig.1.3, is a major problem in interconnects. CMP induced 

copper dishing and erosion that would cause the deviations of interconnect resistance 

and capacitance as shown in Fig. 1.4.  

With scaling of the trench thickness, erosion and dishing have to be minimized 

correspondingly to meet performance requirements. It is a major challenge to reach 

the requirements set by the International Technology Roadmap for Semiconductors 

(ITRS), 2005 edition, which is increasingly stringent at 65 nm and below, Table 1.1. 

 

Process approach to improve the CMP erosion and dishing. 

In order to improve polishing performance and compatibility with low-κ 

dielectrics, cost-efficient low down force CMP polishing techniques have to be further 

developed. Several potential technologies, such as ACM’s electropolishing 

technology and Applied Materials’ electrochemical-mechanical polishing (ECMP). 

ACM Research proposes that electropolishing can be the solution for the next 

generation copper planarization [1.4]. Electropolishing can be looked at as the reverse 
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process of electroplating. The surface copper on the wafer, acting as an anode under 

external applied voltage, is converted to copper ions by losing electrons, which then 

dissolve into the electrolyte. The voltage will determine the current density, and the 

copper removal rate is proportional to the current density. This stress-free, 

non-contact process is friendly to low-K dielectrics. However, the price is low 

planarization capability due to nearly equal removal rates at field, protruding, and 

recessed locations [1.5]. There is no dielectric loss or erosion problem, however, since 

electropolishing is inert to nonconductive materials. Thus an initially flat topography 

is necessary to limit dishing due to low planarization ability. The use of conventional 

CMP to remove steps in the bulk copper prior to electropolishing is a potential 

solution, although this appears to require two equipment sets and steps. Another 

approach is to place dummy fill in wide structuresto flatten the post-plating 

topography [1.4]. However, the problem of low planarization ability still limits the 

application of electropolishing in manufacturing. 

Applied Materials’ electrochemical-mechanical planarization, or ECMP, is 

seeking to solve the problems of CMP and electropolishing, while keeping the 

advantages of these two processes by combining electrochemical copper removal with 

conventional CMP [1.6]. The wafer with an applied voltage is submerged in an 

electrolyte, as in electropolishing. A specially designed chemical is added into the 

electrolyte that passivates the surface of copper to block copper dissolution. A 

rotating polishing pad then softly removes the contacted copper-complex passivation 

layer only on raised copper areas to open the path for copper dissolution under the 

applied voltage. The recessed areas are protected by the passivation layer and remain 

untouched. Figure 1.5 compares the differences in polishing mechanism between 

electropolishing and ECMP. 

However, ECMP still has some limitations in its application to current 
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semiconductor technology. Conventional CMP steps are stilled required, following 

the bulk copper removal by ECMP, in order to achieve copper clearance and then 

barrier removal. However, the over-polishing using conventional CMP required to 

clear the copper from field regions to account for both chip-scale topography and 

wafer-scale, nonuniformity can still introduce significant dishing and erosion.  

 

Design approach to improve the CMP erosion and dishing. 

In order to further improve the polishing productivity and planarity to compete 

with ECMP, dummy filling, slotting will likely be required in conjunction with CMP 

process improvements. Design method to modeling these geometry variation and 

corresponding performance impact is also important to prevent under-design or over 

design which both cases will decrease the yield of the chip. 

 

1.3 Theory Background and Motivation Of This Thesis  

Many works have been devoted to calculating line capacitance, e.g., [3.2]-[3.4]. 

Sakurai and Tamaru [3.2] derived formulas, both for parallel lines on a large plane. 

Choudhury et al. [3.3] gave models for several layout primitives but only for one set 

of technology parameters. Chern et al. [3.4] gave a general capacitance formula for 

three-dimensional crossing lines assuming the same dielectric and wire thickness for 

all layers.  

For delay and crosstalk modeling, Sakurai [4.15] derived a good simple solution 

of the partial differential equation of a single isolated line under the assumption of 

step input waveform. This model is good for its intended applications such as two 

coupled lines and high input impedance gates. However, it overestimates or 

underestimates the amount of crosstalk signal for more general structures. Moreover, 

no general closed-form solution of the delay time and crosstalk noise voltage was 
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shown in Sakurai’s paper in the case of two coupled lines. Cases and Quinn [4.16] 

discussed the transient response of single RLC transmission lines but the closed-form 

solution was omitted from their work. The coupled interconnect structure, which is 

very important in VLSI circuits, was not discussed. Davis and Meindl [4.17], [4.18] 

gave the closed-form solution for coupled RLC transmission lines but the step input, 

infinite length line and open load were assumed in their work.   

The yield loss will worsen in future technologies due to increasing process 

variations. This is because as the feature sizes decrease, the ability to control the 

manufacturing spread or accuracy of a given feature size or doping concentration is 

also decreasing. Along with increased process variations, the uncertainty caused by 

design is also increasing such as interconnect coupling noise and delay. The impact of 

these process variations on performance has been increasing with each process 

technology generation. These is no any method so far for the optimization design of 

interconnect by considering the process variation. 

Thus, the main goals and objectives of this thesis are as follows: 

1. Develop comprehensive and accurate interconnect capacitance formulas for 

delay, crosstalk and optimization design 

2. Develop an generalized accurate delay and crosstalk modeling for 

optimization design 

3. Provide the interconnection optimization method considering both the delay 

and crosstalk noise; and 

4. Provide the statistical modeling and interconnection optimization method 

considering the process variation  

1.4 Thesis Organization 

This thesis is organized into eight chapters. Chapter 2 gives a brief summary of 

the plan and procedure for this thesis.  
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In Chapter 3, the comprehensive capacitance, resistance and inductance 

modeling methods are discussed. Chapter 4 introduces the comprehensive 

interconnect delay and crosstalk analytical modeling for various interconnect 

structures. Chapter 5 presents the interconnect optimization method based on the 

analytical formulas derive from chapter 3 and chapter 4. Chapter 6 presents the 

statistic capacitance, delay and crosstalk models and optimization design based on the 

model is discussed. Chapter 7 summarizes the major results and contributions of this 

thesis. Finally, Chapter 8 discusses potential topics for future research in this area. 
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Figure 1.1 Copper metallization morphology of a six-level structure. 
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Figure 1.2 Circuit delay as a function of the feature size (low K=2). 
 



9 

 
Figure 1.3 CMP tool. 
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 Figure 1.4 Copper CMP pattern dependencies. 
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Table 1.1 MPU interconnect technology requirements of SIA roadmap—near-term 

years. 
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Figure 1.5 Mechanisms of electropolishing and ECMP [1.6]. 



Chapter 2   Methodologies and Modeling Developments 
 

Before discussing the details of interconnect analytical models and optimization design, 

it is necessary to introduce the overall methodology and formulas development plan. 

Figure 2.1 is the general interconnect structure which is driven by the drivers and 

terminated with receiver. The parasitic R, L and C are distributed across the interconnect. Two 

important performance parameters for interconnect are the delay and crosstalk noise which 

are correlated to the value of R/L/C parasitics.  

First, an accurate interconnect parasitic models are must-have information to discuss the 

overall performance of interconnect. Based on the capacitance models, a set of new 

generalized delay and crosstalk model are derived and verified. And then, we have the 

required formulas on hand, the optimization design is then discussed. 

In the presence of process variation, the study of the statistic analysis on delay and 

crosstalk are introduced. 

2-1 Methodologies and Modeling Developments 

The general interconnect layout is shown in Fig. 2.2. Interconnect could be categorized 

into three structures (Region A, B and C) based on the correlation between wire under 

discussion and near by interconnect layout. Region A represents interconnect surrounded by 

metal line at the same layers (intra-layer) and with many dense coupled wires of different 

layer (inter-layer) run across it. Region B represents interconnect surrounded by intra-layer 

wires and without inter-layer wire run over it. Region C represents interconnect surrounded 

by intra-layer metal lines and with single inter-wire (or a set of loosely coupled wires) run 

across it. In Region A, we could emulate the structure as lines with top plate. For any metal 

density equal 33% or greater (metal_spacing < 2*metal_width) can be approximated as a 

plate with negligible loss of accuracy due to the electric field shielding effect. Hence, we 

could model the dense-coupled wire as big plate [2.1]. Otherwise, 3-Dimensional effects need 

to be considered like interconnect crossover area as Region C. In Region B, the structure 

emulates lines without top wiring.  In Region C, the capacitance is of a 3-D nature due to 
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fringe field in crossover section. The total crossover-area capacitance (Region C) can then be 

easily obtained by combining the crossover capacitance with the 2-D intralayer coupling 

capacitance. Then, we provide a systematic approach to decompose any structure into a series 

of 3-D plus 2-D segments. Therefore, the total capacitance (Ctotal) of dash wire in figure is 

calculated as Ctotal=CRegion_B+CB Region_C+CRegionB+CRegionA. The dash wire represents the wire 

need to calculate the capacitance in Fig. 2.2. Our assumptions are that any interconnect 

structures are the combination of the three basic structures and any interconnect capacitance 

could be extracted by dividing interconnect into the three capacitance elements. Hence, one of 

our goals of this thesis is to develop the capacitance models for all the three structures.  

The methodology to develop the capacitance formula is highlighted in Fig. 2.3. A set of 

accurate empirical capacitances for the three structures mentioned above will be provided in 

Chapter 3 along with the methodology. 

With capacitance models derived in Chapter 3, we develop analytical formulas of 

interconnect delay and crosstalk noise in Chapter 4. From Fig. 2.2, we could see that 

interconnect could be layout as single isolated wire or dense coupled wire. Hence, different 

delay and crosstalk noise model are developed for various interconnect structures. 

To this point in the thesis, we have the detailed analysis techniques and formulas for 

interconnect parasitic, delay and crosstalk model. In Chapter 5, we will use the formulas 

derived from Chapter 3 and Chapter 4 to drive the optimization studies. Two optimization 

methodologies, process and design optimization, are proposed in Chapter 5. The goal of the 

optimization is to find the maximum design or process window that meet the delay and 

crosstalk noise criterion simultaneously. 

The statistical analysis techniques are discussed in Chapter 6. We will propose the 

method for statistical capacitance, delay, crosstalk analysis. The proposed methodology is 

shown in Fig.2.4. Our plans, based on the methodology, are to develop (A) layout design 

techniques that can deal with variability, and (B) process parameters that reduce the 
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performance due to variability. 

2-2 Summary 

This research adopts an empirical modeling methodology for interconnect 

capacitance. Delay and crosstalk noise analytical models are proposed, too. By 

incorporating the capacitance, delay and crosstalk models presented in this thesis, the 

optimization design is presented. Finally, the statistical analysis method is given to 

consider the issue of process variations. 
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Figure 2. 1 General interconnect structure plot with driver and receiver. 
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Figure 2. 2 Interconnect could be categorized into three structures (Region A, B 
and C). Region A represents interconnect surrounded by metal line at the same layers 
(intra-layer) and with many dense coupled wire of different layer (inter-layer) 
inter-wires run across it. Region B represents interconnect surrounded by intra-layer 
wires and without inter-layer wire run over it. Region C represents interconnect 
surrounded by intra-layer metal line and with single wire (or a set of loosely coupled 
wires) run across it. The dash wire represents the wire need to calculate the 
capacitance. Decomposition of interconnect structure into a series of 3-D and 2-D 
segments. The total capacitance (Ctotal) of dash line 
Ctotal=CRegion_B+CRegion_C+CRegion_B+CRegion_A. 
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Figure 2. 3 Methodology for interconnect capacitance model development  
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Figure 2. 4 Methodology for interconnect statistical analysis  
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Chapter 3   Interconnect Parasitic Component 

Modeling 
 

3-1 Two-dimensional Interconnect Capacitance Model and Extraction 

With the increasing complexity in VLSI circuits makes metal 

interconnection a significant factor affecting circuit performance. In this thesis, 

we first develop new closed-form capacitance formulas for two major structures 

in very large scale integration (VLSI), namely , 1) parallel lines in a plane and 2) 

wires between two planes, by considering the electrical flux to adjacent wires 

and to ground separately . We then further derive closed-form solutions for the 

delay and crosstalk noise. The capacitance models agree well with numerical 

solutions of three-dimensional (3-D) Poisson’s equation as well as 

measurement data. The delay and crosstalk models agree well with SPICE 

simulations.  

In modern very large scale integration (VLSI) technology, efforts have 

been devoted to reduce metal wiring pitch to increase chip density and to save 

silicon budget [3.3]-[3.5]. This makes metal wiring line resistance and 

line-to-line capacitance, thus the resistance-capacitance delay (RC delay) and 

interline crosstalk noise, increase. The huge amount of interconnection line in 

VLSI makes the interconnect delay and crosstalk noise more dominant factors 

in the overall circuit speed [3.6]-[3.8]. 

Many works have been devoted to calculating line capacitance, e.g., 

[3.2]-[3.4]. Sakurai and Tamaru [3.2] derived formulas, both for parallel lines 

on a large plane. Choudhury et al. [3.3] gave models for several layout 

primitives but only for one set of technology parameters. Chern et al. [3.4] gave 

a general capacitance formula for three-dimensional crossing lines assuming 

same dielectric and wire thickness for all layers. In delay and crosstalk 

modeling, Sakurai [3.5] gave equations of distributed RC line, but solutions 

were not obtained in closed-form. 

In this thesis, we give a new model of metal interconnection, where 

closed-form formulas are derived for the wiring capacitance, delay and 

crosstalk noise, all as explicit functions of the wire thickness, dielectric 

thickness, inter-wire spacing and wire width. New capacitance formulas are 
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first developed for two major structures in VLSI: 1) parallel lines on a plane 

and 2) wires between two planes; combinations of them can cover any given 

layout. The developed capacitance formulas then in turn lead to closed-form 

formulas for the delay, crosstalk noise, optimization design and statistic 

analysis: Chapter 3 derive the capacitance model, Chapter 4 gives the delay and 

crosstalk models, Chapter 5 gives the optimization of interconnect and Chapter 

6 provide the statistic analysis of interconnect.  

We define two capacitance structures: 1) parallel lines on one plate as 

shown in Fig. 3.1(a), and 2) parallel lines between two plates as shown in Fig. 

3.1(b). The first structure emulates lines without top wiring, and the second 

structure emulates lines with top wiring. In VLSI, that a line in a given layer is 

not (is) underneath a line can be covered by the first (second) structure. 

Developing formulas for the two fundamental structures is useful for simulating 

arbitrary integrated circuit layouts.  

The interconnect capacitance is decomposed into two capacitance 

components; 1)  llC  is the flux to adjacent wire which affects both wiring 

delay and crosstalk noise and 2) afC is the area and fringe flux to the 

underlying plane which determines wiring delay only. 

  Physical approach requires analytical solution of Poission`s equation, 

which often results in lengthy and complicated equations, often nonsolvable. 

Thus, we adopt a semi-empirical approach here [3.2]-[3.5]. We use rations 

functions to give simple and explicit observations of field line variations with 

geometry parameters. The derived formulas model the field flux from different 

portions of an electrode separately, so that unique dimensional dependence of 

each electrical flux can be taken care of independently. 

A. Parallel Line on a Ground Plane 

As shown in Fig. 3.1(a), wire thickness is denoted by T, dielectric 

thickness by H, inter-wire spacing by S and wire width by W. The range of 

dimension is chosen as 0.15 < T <1.2, 0.16 < H < 2.71, 0.16 < S < 10, and 0.16 

< W < 2, all in unit of micrometers. The ranges of these parameters are selected 

based in applications in deep submicron VLSI. Although our models [(1)-(4) 

below] are tested and verified only over these selected ranges, they should 

prove to hold for parameters outside the above ranges. It is simply because the 
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solutions to Poisson’s equation are majorly affected by the relative values of the 

dimensional parameters, not their individual ones. This is exactly the rationale 

behind the derivation of our models in what follows. 

  First, llC  is modeled as the summation of three rational functions 

which simulate three flux components, and is obtained explicitly via the 

least-square fitting as  
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where 141085.89.3 −××=∈ox F/cm and it could change to eff∈ easily by 

considering multi-layer effective dielectric in modern VLSI technology. The 

first term on the right-hand side of (3.1) models side-wall flux, which linearly 

proportional to T and decrease as H/S decrease (i.e., as ground flux increases), 

because more flux originated form side wall now gets attracted to ground. The 

second term gives the upper-surface flux contribution, which increases as W 

increases or as S decrease, and which is independent of the ground flux. The 

third term models the lower surface flux, which is heavily inversely 

proportional to the ground flux. The power-law dependence in these functions 

has been a good approximation to the field strength between adjacent 

non-overlapping perpendicular surfaces [3.2] and [3.5]. 

afC  is similarly modeled as the summation of three rational functions to 

simulate three flux components, and is obtained explicitly via the least-square 

fitting as 
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The total capacitance of the wire bM  is llaftotal CCC 2+= . The first term 

, 

. 
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in the right-hand side of (3.2) models bottom plate-to-ground flux, which is 

simply the plate-to-plate capacitance. The second term and the third term model 

the upper surface and side-wall flux contributions, respectively; in the both 

terms, that the flux reduces with reduced S is because more coupling flux is 

attracted to the adjacent electrode aM and bM . 

B. Parallel Lines Between Two Planes 

     As shown in Fig. 3.1(b), the thickness of top dielectric layer and 

bottom dielectric layer are denoted by 1H  and 2H , respectively. The range of 

dimension is as in the previous case, expect that 0.16 < 1H  < 2.71 and 0.16 < 

2H  < 2.71 . By similar rational function approach and similar reasoning as 

before, llC  is modeled to simulate the side-wall flux and upper lower planes 

flux. afC  is modeled to simulate the upper and lower surface flux and the 

side-wall flux. Again, using least-square fitting, we have 
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and 
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Again, llaftotal CCC 2+= . 

C. Model Validation 

The accuracy of our capacitance model is verified by numerical solutions 

from Raphael [3.1] and measured data. We also include results from Sakurai`s 

. 
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analytic model [3.2], [3.5] for comparison, Fig 3.2(a) gives the comparison 

results for wires on one plane. The accuracy of llC , afC  and the interaction 

between them are observed, and improvement of our model over Sakurai’s 

model [3.2], [3.5] is demonstrated. The comparison of our model for wires 

between two planes with Raphael is shown in Fig. 3.2(b). The detail error table 

for Fig, 3.2(a) and (b) are given as Table 3.2 and Table 3.3 respectively, which 

only displays a partial set of our data used for parameter fitting. Note that in Fig, 

3.2(b). p
llC1  denotes the coupling capacitance obtained from Sakurai’s model 

[3.2], and p
totalC1 is the value by adding up the capacitances to top plate and to 

bottom-plate calculated using Sakurai’s model [3.2]. The root-mean-square 

error (rmse) for afC ( llC ) is 3.68% (4.45%) and 1.05% (16.13%) for one- and 

two-plane cases, respectively. The number of data points used in calculating the 

root mean square error is 627. 

  Our model is further compared with measured data, and the results are 

shown in Table 3.1. Five dies have been measured per wafer for six wafers, and 

the typical die around the distribution mean was used for comparison. Test 

structures were fabricated in two technologies: 1) a 0.5-μ m twin-well CMOS 

with SOG plannarized three-level metals and 2) a 0.35-μ m twin-well CMOS 

with chemical mechanical polished (CMP) three-level metals. All dielectric 

thicknesses used in model calculation are measured from large-plane capacitors 

on the same die as measured structures for accurate reflection of dielectric 

constant and dielectric thickness H. This thickness H is used for calculating all 

capacitance structures. The large-plane capacitors have been placed close to 

other capacitance structures in test key to eliminate intra-die dielectric thickness 

variations. Wire width W, inter-wire spacing S, and wire thickness T are 

determined from SEM bars of small inter-wire spacing on the same wager. The 

small spacing between SEM bars guarantees that horizontal dimension in dense 

array is adopted for capacitance calculation. All measurements are executed 

using a HP4284 impedance meter at 100 kHz, with all parasitic effects canceled 

using an open-pad calibration structure. Good agreement is observed, and this 

further demonstrates the accuracy of our capacitance model. 

Accurate closed-form models have been developed for wire capacitance. 
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The capacitance model gives line-to-line and line-to-ground capacitances 

separately, and lead to precise delay and crosstalk estimations provided in next 

chapter. These formulas allow for simple analytic prediction of capacitance for 

arbitrary interconnect dimensions. Our model is useful for VLSI design and 

process optimization. 

3-2 Three-Dimensional Interconnect Capacitance Models and Extraction 

We develop an empirical model for the crossover capacitance induced by 

the wire crossings in VLSI with multilevel metal interconnects. The crossover 

capacitance, which is formed in any three adjacent layers and of a 

three-dimensional (3-D) nature, is derived in closed form as a function of the 

wire geometry parameters. The total capacitance on a wire passing many 

crossings can then be easily determined by combining the crossover 

capacitance with the two-dimensional (2-D) intralayer coupling capacitance 

de-fined on a same layer. The model agrees well with the numerical field solver 

(with a 6.7% root-mean-square error) and measurement data (with a maximum 

error of 4.17%) for wire width and spacing down to 0.16m and wire thickness 

down to 0.15m. The model is useful for VLSI design and process optimization.  

Deep submicrometer integrated circuit performance is influenced by 

interconnect RC delay [3.9]–[3.11]. Although the device delay decreases as the 

technology scales down, the inter-connect-induced delay, however, increases, 

because both line resistance and intralayer capacitance increase [3.9], [3.10], 

[3.12]. In VLSI circuits with multilevel interconnects, lines in adjacent metal 

layers are placed orthogonally to each other to minimize over-lapped 

capacitances and enhance routing flexibility. This procedure forms many wire 

crossings, inducing crossover capacitance, which becomes the major factor in 

affecting the circuit speed [3.10], [3.13]. An accurate model for the crossover 

capacitance is essential for estimating the interconnect circuit performance. 

Many previous works on interconnects exist in the literature. The works of 

[3.11], and [3.13]–[3.15] either considered two-dimensional (2-D) structures or 

approximated the three–dimensional (3-D) wirings by 2-D cross sections; both 

approaches cannot model 3-D fringe field. The models of [3.13]–[3.15] were 

based on numerical solutions, thus not allowing for closed-form estimation. The 

work of Chern [3.10] gave a crossover model for triple-level metal layers but 

with same thickness in all layers. The work of Pan et al. [3.16] derived an 
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analytical expression for crossover capacitance specifically for packaging 

geometries. The work of Kuhn et al. [3.17] gave an optimization study for delay 

time and power dissipation using combined device and interconnect 

capacitances; it, however, ignored both intralayer coupling and crossover 

capacitances that are important in deep submicron VLSI. The work of Vladimir 

and Mittra [3.18] gave improved boundary conditions for numerical solution of 

interconnect and packaging capacitances. Some other works focused on novel 

measurement methods for extracting interconnect capacitance on various layout 

structures. For instance, the work of Wee et al. [3.19] developed a complete set 

of structures for characterizing multilevel metal capacitances for both stack and 

crossing configurations; the impact of metal-edge slope and void was also 

extracted. The work of Nouet and Toulouse [3.20] characterized interlayer and 

intralayer capacitance novel test patterns, and compared on-chip and off-chip 

measurement. In [3.20], it was identified that the 3-D crossings (crossover) is a 

critical component in the total wiring capacitance, and a linear model with 

different components was then proposed with linear dependence on area, 

periphery length, and spacing. The work of Aoyama et al. [3.21] characterized 

coupling and ground capacitance using test patterns and numerical solutions, 

and it provided an optimization study by wire pitch to dielectric thickness ratio. 

The work of Chao et al. [3.22] presented a novel extraction method-ology and 

test pattern, with verifications on SOG and CMP processes. The work of Chen 

et al. [3.23] gave a novel on-chip measurement method for small wire 

capacitance. In [3.24], we developed models for 2-D wiring capacitance, wire 

delay, and inter-wire cross-talk noise. The capacitance model of in previous 

section gives accurate intralayer and line-to-ground capacitance estimation for 

both parallel lines on a plane and lines between two planes, with agreement 

with measurement data.  

In this thesis, we continue our work in previous section by focusing on the 

modeling of crossover capacitance for VLSI’s with multilevel metal 

interconnect of arbitrary dielectric and wire thickness, width, and spacing in all 

layers. The crossover capacitance is formed in any three adjacent layers of the 

multilevel metal interconnects and is of a 3-D nature. We derive closed-form 

formula for the crossover capacitance as a function of the wire geometry 

parameters of three adjacent layers, including the wire width, spacing, thickness, 
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and dielectric thickness of a line and of lines in the upper and lower layers. The 

total net capacitance on a wire passing many crossings can then be easily 

obtained by combining the crossover capacitance with the 2-D intralayer 

coupling capacitance defined on a same layer obtained in previous section. The 

result of our model shows agreement with the numerical field solver [3.25] and 

measurement data. This work extends the work of 2-D modeling provide in 

previous section to provide a complete solution for the modeling of 

interconnect capacitance for arbitrary multilevel interconnects. The complete 

model can be used in the delay and capacitance estimation in circuit design and 

process optimization. 

The crossover capacitance is formed in any three adjacent layers of the 

multilevel metal interconnect. Consider any triple-level wire crossings, as 

shown in Fig. 1, where the second-level metal lines ( 2M ) cross the first-level 

( 1M , the lower level) and third-level ( 3M , the upper level) metal lines. The line 

width, pacing, and thickness are denoted by, iW , iS and iT  for the ith-level 

metal layer, 3,2,1=i . The dielectric layer thickness is denoted by 1H , 2H , 

and 3H for the dielectric between 1M and the substrate (or the next lower layer, 

say, 0M ), and 2M , 1M and 3M and 2M , respectively. For each 2M  line 

crossing 1M  line, a crossover capacitance crC  exists. Note 

that 1M and 3M lines are not necessarily aligned to each other. This capacitance 

crC  is restricted within a neighborhood of the lines intersection. Outside the 

intersection neighborhood, 2M line capacitance can be estimated by existing 

2-D intralayer coupling capacitance models discussed in previous section.  

To derive the crossover model for crC we adopt an empirical approach here, 

because the usual power series or numerical solutions for Poisson’s equation 

are not appropriate for VLSI simulation [3.25], [3.26]. In deriving these 

expressions, a rational function is first constructed to model each type of 

electrical flux variations with geometry variation. The rational functions are 

then multiplied to each other to form one flux component. Finally, all flux 

components are added, giving the lumped crossover capacitance crC . Here, 

three flux components, 1C , 2C , and, are involved. That is   
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321 CCCCcr ++= .                       (3. 5)         

 

Capacitance 1C represents the area component from 1M top surface to 2M  

bottom surface. Capacitance 2C represents the component from 1M side wall 

to 2M bottom surface. Capacitance 3C represents the component from the 2M side 

wall to 1M top surface. To derive 1C , note that 1C is simply the plate-to-plate 

capacitance, and hence 
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where 141085.89.3 −××=∈ox F/cm and it could change to eff∈ easily by 

considering multi-layer effective dielectric in modern VLSI technology.  

The flux component 2C  is modeled as the product of rational functions in 

the following general form:  
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(3. 7) 

where the ic ’s are constants and the iα ’s are the power coefficient, both to be 

determined later. 

We now explain the physical rationale behind each term adopted on the 

right-hand side of (3) for 2C  : 1) the 2W  term follows from a power-law 

dependence of the capacitance on the line width [3.10], [3.11], [3.26]; 2) the 

1S  and 2S  terms are to catch the intrawire spacing dependence: Because the 

1M  side wall to 2M wire flux is reduced by intra- 1M flux as shown in the 

cross-section A of Fig. 3.3, 2C decreases with reduced intra- 1M spacing 1S ; 

similar impact can be induced by intra- 2M spacing 2S . Here, the same power 

, 

, 
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coefficient 2α is used to reflect their same influence; 3) the term 

( )( ) 3
2211 / αHcTT +  is adopted to model the fact that the flux originated from 

side wall heavily relies on the wire side wall thickness with a power-law 

dependence [3.11]. The power-law dependence has been proved in [3.26] as a 

good approximation to the field strength between adjacent non-overlapping 

perpendicular surfaces. Note that this dependence will be weakened for large 

thickness (because such flux only exists at the side wall corner adjacent to the 

dielectric layer); the constant reflects this dependence weakening; 4) the terms 

( )( ) 4
1311 / αScTT +  and ( )( ) 3

1411 / αScHH +  are used to model the fact that 2C  

decreases with reduced 11 / ST  as well as with reduced 11 / SH  because of 

enhanced flux from 1M to ground plane, as shown in the cross-section A of Fig. 

3.3; and 5) the exponential term modifies the 2/1 H dependence constructed in 

(2), giving weakened 2H impact with increased 12 / SH , because intra- 1M flux 

prevents field lines from being pulled up to 2M , electrode, as shown in the 

cross-section A of Fig. 3.1.  

To derive 3C , we observe that 3C  is approximately a 0180  turnover 

of 2C . Therefore, similar mathematical patterns will be adopted to emulate the 

similar electrical flux distributions. Differences in 2C  and 3C  exist, 

however: 2C  has a larger plate next to (or under) the side wall flux, 

whereas 3C has many narrower wirings ( 3M wires) next to (or above) the side 

wall component. The consequence is that the side wall flux reduction induced 

by larger adjacent plane in 2C  and by adjacent wirings in 3C  will be 

different. 3C  is modeled in the following general form: 
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where the id ’s are constants and the iβ ’s are the power coefficients, both again 

to be determined later.  

, 



30 

Now, similar physical explanation, as is the case with 2C ,can be made for 

each term on the right-hand side of (4) for 3C : 1) the 1W  term shows the 

power-law dependence as be-fore; 2) the power terms of 1S  and 2S  again 

catch the intra-wire spacing dependence, but here we use different power 

coefficients for them because their influence will be different. In fact, the 

influence of 2S  term in 3C  is weaker than in 2C , for the impact in 3C  is 

weakened by the 3M -to- 2M  flux; 3) the term ( )( ) 4
2222 / βHdTT +  models the 

fact that 3C  increases with increased 22 / HT ; 4) the exponential term further 

modifies the 2/1 H dependence constructed in (2), giving weakened 2H  impact 

with increased 22 / SH , because intralayer flux prevents field lines from being 

pulled down to 1M electrode; and 5) the last term ( )( ) 5
2533 / βSdHH +  models 

the impact of 3M  layer on 3C , which gives reduced 3C  with reduced 23 / SH , 

because the intralayer coupling flux between 2M lines forms a shield that 

isolates the 3C flux from the influence of the 3M -to- 2M flux. This shielding 

effect is very strong when 2S  is small, as shown.in the cross-section B of Fig. 

3.3. This shielding effect is reduced with large 2S , and hence, 3C  can be 

significantly reduced with reduced 3H . Note that this effect is opposed to the 

phenomenon that 3C increases with increased 2S , as predicted by the power 

terms of ( ) 2
1

βS  and ( ) 3
2

βS . This term and the power-law term provide 

contradictory influences by 2S  spacing, and our model can well describe these 

two opposing phenomena, which will later be demonstrated in Fig. 3.5.  

To determine all constants and power coefficients in (3) and (4) for 2C  

and 3C , we use the approach of least-mean-squares-errors fitting, and we 

obtain 
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The root-mean-square error between the model and the numerical 

solutions is 6.71%, based on a total of 272 data points using the 

least-squares-error fitting approach. The 272 total data points were basically 

selected randomly, but with more dense data points chosen toward smaller 

dimension range (as the capacitance effect is more pronounced at smaller 

dimension range). A list of error distribution is shown is Table 3.4, which only 

displays a partial set of our data used for parameter fitting.  

The segments of 2M  outside the intersection neighborhood can be 

modeled by the 2-D capacitance formulas derived in previously section. The 

capacitance components here include 1) intralayer coupling capacitance p
coupleC 1 , 

which is the intra- 2M flux in the wire region without 3M wirings crossing above, 

as shown in the cut-line C and cross section C of Fig. 3.3, 2) p
coupleC 2 , which is 

the intra- 2M flux in the 2M region with 3M wirings crossing above, as shown in 

the cut-line B and cross-sec-tion B of Fig. 3.3, and 3) line-to-ground 

capacitance afC in the region without 3M  wirings crossing above, as shown 

in the cross section C of Fig. 3.3. These capacitances were obtained in previous 

section as 

 

. 
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and 
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where 121 THHH ++= . In previous section, the above 2-D capacitance model 

provides accurate capacitance prediction, with a root-mean-quare error of 3.68, 

4.45, and 16.13% for afC , p
llC 1 , and p

llC 2 ., respectively, compared with the 

numerical solutions. 

The total capacitance on a 2M line of length L  with 21 MnM −  crossings 

and another 32 MnM −  crossings can be calculated by combining the total 

intralayer coupling capacitance and the total crossover capacitance. The total 

intralayer coupling capacitance is easily determined as 
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The total crossover capacitance is calculated according to the following: 1) 

. 

, 
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each crossing of 1M and 2M  gives a crossover capacitance )( 32 MMcrC − . To 

compute )( 32 MMcrC − , we need to view the triple-layer upside down before 

applying the above-developed formulas. That is, 3M  is now treated as the 

lower layer and 1M the upper layer, which means that 3H should be used 

as 2H and 2H should be used as 3H in the formulas. 1H  to be used in the 

formulas should be the spacing between 3M  and the next adjacent higher layer 

(say, 4M if exists). If 3M  is the actual top layer, we have ∞=1H . Here, in 

such a case, we use the value mH μ51 =  as infinity. 

    Combining the crossover and intralayer coupling capacitances, we 

have 
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Our model, which is derived based on three-metal layers, can be applied to 

a process with any number of metal layers. The crossover capacitance of a 

metal wire with the layer underneath it can be accurately predicted by our 

model, with or without above-passing wires. In the general multilayer case, any 

layer above the first layer or under the third layer is shielded from the second 

layer and, hence, does not affect the crossover capacitance. 

The agreement between our model and the numerical field solver [3.25] is 

shown in Table 3.4. In Table 3.4, the error is defined as Error = 

(model-Raphael/Raphael) %100× . The final model has been tested based on 

272 data points with a root-mean-square error of 6.71%. The valid ranges of the 

model are the following: mSSSm μμ 5,,16.0 321 ≤≤ , 

mWWWm μμ 2,,16.0 321 ≤≤ , mTTTm μμ 2.1,,15.0 321 ≤≤ , 

.3,,16.0 321 mHHHm μμ ≤≤  The valid ranges for our model were determined 

based on practical applications in integrated circuit (IC) technology. The upper 

bound for parameter S set at mμ5 is to take care of both dense and sparse lines. 

The upper bounds for and were set to match the practical dieletric and 

metallization thicknesses. 

. 
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The comparison between the model and the numerical simulations [3.25] 

for various 1H and 2H is shown in Fig. 3.4. The strong 2H  dependence can be 

accurately predicted by our model. On the other hand, only influences crC  

minorly, simply because the flux of crC  is shielded from the line-to-ground flux 

by the intra- 1M flux, as shown in the cross-section A in Fig. 3.3. The intra-

 1M flux plays the role of electrical buffer between crC and line-to-ground 

flux, and this buffer is weakened for small (here, mH μ5.01 ≤ ), as shown in Fig. 

3.4. Our model is useful here for predicting strong 2H dependence, 

weak 1H dependence induced by intra- 1M flux shielding effect, and the onset of 

weakened shielding effect when crC  reduces with reduced 1H . 

    The comparisons of the crossover capacitance crC and total 2M wiring 

capacitance totalC  between our model and the numerical solutions for various 

intralayer spacing are shown in Fig. 3.5. Note that crC  decreases with reduced 

1S  and 2S  because of enhanced intra- 1M and intra- 2M coupling effects, 

respectively. At small 1S (or 2S ), the crC variation versus 1S  is symmetrical to 

that of versus. At large 1S  or 2S , it should be noted that crC  variations with 

1S  and 2S  are different, and this difference depends on the magnitude of 3H . 

To investigate this in more detail, note that for the curves with mH μ33 = , crC  

increases strongly with increased 2S than with increased 1S , which can be 

explained as follows: because large 3H (at mμ3 ) is adopted in these data, 

increased 2S eliminates the intra- 2M  flux and enhances the crC flux. On the 

other hand, with increased 1S , considerable line-to-ground flux (as shown in the 

cross-section A of Fig. 3.3), becomes influential because 1H is only mμ6.0  and 

will retard the crC flux. As a result, crC  increases with increased 2S  much 

stronger than with increased 1S . 

    Another point worth studying is the following question. When can the 

impact of top-level metal in any three-level metal combination be ignored 

for crC  between the first and second level metals? Being able to identify a 

no-influence region here would allow for an easy crC  estimation without 
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considering parameters of the top-level wire, which will greatly simplify RC 

extraction [3.13] and process design [3.9], [3.12]. To investigate this process, 

first it can be observed that the impact of 3H is negligible for small, 

because mH μ3.03 = , and mH μ33 =  gives the same crC  for mS μ5.02 ≤ , 

because the strong intra-flux completely shields the 3M -to- 2M flux from 

influencing crC . The impact of 3H is much more pronounced when is larger 

than mμ8.0 , because crC can be significantly retarded by the 3M -to- 2M flux, as 

shown in the cross-section B of Fig. 3.3, especially when the intra- 2M coupling 

disappears. Hence, crC at mH μ33 =  is much larger than at mH μ3.03 =  

Furthermore, as mentioned before, for mH μ3.03 = , crC  saturates with 

reduced 23 / SH (or increased 2S ) for mS μ42 ≥ , as predicted by the term 

5))/(( 2533
βSdHH +  in (3.8). These observations on crC give us a region 

where crC is influenced by the third-level metal, and this region is defined by 

mS μ3.02 ≥  and mH μ3.03 ≤ . Outside this region, crC immunizes from the 

impact of 3M , and thus crC estimation can be performed with the top-level 

wiring effect ignored. 

    The calculated totalC  is the total 2M  capacitance in a cell with ten 

lines for 1M , 2M , and 3M  each. It is shown that totalC  slightly increases with 

increased 1S , because of increased crC .On the other hand, totalC  significantly 

decreases with increased 2S , because of decreased p
llC 2  between 2M  lines. 

The larger error of totalC  for mS μ5.01 ≥  is induced by the approximation of 

the last term in (10), i.e., afCnWL )( 1− . The calculation of the 2-D capacitance 

using this term in the region outside the crossing neighborhood may 

overestimate the line-to-ground capacitance, because many metal-2 field lines 

near the crossing neighborhood will be attracted to the crossing metal-1 instead 

of being terminated to ground, as shown in cross-section A of Fig. 3.3. This 

process implies that the approximated length for afC  of 1nWL −  may cause 

slight overestimation. Note that because our model mainly tends to be used in 

deep submicron VLSI, the error for 1S larger than mμ5.0  may not affect the 
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calculation accuracy for densely packed VLSI. 

    The impact of the top layer wiring is shown in Fig. 3.6, where crC  

varies with 3S  and 3H . crC  is noticeably reduced with reduced 3H  when 

intrawire spacing is mμ1 , agreeing with our observation from Fig. 3.5 made in 

the previous paragraph, as some 2M  flux is attracted to the 3M electrode. The 

disagreement between the model and numerical solution at small 3H is caused 

by the large variation generated by the last term in (3.10) as a result of its 

rational function form. The form is chosen for tradeoff at large 3H . 

    The comparison between our model and measurement data is 

performed based on test structures fabricated in a mμ−35.0  twin-well logic 

CMOS process. The interconnection in this process is composed of AlCuSi 

metal lines, an oxide dielectric layer, and chemical–mechanical polished 

dielectric layers. Three test structures are included in this study, with each test 

structure composed of three layers of intracoupled wires. Each test structure has 

726 crossovers. The crC  between 2M -to- 3M or between 2M -to- 1M is then 

measured by grounding all additional wires to eliminate all intralayer and 

line-to-ground flux. Measurement has been performed on ten dies a wafer for 

four wafers, with the mean and standard deviation shown in Table 3.5. 

Agreement is shown between our model and measurement with a maximum 

error of 4.17%. 

It should be noted that our model has been derived based on normalized 

dielectric constant, and is, hence, independent of the oxide dielectric constant. 

In comparing our model with measurement data, however, dielectric constant 

must be determined. The dielectric constant is determined by measuring 

large-plate capacitors using HP4284 impedance meter at 100 kHz, with an 

exciting signal of 100 mV. Based on the measured unit-area 

capacitance oxC , ox∈ is obtained by oxoxox Ct=∈  In this work, we have obtained 

nearly the same 79.3=∈ox  for all dielectric layers. For cases with various 

dielectric layers having different values of dielectric constant, it is also possible 

to apply our model by taking their dielectric constant average as a 

common ox∈ and used in the model equations, but this has not been tested yet. 
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From our analysis, it is easily seen that the crossover capaci-tance, because of 

its 3-D feature, can be influenced by numerous parameters, and the impacts of 

these parameters are strongly coupled with each other. Our model here can be 

very helpful in predicting the capacitance variation versus various electrical 

flux fluctuations, and in optimizing the total capacitance via appropriately 

adjusting physical dimensions. 

A complete closed-form model for the 3-D crossover capacitance in 

multilevel, densely packed interconnections has been developed for arbitrary 

wiring dimensions. The combined use of the developed crossover capacitance 

model and existing intralayer coupling and lines-to-ground capacitance model 

can determine the total capacitance on a wire passing many crossings. 

 

3-3 Interconnect Resistance Model  

To calculate RC or RLC equivalent interconnect electrical performance, 

we need to calculate the value of resistance (R) also. For a uniform metal line 

of width W and thickness T, its dc resistance per unit length, R, can be 

calculated as 

 

WT
R ρ
=             (3. 15) 

 

where ρ is the metal resistivity (ρ = 2.2 μΩ·cm for copper and 3.3 μΩ·cm 

for aluminum).  

The shape of metal line may not exact the rectangular shape. For example, 

the shape of line formed by Cu damascene process is generally trapezoidal. 

This resistance could be easily calculated based from the information of 

trapezoidal area size. 

 

3-4 Interconnect Inductance Model 

Inductance (L) effects become significant in the nanometer regime, 

particularly for global interconnects in high-speed applications. In contrast to 

capacitance, in which only a line itself and its nearest neighbors should be 

included, inductance is a long range effect and, since magnetic fields decays 

very slowly with increasing distance. Hence the inductance should be 

, 
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considered globally. The fundamental definition of inductance is 

 

 
I

Bds

I
L A∫=

Φ
=           (3. 16) 

 

where Φ  is the magnetic flux in webers, I is the current in amperes, B the 

magnetic field induced from I, and s represent the current flow loop area. This 

definition indicates that the determination of inductive behavior must consider 

the entire current loop. However, in modern interconnect structures 

[driver-line-loading capacitance, there are no dc paths to form a well-defined 

loop. As a result, return current usually spreads over a long range, which 

complicates the analysis. Consequently, the extraction analysis should include 

all neighboring lines that are possibly involved in the current loop. 

Because of the uncertainty of the return current path, it is difficult to calculate 

loop inductance in realistic designs. To overcome this difficulty, the concept of 

partial inductance is introduced, in which the induced current is assumed to 

return at infinity, avoiding the need to define the return loop. This inductance 

calculation technique, known as the partial element equivalent circuit (PEEC) 

method [3.27], is very suitable for design automation since it depends only on 

the geometry of the lines.  

General speaking, inductance can be calculated using field solvers, such as 

FastHenry and Raphael, or closed-form solutions. Field solver extraction of 

inductance has high accuracy but it is time and memory expensive. For 

rectangular cross-sectional wires, the closed-form solutions are first derived by 

Rosa and Grover [3.28] and then simplified to the following relationships when 

l >> W, T, and d [C]: 
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        (3. 18) 

 

Here μ0 is the magnetic permittivity of the dielectrics; W, T, and l are the width, 

, 

, 

. 
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thickness, and length of the segment, respectively; S is the center-to-center 

distance between two lines; and Lm is the mutual inductance of two 

equal-length lines (a more general solution for Lm of non-equal-length lines is 

also provided in [3.29]). These expressions indicate that inductance has a 

nonlinear dependence on segment length. Therefore, in contrast to RC 

extraction, which is scalable with length, L must be calculated over the entire 

length of the wire. Furthermore, the logarithmic function in equation (3.17) and 

(3.18) implies that L has a weaker dependence on line geometry than do R and 

C. Note that only lines on the same layer, which are parallel to each other, 

contribute to inductive coupling; lines on neighboring layers do not influence 

the coupling, due to their orthogonal layout. 

Although PEEC can deal with general inductance extractions without a 

priori knowledge of the current return loop, the nonsparsity of the inductance 

matrix (caused by the long-range inductive coupling) leads to expensive 

computations in further analyses [3.40]. Unlike the C matrix, in which it is 

sufficient to keep only the short-range coupling values, the L matrix cannot be 

truncated for simplicity. 

Inductance has been a concern for the design of off-chip interconnects 

such as those on system board design, package designs. However, inductance 

effects are more complicate for on-chip interconnect and could not use the 

knowledge of off-chip directly. 1) from inductance extraction point of view, 

ground planes are usually placed beside the signal (beside or upper/lower-layers, 

e.g., the stripe-line/micro-stripe-line structure) in the layout to reduce the 

inductance. Since the current paths are well defined, the inductance could be 

calculated easily use formulas derived in pre-defined structure. On the on other 

hand, current return paths of interconnects on-chip usually do not have 

well-defined because of the limited routing resources and smaller geometry 

(hence, magnetic flux has longer range affection).  2) Resistance effect are 

different between on-chip and off-chip interconnect. Off-chip interconnects 

have bigger cross sections compared to on-chip interconnects. Therefore, 

on-chip interconnects are much lossy than off-chip interconnects. The on-chip 

interconnect resistance shield the effects of inductance because the series 

connection natural (R+jwL). So, low-loss transmission-line theory can be 

applied in off-chip interconnect analysis where transmission-line behavior, such 
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as wave reflections are important and inductance effect to take into 

consideration. On the other hand, on-chip transmission lines usually suffer from 

high loss and therefore RC equivalent circuit is sufficiently to accurate to model 

the majority of on-chip interconnects performance. 

 

3-5 Summary 

Accurate closed-form models for the 2-D capacitance and 3-D crossover 

capacitance in multilevel interconnections has been developed for arbitrary 

wiring dimensions. The model has been validated by the numerical solutions 

and measurement data, and it can be used for VLSI design and process 

optimization. The developed formulas then will be used many times in the 

following chapters for the delay, crosstalk noise, optimization design and 

statistic analysis in the following chapters: Chapter 4 will give the delay and 

crosstalk models, Chapter 5 will introduce the optimization of interconnect and 

Chapter 6 provide the statistic analysis of interconnect. 
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Figure 3. 1 (a) Cross-section diagram of parallel lines on one plane. (b) Cross-section 
diagram of parallel lines between two planes 
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(b) 
Figure 3. 2 (a) Verification of model accuracy of various capacitance components 
[(1)-(2)]; symbols: Raphael, solid line: our model, dashed line: model in [2]. 
W=0.2μm and T=0.64μm, H=0.89μm. (b) Verification of model accuracy of various 
capacitance components [(3)-(4)]; symbols: Raphael, solid line: our model, dashed 
line: calculated by adding up the one-plane model based on formula in [2]. W=0.5μm 
and T=0.64μm, H1=H2=0.89μm. 
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Figure 3. 3 Metal wiring crossover structure and cross sections along cut lines A, 
B, and C. H1, H2, and H3are dielectric thickness, T1, T2, and T3are metal wire thicknes, 
W1, W2 , and W3 are wire width, and S1, S2, and S3 are interwire spacing. 
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Figure 3. 4 Crossover capacitance variation versus dielectric thickness. Symbols 
denote Raphael simulation, and dashed and solid lines denote our model calculation. 
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Figure 3. 5 Crossover capacitance and total capacitance variation versus intralayer 
wire spacing. Symbols denote Raphael simulation, and lines denote our model 
calculation. The left graph and right graph are correlated to each other by sharing the 

common axis of for comparing the different variation versus and. . crC crC 1S 2S
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Figure 3. 6 Crossover capacitance variation versus top-level wire dielectric 
thickness and intralayer wire spacing. Symbols are Raphael simulation, and lines 
denote model calculation. 
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M1-field, 
structure-1/0.35 mμ  

7.741 8.176 {W,S,T,H }={1.032,0.685,0.969,1.023} 
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Table 3.1 Comparison of capacitance model with measurement data 
 

Structure/Process Model( Farad)1210− Measured( Farad) 1210− Dimension parameters( mμ ) 

M2-M1-poly, 
structure-2/0.5 mμ  

16.14 18.31 {W,S,T, , }={0.79,0.71,0.63,0.717} 1H 2H

M1-poly-field, 
structure-2/0.5 mμ  

17.45 17.52 {W,S,T, , }={0.805,0.695,0.63,0.378,0.717} 1H 2H

M3-M2-M1, 
structure-2/0.35 mμ  

19.77 19.55 {W,S,T, , }={0.501,0.776,0.49,0.737,0.793} 1H 2H

M2-M1-Field, 
structure-2/0.35 mμ  

10.72 11.27 {W,S,T, , }={0.50,0.99,0.776,1.02,0.737} 1H 2H

 
 
 
 



 
Table 3.2 Error table of the capacitance model of parallel lines on one plane  

compared with numerical solutions 
 

T 0.15 0.15 0.15 0.15 0.15 0.64 0.64 0.64 0.64 0.64 0.92 0.92 0.92 0.92 0.92 1.20 1.20 1.20 1.20 1.20

  H 0.16 0.20 0.50 0.89 2.71 0.16 0.20 0.50 0.89 2.71 0.16 0.20 0.50 0.89 2.71 0.16 0.20 0.50 0.89 2.71

S W          

0.16 0.16  -1.1 -1.2 -1.5 -2.7 -5.6 -2.4 -3.1 -5.9 -7.6 -9.9 -2.4 -3.3 -6.6 -8.4 -10.5 -2.6 -3.6 -7.1 -8.9 -11.0

0.16 0.20  -1.2 -1.3 -1.4 -2.1 -4.7 -2.4 -3.1 -5.8 -7.4 -9.5 -2.5 -3.4 -6.6 -8.2 -10.3 -2.6 -3.6 -7.1 -8.8 -10.8

0.16 0.50  -0.6 -0.9 -0.4 0.1 0.8 -2.1 -2.8 -5.1 -5.8 -6.6 -2.3 -3.1 -6.0 -7.0 -8.1 -2.4 -3.4 -6.6 -7.7 -9.0

0.16 0.80  0.0 0.2 0.7 2.0 4.7 -1.4 -2.0 -4.2 -4.7 -4.5 -1.7 -2.5 -5.3 -6.1 -6.4 -1.9 -2.8 -6.0 -7.0 -7.7

0.16 2.00  1.7 2.0 3.4 5.2 10.9 0.3 -0.1 -1.7 -2.0 -0.3 -0.2 -0.7 -3.1 -3.8 -3.0 -0.5 -1.2 -4.0 -5.0 -4.8

0.20 0.16  -1.0 -0.7 -0.1 -1.5 -5.3 -1.3 -2.0 -4.8 -6.5 -9.4 -1.4 -2.3 -5.5 -7.4 -10.1 -1.4 -2.4 -6.1 -8.0 -10.7

0.20 0.20  -0.87 0.1 0.7 -0.4 -3.2 -1.5 -1.7 -4.3 -5.9 -8.2 -1.6 -2.1 -5.2 -7.0 -9.3 -1.5 -2.3 -5.8 -7.7 -10.1

0.20 0.50  -0.72 -0.4 0.4 1.0 1.3 -1.5 -1.9 -4.1 -4.9 -5.9 -1.5 -2.2 -5.0 -6.1 -7.5 -1.5 -2.3 -5.6 -6.9 -8.5

0.20 0.80  -0.13 0.2 0.8 2.0 4.3 -0.9 -1.4 -3.5 -4.1 -4.1 -1.1 -1.7 -4.5 -5.4 -6.0 -1.2 -2.0 -5.1 -6.3 -7.2

0.20 2.00  1.41 1.7 3.0 4.5 10.0 0.5 0.2 -1.2 -1.6 0.0 0.2 -0.2 -2.4 -3.2 -2.5 0.0 -0.6 -3.3 -4.4 -4.2

0.50 0.16  -0.20 -0.4 2.4 3.3 -2.2 2.0 1.2 0.0 -0.7 -5.1 2.5 1.4 -0.6 -1.7 -6.2 2.8 1.7 -1.1 -2.6 -7.0

0.50 0.20  -0.12 0.6 3.5 5.0 1.1 1.7 1.6 0.6 0.1 -3.8 2.2 1.7 -0.3 -1.4 -5.3 2.7 1.9 -0.8 -2.3 -6.3

0.50 0.50  -0.13 0.0 1.4 3.0 1.8 1.0 0.5 -0.8 -0.9 -3.2 1.4 0.7 -1.3 -2.1 -4.6 1.7 0.9 -1.7 -2.8 -5.7

0.50 0.80  -0.07 -0.1 0.6 1.9 2.7 0.7 0.2 -1.2 -1.4 -2.3 1.1 0.4 -1.6 -2.3 -3.9 1.4 0.6 -1.9 -3.0 -4.9

0.50 2.00  0.56 0.5 0.9 1.8 5.1 0.8 0.5 -0.5 -0.8 0.1 1.0 0.6 -0.9 -1.6 -1.6 1.2 0.7 -1.2 -2.2 -2.8

1.00 0.16  -0.25 -1.7 -1.7 2.6 3.7 6.1 4.3 1.0 2.2 1.9 6.7 4.9 1.1 1.6 0.3 7.0 5.3 1.0 1.1 -0.8

1.00 0.20  0.12 -0.4 0.0 4.1 5.8 5.9 4.6 1.6 2.7 2.3 6.4 5.1 1.4 1.8 0.6 6.8 5.3 1.2 1.1 -0.7

1.00 0.50  1.25 0.6 0.1 3.0 5.1 4.3 3.4 0.7 1.4 1.6 4.7 3.8 0.6 0.8 0.0 5.1 4.1 0.6 0.3 -1.1

1.00 0.80  1.22 0.6 -0.2 1.8 4.6 3.3 2.6 0.1 0.6 1.2 3.7 2.9 0.1 0.0 -0.2 4.1 3.2 0.1 -0.4 -1.3

1.00 2.00  0.94 0.6 -0.3 0.5 3.4 1.9 1.4 -0.3 -0.4 0.7 2.1 1.7 -0.3 -0.8 -0.5 2.3 1.9 -0.3 -1.1 -1.3

2.00 0.16  -1.18 -3.6 -9.1 -6.4 4.6 10.8 8.5 0.7 0.0 6.2 12.4 10.1 2.1 0.8 5.4 13.1 10.9 2.8 1.2 4.5

2.00 0.20  -0.38 -2.4 -7.5 -5.0 6.5 10.6 8.5 1.2 0.6 6.5 12.0 10.0 2.4 1.1 5.4 12.7 10.8 3.0 1.3 4.4

2.00 0.50  1.98 0.7 -3.4 -2.0 6.3 8.2 7.0 1.6 0.9 5.3 9.3 8.1 2.5 1.2 4.4 9.9 8.7 2.9 1.3 3.5

2.00 0.80  2.34 1.4 -2.1 -1.3 5.7 6.7 5.9 1.5 0.6 4.5 7.5 6.7 2.1 0.9 3.6 8.0 7.1 2.5 0.9 2.8

2.00 2.00  1.85 1.4 -0.7 -0.9 3.4 3.8 3.4 0.8 -0.2 2.2 4.2 3.9 1.1 -0.1 1.6 4.5 4.1 1.3 0.0 1.0
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Table 3.3 Error table of the capacitance model of parallel lines between two planes 
compared with numerical solutions 

 
T 0.15 0.15 0.15 0.15 0.15 0.64 0.64 0.64 0.64 0.64 0.92 0.92 0.92 0.92 0.92 1.20 1.20 1.20 1.20 1.20

  H1 

&H2 

0.16 0.20 0.50 0.89 2.71 0.16 0.20 0.50 0.89 2.71 0.16 0.20 0.50 0.89 2.71 0.16 0.20 0.50 0.89 2.71

S W          

0.16 0.16  -0.6 0.3 4.1 11.5 33.4 -4.1 0.1 14.1 21.9 35.4 -5.2 -0.2 15.9 23.8 35.8 -5.9 -0.5 16.9 24.9 36.1

0.16 0.20  -0.5 0.3 3.1 9.4 29.9 -4.0 0.1 13.4 20.8 34.0 -5.0 -0.2 15.3 22.9 34.7 -5.7 -0.4 16.5 24.2 35.1

0.16 0.50  -0.2 0.3 0.6 2.5 15.0 -3.0 0.1 11.1 16.5 26.7 -4.0 -0.1 13.3 19.4 29.1 -4.8 -0.3 14.8 21.2 30.6

0.16 0.80  -0.1 0.3 0.4 0.9 8.5 -2.4 0.1 10.0 14.8 23.0 -3.3 -0.1 12.3 18.0 26.1 -4.1 -0.3 13.8 20.0 28.1

0.16 2.00  0.0 0.2 0.3 0.2 0.9 -1.3 0.1 7.4 11.9 17.3 -2.0 0.0 9.6 15.1 21.3 -2.6 -0.2 11.2 17.4 24.0

0.20 0.16  -1.4 -0.3 2.1 8.2 31.7 -7.8 -3.6 10.6 18.6 34.0 -9.7 -4.7 12.1 20.5 34.6 -11.0 -5.5 13.0 21.7 34.9

0.20 0.20  -1.2 -0.3 1.2 6.4 37.4 -7.5 -3.5 10.0 17.5 32.5 -9.3 4.5 11.6 19.7 33.4 -10.7 -5.3 12.7 21.0 33.9

0.20 0.50  -0.6 0.0 -0.5 0.3 13.6 -5.5 -2.6 8.0 13.3 24.9 -7.3 -3.4 9.9 16.3 27.4 -8.6 -4.4 11.1 18.1 29.0

0.20 0.80  -0.4 0.0 -0.5 -0.9 7.0 -4.3 -2.1 7.1 11.8 20.9 -6.0 -3.0 9.0 14.8 24.1 -7.3 -3.8 10.3 16.8 26.2

0.20 2.00  -0.2 0.0 -0.2 -0.9 -0.5 -2.4 -1.2 5.1 9.2 14.9 -3.5 -1.9 6.8 12.2 19.0 -4.5 -2.4 8.1 14.3 21.8

0.50 0.16  -2.9 -1.1 2.0 0.7 15.8 -18.2 -15.0 -1.2 4.9 21.1 -22.6 -18.8 -2.2 5.9 22.8 -26.0 -21.8 -3.0 6.6 23.9

0.50 0.20  -2.6 -1.0 1.5 0.0 14.0 -17.2 -14.1 -1.3 4.4 20.1 -21.4 -24.7 -2.2 5.5 21.9 -24.7 -20.9 -3.0 6.2 23.1

0.50 0.50  -1.5 -0.5 0.7 -2.3 4.1 -11.7 -9.9 -1.2 2.5 13.5 -15.1 -13.1 -2.0 3.8 16.3 -18.1 -15.8 -2.7 4.7 18.3

0.50 0.80  -1.0 -0.3 0.6 -2.5 -1.0 -8.9 -7.7 -0.9 1.9 9.6 -11.7 -10.4 -1.6 3.2 12.9 -14.3 -12.8 -2.3 4.1 15.2

0.50 2.00  -0.5 -0.1 0.5 -1.5 -6.0 -4.5 -4.0 -0.5 1.4 4.2 -6.2 -5.7 -1.0 2.4 7.8 -7.7 -7.2 -1.5 3.1 10.5

1.00 0.16  -1.1 1.0 7.2 6.2 4.1 -18.4 -14.4 -6.1 0.2 7.6 26.7 -24.2 -9.5 -1.2 9.4 -30.1 -27.6 -12.0 -2.3 10.8

1.00 0.20  -1.0 0.9 6.5 5.4 3.3 -17.2 -18.3 -6.0 0.1 7.3 -25.1 -22.9 -9.2 -1.3 9.1 -28.4 -26.3 -11.7 -2.3 10.4

1.00 0.50  -0.5 0.6 56.5 2.8 -1.7 -13.8 -12.7 -4.8 -0.5 3.9 -17.4 -16.4 -7.5 -1.5 6.0 -20.1 -19.2 -9.6 -2.4 7.7

1.00 0.80  -0.4 0.0 3.4 2.0 -4.5 -10.4 -9.7 -3.9 -0.5 1.6 -13.3 -12.8 -6.2 -1.4 3.9 -15.6 -15.1 -8.1 -2.1 5.7

1.00 2.00  -0.2 0.2 1.9 1.4 -6.7 -5.2 -5.0 -2.2 -0.2 -1.2 -6.9 -6.8 -3.7 -0.8 0.9 -8.2 -8.2 -5.0 -1.4 2.7

2.00 0.16  1.3 4.2 14.1 16.1 6.7 -22.1 -19.9 -7.8 0.0 3.3 -27.7 -25.7 -13.5 -4.4 2.9 -31.5 -29.7 -17.4 -7.5 2.8

2.00 0.20  1.2 3.8 12.9 14.8 6.1 -20.7 18.8 -7.6 -0.2 3.1 -26.1 -24.4 -13.2 -4.5 2.8 -29.7 -28.2 -17.0 -7.4 2.8

2.00 0.50  0.7 2.3 8.4 9.7 2.1 -14.0 -13.1 -6.3 -0.8 1.7 -18.1 -17.5 -10.7 -4.2 1.8 -21.0 -20.6 -14.0 -6.7 1.9

2.00 0.80  0.5 1.7 6.6 7.7 0.1 -10.6 -10.1 -5.1 -0.1 0.6 -13.8 -13.6 -8.9 -3.7 -0.9 -16.2 -16.2 -11.7 -5.9 1.1

2.00 2.00  0.2 0.8 3.7 4.7 -1.9 -5.3 -5.2 -2.9 -0.4 -0.7 -7.1 -7.2 -5.3 -2.3 -0.3 -8.5 -8.7 -7.2 -3.8 0.0
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Table 3.4 Error table of the capacitance model for crossover structure compared with 
numerical solutions 
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Table 3.5 Comparison between measurement data and the model for crossover 
structure 
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Chapter 4   Interconnect Delay and Crosstalk 

Modeling 

 

In modern VLSI, to increase circuit density, the width and spacing of wire should 

be reduced in accordance with the scaling rule. This, however, increases the resistance 

and line-to-line coupling capacitance dramatically. The increased resistance and 

coupling capacitance affects the performance of circuits by delaying signal transfer 

and crosstalk noise on the adjacent wire[4.1]-[4.3]. Many methods were proposed to 

solve the problem, such as the use of the new low-dielectric-constant ILD 

(Inter-Layer-Dielectric) and a copper metal wire [4.4]-[4.5]. To determine the 

optimized designs of interconnect, many related parameters, such as wire geometry, 

driver size, loading conditions and dielectric property have to be considered 

simultaneously. On the other hand, analytical models for calculating the 

interconnection delay and crosstalk noise are needed for the optimization design of 

the interconnect system. To our knowledge, previous works [4.15], [4.17], [4.18] on 

the time-domain closed-form solution all focused on the step input approximation and 

the simple loading condition, and none of them modeled the general compact model 

of interconnect delay time and crosstalk voltage for various loadings and input 

waveforms for distributed coupled interconnects. The purposes of this study are to 

develop signal delay and crosstalk voltage models for fast and accurate calculation of 

interconnect performance and to implement these models to the optimization design. 

Conventionally, much time-consuming work needs to be executed before a 

circuit designer can actually estimate interconnect performance. Initially, the 

capacitances of some specified wire dimensions are simulated by a 2D 

(two-dimensional) or 3D (three-dimensional) field solver for various layout structures, 
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thereby generating many huge look-up tables from the simulation data. The 

capacitances are then calculated by the method of interpolation from complex look-up 

tables. Thereafter, SPICE simulation is executed to calculate the delay and crosstalk 

noise of a system based on the previously calculated interconnection capacitances. 

According to this flow, the process for interconnection optimization design is very 

time-consuming. To evaluate rapidly the circuit performance for the optimization 

design, accurate closed-form equations for wire capacitance, signal delay time, and 

crosstalk noise voltage are necessary. 

 The complete evaluation of interconnect performance includes line 

capacitance, delay and crosstalk calculation. Much work has been devoted to the 

calculation of line capacitance [4.6]-[4.13]. Chang [4.6] used the conformal mapping 

method to solve a two-dimensional Poisson’s equation. Sakurai and Tamaru [4.7] 

developed empirical formulas for parallel lines on a large plane. However, the 

overestimation of total capacitance (Ctotal) and area-fringe capacitance (Caf) and the 

underestimation of line-to-line capacitance (Cll) for small interconnection geometry 

were observed [4.8]. Choudhury and Sangiovanni-Vincentelli [4.9] formulated models 

for several layout primitives but only for one set of technology parameters. Chern et 

al.[4.10] formulated a general capacitance formula for three-dimensional crossing 

lines assuming the same dielectric and wire thickness for all layers. Wong et al [4.11] 

developed several lumped empirical capacitances for various interconnection 

structures for delay calculation only. Although lumped total capacitance may be a 

convenient approach for the approximation of delay time, it may cause serious errors 

in crosstalk noise analysis even though the total capacitance models are accurate. 

Arora et al.[4.12] presented a look-up table method for computer-aided design. In this 

thesis (Chapter 3) [4.13] presented a new 3D crossover capacitance model for various 

interconnect dimensions and verified that the total capacitance is the combination of 
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those of the 2D structure (Chapter 2) [4.14] and the 3D crossover structure.  

For delay and crosstalk modeling, Sakurai [4.15] derived a good simple solution 

of the partial differential equation of a single isolated line under the assumption of 

step input waveform. This model is good for its intended applications such as two 

coupled lines and high input impedance gates. However, it overestimates or 

underestimates the amount of crosstalk signal for more general structures. Moreover, 

no general closed-form solution of the delay time and crosstalk noise voltage was 

shown in Sakurai’s paper in the case of two coupled lines. Cases and Quinn [4.16] 

discussed the transient response of single RLC transmission lines but the closed-form 

solution was omitted from their work. The coupled interconnect structure, which is 

very important in VLSI circuits, was not discussed. Davis and Meindl [4.17], [4.18] 

gave the closed-form solution for coupled RLC transmission lines but the step input, 

infinite length line and open load were assumed in their work.   

 Instead of presenting a new set of capacitance models, we use herein the 

physical-based empirical interconnection capacitance models discussed in Chapter 3. 

The most important contributions of the previous discussed capacitance models are 

that they are decoupled capacitance models. The decoupled capacitance models 

separate the lumped total capacitance into area-fringe capacitance per unit length (caf) 

and line-to-line capacitance per unit length (cll). caf contributes to the delay of signal 

and cll is related to the amount of coupled noise and the signal delay. Then, the new 

and complete signal delay and crosstalk noise equations proposed in this paper are 

based on these decoupled interconnection capacitance models. The delay and 

crosstalk solutions are verified for various ramp input waveforms, loading resistances, 

and capacitances by SPICE simulation.  

In next chapter (Chapter 5), a new interconnect design concept, the 

guaranteed-performance design method, is proposed which is based on the 
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capacitance, delay and crosstalk models discussed in Chapter 3 and Chapter 4. 

 

4-1 One-Line Interconnect System Delay Modeling 

A long global interconnect wiring is mostly used as the top layer in a 

multilayered interconnect system. To relax RC delay and crosstalk noise due to the 

long interconnect wiring, i.e., large resistance and coupling capacitance, and to 

diminish technological problems induced by surface nonuniformity at the top layer 

after a multilayered process, the spacing of the interconnect in this layer is 

deliberately designed to be large. Therefore, the analysis of interconnect performance 

in this case can be viewed as an isolated single line problem. The interconnect in this 

layer will not be affected by nearby noise; therefore, crosstalk noise is not a problem 

of this isolated line. On the other hand, signal delay is the most important concern 

when high-speed signal transfers on the long isolated single line. The use of wider 

copper lines and low-k material can reduce the resistance and capacitance of wire and 

solve the problem of time delay.  

The nonlinear characteristic of CMOS (Complementary Metal Oxide 

Semiconductor) device is approximately simplified as a linear one. Then, the gate is 

modeled as a resistance (Rs) at the driving port and a capacitance (CL) at the driven 

port. The single interconnect with driving and driven ports can be modeled as the RC 

network shown in Fig. 4.1. 

The derivation of the output voltage with ramp input in the s-domain is given in 

the Appendix (Part A). Accordingly, the output voltage at the end of the line in the 

time domain, V(t,l), is derived from the inverse Laplace transformation of eq. (A-2) in 

the Appendix, and is given by 
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The definitions of k and σ  are found in Part A of the Appendix. 

To derive the closed-form solution of the delay time, a reasonable assumption is 

made that 90 % threshold delay time, td, is longer than the input ramping rate, a. 

Therefore, U(t-a) equals 1 in the following discussions. Then eq. (4.1) is rewritten as 
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where  is the output voltage rise to 90% , is the output signal delay 

time, and χ represents .  

xV ddV dt

RCtde /σ−

Then, the 90% threshold delay time t is calculated from the solution of χ in eq. 

(4.2) and given by 
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              (4. 3) 

 

To examine the accuracy of the models developed as described above, SPICE 

simulation was carried out. In SPICE simulation, to make sure that the distribution 

properties of the line are well simulated, the wire is divided into 20 lumped sections. 

The wire delay time for various input rise times is plotted in Fig. 4.2. The figure 

shows that the delay time is dependent on the input ramping rate and well formulated 

in the new model. Dashed lines in Fig. 4.2 represent the solutions of Sakurai’s model 

[15], which did not take the input rise time into consideration in the interconnect 
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delay time calculation. The delay time symmetry of RT and CT in the one-line system 

is observed in both SPICE simulation and the new model. Taking the design of 

repeater, a series of connected CMOS and each CMOS is separated by interconnect, 

as an example, the reduction of driver resistance (Rs) by increasing driver size will 

increase the loading capacitance (CL) next stage [20]. These two phenomena 

compensate for each other and keep the delay time at an approximately constant value 

if the relations RT*CT and RT+CT are kept constant.  

 

4-2 Dual Parallel Coupled Interconnect Delay and Crosstalk Modeling 

For two coupled interconnect, let us discuss the special case for step input first. 

And then we will continue on the discuss the general case for ramp inputs which is 

important for accurate capture the delay time and crosstalk induced noise effects. 

4.2.1 Step Input Case 

Our delay model is based on the circuit schematic diagram shown in Fig, 4.1(b) 

with step inputs, where two lines of length L in the same layer run in parallel, with 

each line being modeled by a distributed RC-line. These two lines couple via the 

coupling capacitance  per unit length.  is the unit-length line-to-ground 

capacitance of each line. 

llc afc

Let  and  denote the signals propagating on first and second line, and let  

and  be the unit-length resistance of the first and second line. Applying step 

function input  to the first line and with input of the second line being grounded, 

we analyze the signal at the end of the first line as the signal delay and at end of the 

second line as the crosstalk noise. 

1V 2V 1r

2r

1E

  Let ,  and LcC afaf = LcC llll = LrLrR 21 == . From the Maxwell equations of 

[5], we have at Lx =  
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where 

, , ))/2(/(04.1 2
111111 πσ +++= TTTT CRCR ))/2(/(04.1 2

121212 πσ +++= TTTT CRCR

))4/(/())1(01.1( 111111 π++++−= TTTT CRCRK , 

))4/(/())1(01.1( 121212 π++++−= TTTT CRCRK , RRR ST /= , 

afLT CCC /11 = and )2/(12 llafLT CCCC += . 

  Note that in theory, one should have 0)0,()0,( 21 == LVLV  at t=0. The forms in 

(4.4)-(4.5) actually give a small deviation from zero, which is induced by the 

approximations in obtaining 11σ , 12σ , 11K and . This initial deviation does not 

affect the final results. 

12K

Here, the equations of (4.4)-(4.5) are based on a simplified two-line structure. This 

is intended to provide sufficient physical modeling in its simplest form. To consider 

three (or more) lines, one will end up with a set of three (or more) partial differential 

equations with three (or more) unknowns. To simplify such a set of differential 

equations to make it to solvable as in (4.4)-(4.5) , one in general needs to make the 

assumption that the signals on two successive even (or odd ) numbered lines are the 

same, which can essentially reduce to our two-line model . Our two-line 

approximation is effective, as it will give simple closed-form solutions, and is directly 
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applicable in at least two applications. 1) Assuming that the  is the active line 

c a

b  , hence the signal flow to aM  can be eliminated . 2) When both 

and M  are quiet victim lines, our model can be applied by simply difying 

llC  to 2 llC  , w ch a

bM

and is the victim line, our result is directly applicable when has the same 

signal with 

mo

hi pproximates the signal on the forth line next to  being 

  To solve (4.4) , set x = exp(-(σ )) , α = 

M  M  

M

aM  c

aM

similar to that on  . bM

11 / aRC )/)(2/( 1112 σσllafaf CCC +  and 

 , and we rewrite (4.4) as 12
α

, and (1-  ca

ial using . 

a 1112/(  ( 1112 axaK−≈  , whence x is solved 

as x . The delay time for , denoted by 

, which is to rise to 0.9 , is simply 
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11
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/1
1211 ))/(1()/()/)(( −=−≈ . Since 0 < x < 1 and 0 < a < 1 , 

< n be well approximated 

by a first order polynom Taylor’s expansion , i.e. x = 
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The time for peak crosstalk noise on the adjacent wire, denoted by , can be 

obtained by solving the equation 

 

pt  

=dttLdV /)),(( 2 0 in (6) , with  

 

. 
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The peak crosstalk noise on the adjacent wire is given by (6) with t  , i.e. pV  pt≈
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  To examine the accuracy of the models developed above , we calculate 

interconnect lines as a distributed RC delay line . We divide the delay line into 20 

sections. Coupling and area-fringe capacitances of the lines , compleC  and nfC , are 

obtained from our capacitance model of Chapter 3 , and resistance of each line section 

is proportional to the 

⎬⎨ −−−= )exp()exp( KKV        (4. 8) 

in verse of cross-section area and to the length of each section , 

w ofith resistivity  0.025 mμΩ  . The accuracy of our delay and cross talk model is 

demonstrated in Fig . 4.3(a) , (b) , with comparison with SPICE simulations . Good 

agreement is shown. 

  Note that xR  in Fig . 4.1(c) in the active-line transistor and victim-jine transistor 

should in general be different . This may cause some tedious calculations in the 

derivations above. However, during the initial period of charging process , both 

trans

that period , the use of the same resistance in active and victim lines is a reason 

. 

. 

istors are dominated by the PMOS resistance in the saturation region . Thus , for 

s

able approximation . 

R  

  Here , we use a step input model in deriving the delay and crosstalk . In next 

section of this chapter. a different interconnect model with a ramp input will be given.  

  Fig. 4.3. (a) model accuracy of RC line delay model. (b) Model accuracy of RC 
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line crosstalk model.  

  Accurate closed-form models have been developed for wire delay and crosstalk 

noise with step inputs. The model developed here can be extending to cover the case 

with a ramp input in next section. The capacitance model in Chapter 3 gives 

line-to-line and line-to-ground capacitances separately, and lead to precise delay and 

cross elay and crosstalk formulas allow for simple analytic 

pred

ine-to-line coupling capacitance (cll) can both contribute to 

signa

ge pow umptio

 by victim.  

talk estimations. The d

iction of interconnection performance for arbitrary interconnect dimensions. Our 

model is useful for VLSI design and process optimization. 

 

4.2.2 Ramp Input Case 

For signal transfer on two parallel lines or on the outermost line of a set of 

parallel interconnections, the two-line system can be adopted in the analysis of 

interconnect performance. In the two-line system shown in Fig. 4.1(b), area 

capacitance (caf) and l

l delay. Moreover, the signal can be coupled to the adjacent quiet line, victim, by 

means of the coupling capacitance between two wires. The coupling noise can lead to 

erroneous level judgment and extra leaka er cons n of the gate next stage 

connected

The s-domain solutions of the coupled partial differential equations (PDEs) of 

the two-line system are given in the Appendix (Part B). In the derivation of s-domain 

solutions, we use the coupled equations ),( txV+  and ),( txV−  to decouple the PDEs, 

where  ),(),(),( 21 txVtxVtxV +=+  and ),(),(),( 21 txVtxVtxV −=−  and V1(x,t) and 

V2(x,t) denote the signals on the aggressor and victim lines, respectively. 

Consequently, the time domain solutions of ),( txV+  and ),( txV−  are solved from the 

inverse Laplace transformation of eqs. (B-5) and (B-6) in the Appendix. Then, 

waveforms at the end of the interconnect, V1(l,t) and V2(l,t), in the time domain are 
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obtained by calculating V1 (l,t)= (V+(l,t)+ V-(l,t))/2 a

The waveform at the end of the aggressor line, V1(l,t), is 

 

nd V2(l,t)= (V+(l,t) - V-(l,t))/2. 
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( )llaf CCRae 2/2 += σλ ,                         (  13) 

and the total line resistance (R),

σC

  4.

 the total area-fringe capacitance (Caf), and the total 

line- ted as R=r×l, Caf=caf×l, and Cll =cll×l , 

spectively, and l is the length of the wire. Definitions of k1, k2, 

to-line capacitance (Cll) are calcula

re , and 2σ1σ  are 

 in the Appendix (Part B).

For simplicity of expression, we set 
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hen, eq. (4.9) can be rewritten as  

χχη .                            (4. 17) 

lution of χ in eq. (4.17) is 
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Equation (4.18) can be well approxima d b a f

expansion in the range of our applications, i.e., 
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It is also possible to approximate the right-hand side of eq.(4.18) by a 

⎠⎝⎠⎝ η PA

polynom χ can be solved by solving a 

standard second-order polynomial equation that, in general, has better accuracy than 

first-order polynom  H ev r, our approximation already e

hen, the 90 % threshold delay time td is given by 

ial of order 2 using Taylor’s expansion. Then, 

ial. ow e  giv s sufficient accuracy. 

T

 

( ) 11 /ln σζafd RCt =  ,                     (4. 20) 

 

where  

( ) η

σησ
ζ

/1

2

2
1 )(22 ⎥

⎥
⎦−

=
x

llaf

Vam
λα

1

1 )1()2(
)(

1 ⎤

⎢
⎢
⎣

⎡ −+
+

−

−

x

af mkCCR
Vam

mkRC
  

and . 

The time for peak crosstalk voltage on the adjac w

solution of and is given by  

. 

ddx VV 9.0=

ent ire is calculated from the 

0/),(2 =dttldV  

 

63 



( )
( )

0
2
1

2
1

1
2
1),( 2

1
2 =⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛
+

+

−
−−= ηχ

λ
χα

afllC
ll

af

af

C
C

C
mkC

mk
dt

tdV
.                 (4. 21) 

ethods similar to those described in the delay time calculation in 

this section, the tim

l

 

Following the m

e of the peak crosstalk voltage tp is calculated as 
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where 

 voltage Vp on the adjacent wire is given by Vp=V2(l,t)=(V+(l,t) 

- 2  t= p

( ) ( )( ) )1/(1
212 /1/1 −−−= ηλαζ kk . 

The peak crosstalk

- V (l,t))/  with t . Then, 

 

( )
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
+−=

212 σσ

η

R
a

V dd
p                  (4. 23) 

 

where 

+−− 2221 )2)(1(11 ζλζα kCCkCV llafaf

α and λ  are defined as eqs. (4.12) and (4.13). 

SPICE simulation is based on the coupled interconnection circuit shown in Fig 

4.1(b). The coupled wires are divided into 20 sections to describe the distribution 

properties of the interconnect. The interconnect in each section is modeled as a 

lumped serial connecting RC , and is a practical assumption within a reasonable 

length of the interconnect. Extra interconnection sections are easy to implement in 

SPICE if needed. The ramp input waveform is fed into the beginning of the 

interconnection. Signal delay is measured at the end of the line where the signal 

transferred (aggressor line). Crosstalk noise 

, 

is measured at the end of the quiet line 

(victim line) adjacent to the signal line. Figures 3 and 4 show respectively the 
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accuracy of the delay time and the normalized crosstalk noise for various driver 

resis

lace transformation of (C-5) and (C-6). The coupled equations in 

this system are V+(x,t)= V1(x,t)+ 2V2(x,t) and V－ (x,t)= V1(x,t)－V2(x,t). Then, 

waveforms at the end e terconnect, V ,t) nd ,

obtained by V1 (l,t)= (V+(l,t)+ 2V-(l,t))/3 and V2(l,t)= (V+(l,t) - V-(l,t))/3. From 

method ed in section 4-2, the 90% threshold delay time (td) 

for V1(l,t) is simply 

 

 .                       (

 

tances and loading capacitances. The rise-time dependent delay time and 

crosstalk voltage are shown in both model and SPICE simulation. The new model 

coincides with the SPICE simulation.  

 

4-3 Multiple Parallel Coupled Interconnect Delay and Crosstalk Modeling 

The time-domain response of delay and crosstalk for the coupled line system is 

derived based on the equivalent circuit in Fig. 4.1(c). Capacitances cll and caf can be 

obtained from the empirical equations in a previous chapter (Chapter 3).  

The time-domain solutions of coupled equations, V+(x,t) and V－(x,t), are obtained 

from the inverse Lap

of th in 1(l  a  V2(l t), in the time domain are 

s similar to those mention
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)( )llaf CCRa 3//exp 2 +=′ σλ . e  o kD finitions f k2 nd1, ,  a   can be found in the 

Appendix (Part C).  

1σ , 2σ
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The time of peak crosstalk voltage (tp) at the end of the victim lines is obtained 

by th

−=  ,                    (4. 25)

       

where 

e solution of ( ) 0/,2 =dttldV  and is calculated as 
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Then, crosstalk voltage (Vp) at the end of the victim lines is given by V2 (l,t) with 

t=tp. The solution of the crosstalk voltage (Vp) is  
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SPICE simulation of the signal delay time and crosstalk noise voltage is based on 

three-coupled interconnect equivalent circuit shown in Fig. 4.1(c). The ramping input 

is applied at the beginning of the middle line (aggressor line). Signal delay is 

measured at the end of the middle line where a signal been transferred, and crosstalk 

noise is measured at the end of two quiet interconnects (victim lines) adjacent to the 

aggressor line. Figures 4.6 and 4.7 show the accuracy of the delay time and t

a

The rise time dependent delay time and crosstalk voltage are shown in both the m

ulation. The new model exhibits good agreement with the SPICE 

simulation, as shown in Fig. 4.6 and 4.7. For a large loading capacitance, the effect of 

crosstalk noise can be reduced because of the slow waveforms at the signal and the 

quiet lines, and is well modeled by the closed-form equations described above. 
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4-4 Crosstalk-Induced Delay Time Model 

With the development of system-on-chip (SoC) design, more functions can now 

be integrated into a single chip, even if the die size remains relatively constant. 

Consequently, the average wire length has remained relatively constant despite the 

decrease in pitch. Total wire capacitance decreases with the reduction of wire width, 

but the fraction of lateral coupling capacitance increases dramatically, i.e., coupled 

noises that affect the signal that travels on the victim line have increased dramatically. 

Crosstalk-induced delay deterioration cannot be eliminated by any practical 

technique except shielding all nets, which doubles the routing resources. However, 

increasing the timing margins to account for the extra delay in the stage of circuit 

simulation can solve the problem. This approach has been used over the years in the 

guise of multiplying the coupling capacitances by a constant, named the switching 

factor, to account for the Miller effect. Miller’s theorem states that when there are two 

nodes connected by an admittance Y, the network can be equivalently realized by 

isolating the two nodes from each other by placing new admittances between each 

node and the ground node. The values of the new admittances are given by Y(1-K) 

and Y(1-1/K), where K is the voltage gain from node 1 to node 2. The voltage gain is 

1 for a pair of lines switching in the same direction and the switching factor is zero. In 

the case of nets switching simultaneously in opposite directions, the voltage gain is –1. 

Thus, the new values for admittances are both 2Y. In this example, doubling the 

coupling capacitance accounts for the out-of-phase signal on the victim and aggressor 

lines. However, voltage gain on distributed interconnect is not exactly –1 at any 

instant. Hence, this method gives a pessimistic estimation of wire delay, which should 

be regarded as the upper-bounded solutions. Thus, a better timing analysis that 

accurately depicts the timing shift due to noise is required.  

The problem of crosstalk-induced delay time deterioration is shown in Fig. 4.8(a). 
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The middle line is the victim line that switches in the direction opposite to that of the 

two neighboring aggressor lines. The signal-dependent delay is complex because the 

timing of inputs that drive the interconnect depends on the delay across the first gate, 

the i

l delay 

t ramping rates and b1 and b2 are arrival times of 

inpu

es can be 

calcu ted from the empirical capacitance equations discussed in Chapter 3 or a 

umerical field solver [4.21]. The CMOS (C

nterconnect, and the behavior of the other adjacent nets. The mismatches of driver, 

repeater, buffer size and wire parameters between parallel wires in the same 

interconnect system can drag and stretch the timing of inputs. The dragging and 

stretching inputs give a non-monotonic response to the victim line during switching 

and these non-simultaneously switching signals contribute to the additiona

time.  

a1 and a2 in Fig. 4.8(a) are inpu

ts in victim and aggressor lines, respectively. cll and caf represent the intralayer 

and the interlayer capacitance per unit length, respectively. Capacitanc

la

n omplementary Metal Oxide 

Semiconductor) gate is modeled as a resistance (Rs) at the driving port and a 

apacitance (CL) at the driven port. 

For the worst-case delay time modeling, the input wavefo

ggressor lines are respectively denoted Vr1(0,t) and Vr2(0,t) and written as 

11111111 abtmabtUbtmb

c

rms on the victim and 

a

 

 (),0(1 tUtVr )()()()= − − − − − − −                (4. 27)  

 
and 
 

 [ ])()()()(),0( 222222222 abtmabtUbtmbtUtVr −−−−−−−−= ,           (4. 28) 

 

where m1 and m2 are the slopes of the input signals and are written as Vdd / a1 and Vdd 

/ a2, respectively. 
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These generalized expressions for two ramp inputs account for the input arrival 

mes (b1 and b2) and the signal rise and fall times (a1 and a2) on victim and aggressor 

nes. For simplicity of expression clo d-f lu ns

ssumed to have zero arrival time

lutions can be easily extended to the case of non-zero arrival time (b1≠0 and b2≠0) 

              (4. 29)  

                                  (4. 30) 

V (x,t

nd elimination calculation of eqs. (3) 

and (4) abov

ti

li  of the se orm so tio , both lines are 

a  (b1=b2=0) in the following calculation. The 

so

using similar procedures to those used in this study. 

 The boundary conditions at the driving port of the interconnect are written as 

 

),0(*),0(),0( 111 tVRtItV sr =−   

),0(*),0(),0( 222 tVRtItV sr =− ,

 

where 1 ) and V2(x,t) are, respectively, the voltages on victim and aggressor lines 

at a distance x from the input. After the addition a

e, the new boundary conditions for the coupled system are 

 

21 tVRtItVtV srr ++( )( ) ),0(),0(),0(2,0 =−+                      

( )( ) ),0(),0(1 tVRtIV sr −− = ,                             (4. 32) 

 

       (4. 31)  

tVt r −−

here V+(0,t)=V1(0,t)+2V2(0,t), V-(0,t)=V1(0,t)-V2(0,t), I+(0,t)=I1(0,t)+2I2(0,t) and 

(0,t)=I1(0,t)-I2(0,t). 

From the boundary conditions, eqs. (4.31) and (4.32), 

rconnects in which the effective total 

1)

calculate the s-domain solutions at the end of nets, V+(l,s) and V-(l,s),  

),0(,0 2

w

I-

the coupled wires are 

decouple into two single isolated inte

capacitances are Caf and Caf+3Cll and driven by the input signals of 21 tVtV rr +  

and 21 tVtV rr − . Procedures similar to those in a previous study  were used to 

( ) ),0(2,0

( ) ),0(,0
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 ( ){ } ( ){ }),0(2,0/ RCexp1),( 11 tkLslV af 21 tVtVLs rr××−−=+ σ +            (4. 33) 

( ){ } ( ){ }),0(,0)3(/exp1),( 2122 tVtVLsCCRtkLslV rrllaf−−=− σ + × −× ,            (4. 34)

 

where R, Cll, and C   are total resistance, line-to-line capacitance and area-fringing 

capacitance of the lin   c

      

af

e calculated by rl , clll and afl, respectively, l is the length of the 

interconnection, and L{－ } in eqs. (4.33) and (4.34) represents the Laplace 

transformation. Then 

. 

( ) ( )4//101.1 11111 π++++−= TTTT CRCRk , 

4//101.1 22222 π++++−= TTTT CRCRk , ) ( )2
1( ) ( )/2( π++ TC , 1111 /04.1σ += TTT RCR

( )2
22222 )/2(/04.1 π+++= TTTT CRCR , RRRR tTT /21 ==σ , , and afLT CCC /1 =

( )llafLT CCCC 3/2 += . 

The time-domain solutions, V+(l,t) and V-(l,t), can be obtained by the 

aplace transform of the two s-domain equations above [eqs.(4.33) and (4.34)], hence 

the t

ddition and elimination of V+(l,t) and V-(l,t) and shown as 

inverse 

L

ime-domain solution at the end of the victim line (V1(l,t)) in Fig. 1(a) is calculated 

from the a

 

{ } [ ]
( )[ ] 3/),(),(2),(2),(

3/),(2),(3/),(2),(),(

2121

1
1

tlVtlVtlVtlV
tlVtlVslVslVLtlV

−++=
+=+= −+−+

−

 

(4. 35) 

 

The time domain solutions of victim line for ramp input are (dependent on the

input)： 

Region I: and 

. 

 

1atd > 2a  
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Region II:        
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Region III:        12 ata d <<  
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Region IV: 1atd <  and        

. 

. 

2a
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)3(
21

llCafCR
a

e +where afRC
a

e
11

α = ,  
σ

afRC
a

e
12

β = , )3(
22

llCafCR
a

e +=
σ

λ . 
σ σ

 and =γ td is the delay 

me of the wire.  

To solve eq. (4.36) explicitly, we set  

ti

 

( )afRCt /exp 1σχ −=              (4. 40) 

 

nd                     

  

a

 

( )( )12 /3/ σση llafaf CCC += .                (4. 41) 

Then, eq. (4.36) can be rewritten as 
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For simplicity of derivation, we set 
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      xVmaP −= 11 .                (4. 45) 

                  

 

V  in eq. (4.45) is the delay time threshold voltage. 

⎥⎢ ⎟⎜ −+⎟⎜ −= βα1B          (4. 44) 

x

Then, replacing symbols A, B and P in eq. (4.42) gives 

 

, 

 
ηη

χχ
/1/1

1 ⎟
⎠

⎜
⎝
+⎟

⎠
⎜
⎝
−=

PA .                 (4. 46) 

 

⎞⎛⎞⎛ BP

 the theory of Elmore [4.22], the 50% threshold delay time in the case of 

normal operation (middle line is active hil ut lin  ar ro

approximated as td,50%=R(Caf+2Cll). On the other hand, the 90% threshold 

crosstalk-induced delay time, td,90% ,  is always greater than td,50%, whence td,90% ＞ 

R(Caf ll af

 from eqs.(4.44) 

and (4.45) that 0＜

From

 w e o er es e g unded), td,50% , can be 

+2C ) ＞ RC  . Then, from eqs. (4.40) and (4.41), 0＜χ＜1 and 0<η<1 for 90% 

threshold delay calculation. In the range of interest, it follows easily

χP
B ＜1. 

We find that the 

ccurate solution of interest. Then, the term 

first-order approximation of eq. (4.46) is sufficient to obtain the 

( ) ηχ /1/1 PB+  on the right-hand side of eq. 

ated with sufficient accuracy by a first-order polynomial using 

a

(4.46) can be approxim
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Taylor’s expansion, i.e., 

 

⎟⎟
⎠

⎞
⎜
⎝

⎛

⎠
⎞

⎝
⎛

η

η

P
B

A
P 1/1

⎜ +⎟⎜−= χχ 1  .                   (4. 47) 

crosstalk-enhanced delay time for victim line, denoted by t :

 

 

Solving x in eq.(4.47) and combining with eq.(4.44), we obtain the 

d,x  

( )[ ]ζ
σ

ln*1

1
, afxd RCt = ,           

where 

      (4. 48) 

 

( ) ηζ η /// /1 PBPA −−= . 

Approximation of the right-hand side of eq.(4.46) by a polynomial of order two 

using Taylor’s expansion generally provides better accuracy. However, the first-order 

polynomial approximation in the parameter values of our interest already provides 

sufficient accuracy. 

 Solutions of region II, eq.(4.47), can be obtained from similar procedures to 

those of eq.(4.48) by replacement of [ ] 21212 3/1/)3(2 σγ −−+= mmmkCCRA llaf ,  

( )[ ] 11211 3/1/2 σα+−= mmmkRCB af , and 

IV, eqs. (4.48) and (4.49), can be obtained numerically. 

To verify the validity of the above solutions, SPICE simulation for various input 

 

VmkC −+ 222 3/)3 σ . The solution of regions III and 

signals and driving and driven conditions 

xllafaf CRmkRCmaP +−= 12111 (23/2 σ

is given. We divide the distributed 

interconnect into 20 lumped sections in SPICE simulation. The accuracy of the 

crosstalk-induced delay time deterioration model is demonstrated in Figs. 2-4. First, 
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we investigate the waveforms at the end terminal of the victim line. Analytical and 

numerical solutions of the equations in regions I to IV are shown in Figs. 2(a) and 

2(b). The output waveforms of SPICE simulation for the given inputs are plotted on 

these figures. The curves of the models overlapped with the curves of SPICE 

simulation. The undershoot signal on victim line in region IV of Fig. 2(a) is due to the 

negative coupled noise from the aggressor line’s fast falling voltages. The extra 

negative coupled noise that clamps the rising voltage of the victim line is shown in 

region II of Fig. 2(b). The non-monotonic responses are well formulated using our 

models. The new models show excellent accuracy in all regions.  

Figure 3 shows the 90% threshold delay time for victim and aggressor lines that 

switch out of phase simultaneously. Here we assume that the 90% threshold delay 

time is always longer than the rise and fall times of the input signal. Then, the delay 

time of the victim can be calculated from the time domain solution of region I. 

Equation (4.48) gives the closed-form solution of the delay time. The analytical model 

gives an accurate prediction to the SPICE simulation for various driver and loading 

sizes. The input-rise-time-dependent delay time is simulated well especially for small 

RT and CT where interconnects dominate the overall delay time, and is well modeled 

in this study.   

The aggressor input waveform can be stretched (a1≠a2) and staggered (b1≠b2) 

because of signal transmission on the interconnect. Figure 4 demonstrates the delay 

time deterioration due to the stretched signal on the aggressor net. Signal delay 

uncertainties due to nearby switching signals are observed. The delay time increases 

significantly because extra noise on the victim line is coupled from aggressors and it 

takes more time for the victim line to reach the 90% threshold. The extra delay time is 

due to the non-monotonic coupling noise of the aggressor signal such that it causes a 

non-monotonic response on the victim net during non-simultaneous switching. These 
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phenomena can be verified in Figs. 2(a) and 2(b). The results above reveal that it may 

not be accurate to take the worst-case delay time as the case that victim and aggressor 

the other hand, it is observed that the delay time 

ter. These delay uncertainties due to noise in Fig. 4 are calculated 

using ry accuracy 

comp mulations. 

 

4-5 Worst Crosstalk Modelings  

The demand for higher performance is translated to the requirement for higher 

e and in the same 

m-dependent worst 

odel is important to consider in order to avoid the overestimation of 

fects. 

Here we denote the ramp input signal on the aggressor lines as :   

 

lines switch simultaneously. On 

becomes even shorter than in the simultaneously switching case  (shown in Fig. 4 by 

a dotted line) for long aggressor rise time. Because the rise time on the aggressor line 

is longer than the delay time on the victim line, the coupling signal has little effect on 

the monotonic response on the victim line. Moreover, because of the slow transition 

of the aggressor, the effective coupling capacitance of the non-simultaneously 

switching case becomes smaller ( |K|＜1 for the first-order approximation of the 

Miller effect) than that of the simultaneously switching case (|K|=1) and the delay 

time become shor

 the closed-form solutions of regions I and II, which show ve high 

ared to SPICE si

 

clock frequency with much faster switching signals. The faster a signal switches, the 

more noise is coupled onto the neighboring lines. The worst-case crosstalk occurs 

when all aggressors switch as a step waveform at the same tim

direction so their noise peaks align. However, the step input situation may never 

actually occur due to signal transition. Thus, the input-wavefor

crosstalk m

crosstalk ef

′
2rV
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),()()()(),0( 222222222 abtmabtUbtmbtUtVr −−−−−−−=′                  (4. 49) 

 

2 2 ise time and the arrival time of input signal, respectively, 

m2 and is the fraction 

of VDD and a2. U(t) represen

 Figure 1(b) depicts the

ise model, boundary conditions can be written as 

 

                    (4. 50) 

re those o

special cas

ect are c

eqs. (4.50) and (4.51) and are 

 

             (4. 52) 

Vr −−−

where V+(0,t)=

where a and b represent the r

as shown in Fig. 1(b). The slope of the input signal is written as 

ts the unit step function of t.  

 worst case of crosstalk noise. In the derivation of the 

crosstalk no

),0(),0( 11 tVRtI t =−  

 (′ .                   (4. 51) 

 

Careful observations, it is found that these new boundary conditions a f the 

e discussed in the previous section with V

) ),0(),0(,0 222 tVRtItVr =−

r1(0,t)=0 in eqs.(5) and (6).  

The new boundary conditions for the coupled interconn alculated from 

( ) ),0(),0(,02 2 tVtItVr ++ =−′

( ) ),0(),0(,0 tVtIt =−′ ,            (4. 53) 

 

2

( )tV ,01
′ + , V-(0,t)=( )tV ,02 2

′ ( )tV ,01
′ - ( )tV ,02

′ , I+(0,t)= + , 

and I-(0,t)= . From these boundary conditions, eqs. (4.52) and (4.53), 

the coupled system can be solved from the solution of a single isolated line by the 

ment of total capacitance w th in t 2 2
′ d

  

( )tI ,01
′ ( )tI ,02 2

′

( )tI ,01
′ - ( )tI ,02

′

replace ith Caf and Caf+3Cll for e pu as ( )tV ,0  an  r

77 



( )t,0′ . The crosstalk-induced voltage on the end of the victim line, which is 

calculated from the time-domain 

Vr 2−

solutions of ( )ltV ,+  and ( )ltV ,− , is given by 

 

.       

 

e to reach the worst (max) peak crosstalk voltage on the adjacent net, 

denoted by p,max 1

( ) ( ) ( )( ) 3/,2,,1 ltVltVltV −+ +=      (4. 54) 

The tim

t , for a specified input can be obtained by solving dV (t,l)/dt=0 in eq. 

(4.54). Calculations give 

 

( )2
1

max, ln ζ
σpt −= ,              (4. 55) 

)1/(1
212

−η

afRC

where /1/1 −−= λβζ kk . The definitions of ( ) ( )( ) β , λ , η , , and 1 2 1k , k σ  

can be found in the previous section. 

Then, the worst (max) crosstalk voltage, Vp,max, is obtained from eq.(4.54) with 

the replacement of t=tp,max, i.e.,  

 

⎪⎭

⎪
⎬
⎫

⎩

⎪
⎨
⎧ +−

−
−

=
2

22

1

21

2

max, )3)(1()1(2 ζλζβ kCCkCR llafaf

dd

p
      (4. 56) 

  

Verification of these models is carried out by SPICE simulation and the results 

are shown in Fig. 5. First, this figure shows that the faster a signal switches, the more 

noise is coupled onto neighboring lines. However, the coupling noise becomes 

insignificant under large loading conditions because of the slow signal transition. 

Second, crosstalk can be reduced by adjusting the magnitude of the driver resistance 

and the loading capacitance. For slow ramp input, however, crosstalk noise can be 

. ⎪3 σσ

η

aV
V
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reduced under small loading conditions; this should be carefully considered for the 

si

s. These new 

ru

nifies the effect of inductance on wire performance at high frequency 

be

gnal integrity problem in circuit design. All phenomena are well modeled and 

formulated in this paper. 

 

4-6 Interconnect Models Considering Inductance Effects 

A new set of delay time and overshoot voltage models, considering the distributed 

resistance, capacitance and inductance of the interconnect are presented for step and 

ramp input signals. These models are consistent with SPICE simulations over a wide 

range of input parameters; they are therefore helpful in predicting the integrity of an 

interconnect signal at a high confidence level. This work also proposes new 

guidelines for evaluating the influence of inductance on the simulated performance of 

an interconnect, considering both the driving and the loading condition

les are regarded as helpful to chip designers who employ advanced technology in 

realizing an optimized design methodology and flow which incorporates the effect of 

on-chip inductance in real silicon. 

The increasing operating frequency and die sizes of advanced chips are such that 

the signal voltage transition from low-to-high or high-to-low can no longer be treated 

as purely digital. Electrical parameters such as output delay time and overshoot 

voltage are now crucial to characterize the high-frequency signal. Accordingly, 

signal-integrity concerns must be raised in the verification stage in high-end chip 

design flow. Increasing the operating frequency increases the impedance associated 

with the inductance. Additionally, reducing the resistance of the wire using a cooper 

interconnect mag

cause of the series connection characteristics of resistance and inductance. Models 

that incorporate the effects of inductance are important in accurately calculating the 

interconnect performance in an analysis of the integrity of the signal.   
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  In delay and crosstalk modeling, Sakurai [4.7] derived solutions to the partial 

differential equation of a single isolated line and a coupled line, assuming a step input 

waveform. In previous section, we investigated the modeling of delay time and 

crosstalk by considering the ramp input under various driving and loading conditions. 

However, these aforementioned studies did not discuss the effects inductance on the 

calculated delay time, which are shown later in this work to be very important. Cases 

[4.16] addressed the transient response of single RLC transmission lines but did not 

derive a closed-form solution. Davis [4.17], [4.18] provided the closed-form solution 

fo le tely long line 

an

be over-conservative in considering the effect of 

inductance on real silicon. The best method is to screen out the critical nets on which 

inductance has a real impact on the electrical performa

The figure of merit and methods of characterizing the effect of the on-chip inductance 

of wires have been discussed [4.24], [4.25]

 which incorporate the driving and loading 

streng

ANALYTICAL MODELING OF RLC TRANSMISSION LINE  

  Figure 4.14 schematically depicts a single interconnect driven by a resistance, RS, 

and terminated at a load capacitance, CL. The interconnect itself is modeled as 

distributed capacitances (c), inductances (l) and resistances (r). According to the 

r coup d RLC transmission lines but he assumed a step input, infini

d open loading. Cao et al. [4.23] found the closed-form solution based on empirical 

assumptions.   

  Obtaining a convergent solution for netlists that include inductance is 

computationally intensive, especially for advanced SOCs, which have very many nets. 

A designer must neither overlook nor 

nce, from the interconnect sea. 

. However, comprehensive criteria must be 

applied to achieve a reliable screening flow. The final section of this work will 

introduce the newly developed criteria,

th of the wire, as well as the wire length effect. 

 

4.6.1 
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theory of transmission lines [4.19], the electrical behavio

Fig. 1 may be described by the PDE, 

 

r of a single line system in 

2

22 tt

2 ),(),(),( txVlctxVrc
x

tx ∂
+

∂
=

∂ ,                       (4. 57) V
∂∂∂

 

where r , l  and c  represent the line resistance, the line inductance and 

line-to-ground capacitance per unit length, respectively. V(x,t) represents the signal at 

any position x on the line at time t. 

The transfer function of the wire in s-domain can be derived from PDE (4.57) as 

follows. (See Appendix A for details.)  
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       (4. 58) 

C represent the lumped line resistance, the inductance and the 

line-to-ground capacitance, respectively, and are given by 

 

  R, L and 

zrR *= , 

and , where z is the length of the line. The no

CMOS device are simplified as if the device were linear. Then, the CMOS gate is 

modeled as a resistance (R at the driving p a capacita  (CL) at a driven port.  

i  

viside expansion. Then, this approximation is 

further simplified as a rational polynomial using the two-pole approximation method.  

These procedures are proven  yi te nal  at 

the SPICE simulation in a later section. 

  To calculate the poles of the transfer function, Eq. (4.58) is rewritten as a 

. 

zlL *=  

c*zC = nlinear characteristics of the 

S) ort and nce

  In this work, a two-step procedure is used to solve the s ngle line PDE. Initially, 

Eq. (4.58) is approximated by the Hea

 to eld an accura  a ytical solution th is proven in 
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's , function of 
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, 

sCsLRs )( +−=′ , )( sLRRR ST +=  and CCC LT /=wher .  

 

H d sim

]

  Then, the transfer function of the RLC wire in terms of s  is calculated using the

eaviside expansion an plified as 

 

( )[ sCsLRs
sksH
++

+=′
σ

1)(                    (4. 60) 

 

 

where  

4
101.1
π++
++

−=
TT

TT

CR
CRk ,            (4. 61) 

2)π
          (4. 62) 

2(
04.1σ

+++
=

TTTT CRCR

, (4.60), can be expanded and expressed in general as 

 

  Appendix E explains the details of the derivation of the transfer function, (4.60). 

The transfer function (sH ′ )
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The two poles approximation is applied here to simplify (4.63) further. Hence, 

is approximated as H  

. 

. 

. 

)(sH ′′  )(s and written as 
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The coefficients of the transfer function, 

sbsbb
H

++
4) 

b1 and b2, in (4.64) are determined from 

th ments of  as 
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 and are the moments of the transfer function  

  Similar procedures are performed for (4.60) to yield the moments of sH . 

Hence, the moments of the transfer function 

 

０Ｍ , １Ｍ ２Ｍ  )(sH .  

(′ )

)(sH ′  - ０Ｍ ′ , １Ｍ ′  and  - are 

calculated as  

２Ｍ ′
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where CCm T /= , RRn T /= , 

( ) ( ) ( )( )[ ] ( )( )nnnmnnnm ++++++++= πγ 341.1)41.1(124.1 , m+ π
4222 1/

[ ]( ) ( ) 32.062.08.021.18.251.11.1 222 +++++++−= nnnnmn  

. 

, 

26.1513 3 + mmα
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and 
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For the case of , that is 

=189β

0== LS CR 0== nm , the parameters in (4.69) and (4.70) 

5.0=γ , 8.481−=α , 8.187=βis calculated as . Accordingly,  and RCM 5.01 =′

( ) 62
2′ 8.1878.481 πCRLCM +−= . 

  It is a means to an end of this work to 

a rational polynomial , (4.64), by equalizing the moments of the two transfer functions, 

the coefficients b0, b1 and b2 in (8) are calculated by equalizing the 

corresponding pairs of moments; that is, 

approximate the transfer function, (4.60) as 

)(sH  and )(sH . ′

   Hence, 

00 MM ′= , 11 MM ′=  and . A 

comparison of (4.65) and (4.68) yield the simplest result 

22 MM ′=

100 == ba  by intuition. 

an

                       (4. 71) 

and  

= .                           (4. 72) 

1b  

d 2b  are given by  

11 Mb ′= ,   

( 2
2

12 MMb ′−′ )

  After b  and b  are known, the two poles (1 2 1σ  and 2σ ) of the transfer function 

are derived as 
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and the poles are given by 
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 comprehensive study for two different input signals, step and ramp, are discussed 

separa elow

A. Step Input 

  Then, given a step input (V(0,s)=Vdd/s) fed into the start-end of the wire, the 

response at the end of the line is 

A

tely b . 

 

)(),0(),( sHsVszV = . Hence, the output response to 

the step input is 
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1 1
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Then, the time domain solution is obtained by taking the inverse Lap ace transf

of (4.75) 
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et , (4.76) is then transferred into 
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  Since 
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  The delay time ( dt ) for the output voltage to increase to χ % of ddV  is 

( ) ddd VtlV χdetermined by setting =, . 

Hence, the delay tim

0

e ( dt ) is calculated as 
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⎥
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= 211
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2
2 σσdt  (4. 79) 

B. Ramp Input 

  For a ramp input signal fed into the beginning of the line, it can be expressed in 

the s-domain as 
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m represents the slope of the ramp waveform and a is the input ramp rate. 

The relationship between 

sHsVslV in= .           (4. 81) 

 

 Then, the output waveform at the end of the line is given by 

   (4. 80) 

where 

m and a is m=Vdd/a. Hence, the output waveform at the end 

of the wire can be derived by combining (4.80) with the RLC transfer function to 

yield, 
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   for t > a.  

 When , the solution to (4.83) approaches Vdd, meaning that the output 

signal becom

and (4.83) are the same. Hence, a smoothing function is applied to smooth the two 

functions. It is given by  

 (4. 83) 

 

at >> 

es stable at Vdd for a particular period. For t=a, the solutions to (4.82) 

 

( ) ( ) ⎟
⎠
⎞⎜

⎝
⎛ Δ+Δ−−+Δ−−−= atataateff 45.0 2          (4. 84) . 

 

  Here, teff approaches t when t is small and approaches a when t exceeds a. Hence, 

(4.82) and (4.83) can be combined as  
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  The delay time can be calculated following similar procedures as in the step input 

case, described in the preceding section. Hence, the 90% delay time is derived as 
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4.6.2 Model verification 

Figure 4.15 plots the waveforms obtained by the SPICE simulation and the 

analytical model at the end of the wire, driven by a ramp input. The delay time and 

th

cted by RC is 

le

urately 

pr

umb that helps designers to develop method for determining 

w

e overshoot voltage, which indicate the interconnect performance, of these curves 

are compared. Careful observation of these curves reveals the following important 

information. Initially, the RLC analytical model discussed herein accurately predicts 

both the output delay and the maximum overshoot voltage, which are the most 

important parameters in evaluating the performance of the wire. Secondly, RC 

distributed networks cannot be used to predict accurately the 50% delay to which 

parasitic inductance contributes markedly. Intuitively, the delay predi

ss than that predicted by RLC because inductance retards the driving current. The 

RC structure also cannot predict the overshoot, which is important in evaluating the 

time taken for the signal to become stable. The analytical models herein acc

edict the results of the simulation. That is, the RLC models presented in this study 

accurately predict important performance parameters such as the 50% and 90% delay 

times and the overshoot voltage of the interconnect ; however, the RC model cannot 

yield consistently accurate solutions for a wire that is significantly affected by 

inductance.  

Parasitic inductance clearly influences the accuracy of the analysis of the 

interconnect performance, and hence the results of the chip simulation. However, 

designers must use extra computing resources to extract and simulate the effects of 

inductance. Fortunately, designers need not always include inductance effects in their 

simulations if they have idea when the inductance could be neglected. Therefore, a 

new developed rule of th

hether to consider the effects of inductance will be introduced below. 
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Figure 4.16 compares the delay times in the RC and RLC and the corresponding 

percentage error at various input rising times. The RC wire model deviated markedly 

from the SPICE simulation without inductance, especially at small rise times.  

lly, it is found that neglecting inductance may cause a significant error in the 

ev

tions that is more 

co

Figure 4.20 presents evidence that the RLC models herein yield results that are 

gths of 

w

The symbol tr_c in this figure refers to the rule to be followed by the designer in 

determining whether inductance effects can be neglected. Studying the figure 

carefu

aluation of performance if the input rise time is less than tr_c. A later section of this 

study will discuss the calculation of tr_c and apply it to this figure. Figure 4.17 

compares RC and RLC at 90% delay and plots error percentage vs. input rise time. 

This figure implies that the RC and RLC models predict quite well the delay except in 

the case of the small rise time, for which RLC yields predic

nsistent with the SPICE simulations. Figures 4.16 and 4.17 also provide evidence 

that the prediction of the delay could be quite inaccurate if the rise time of the ramp 

input is not considered. 

Figures 4.18 and 4.19 detail the loading conditions and further evidence that the 

RLC models herein yields results that are consistent with those of the SPICE 

simulations at 50% and 90% delays, given various input waveforms. Driving and 

loading significantly influence the delay time. 

consistent with those of the SPICE simulation at 50% delay for various len

ire. 

Figure 4.21 compares the results of the RC models at 50% delay with RLC SPICE 

simulation data, along with corresponding plots of error percentages against the length 

of the wire. Significant errors arise for short wires because the RC models ignore the 

effects of inductance. This figure again implies that the error in the RC model may be 

significant in certain cases in which inductance effects are crucial. 
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Another important parameter of the integrity of the signal in a single RLC wire is 

overshoot voltage, which cannot be modeled using an RC equivalent network. Figure 

4.

 

4.

. However, the overshoot/undershoot electrical behaviors of the RLC 

tr

e effects of inductance in the deep-submicron circuit 

simulation. The best method is to develop a filtering methodology using the accurate 

cr n the 

in

(s) are rea

 the circuit is over-damped, such that the wire is R-C like. The effect of 

inductance can then be neglected in the analysis of the performance of the 

interco

 However , the inductance is connected in series with the resistance, so the effect 

of the inductance must be compared to that of the resistance, to determine which 

dominates.  

22 plots the RLC overshoot modeling accuracy versus length of wire. The overshoot 

voltage increases with the length of the wire for short wires; however, the voltage 

declines as the length increases over a particular value. This phenomenon will be 

further elucidated in the next section by defining the critical length, zc, of the wire, by 

applying the criteria to determine the effect of inductance on the interconnects.  

6.3 Criteria for Determining the Effects of Inductance on Interconnects 

  Inductance has been proven to affect performance, and so must not be overlooked 

by a designer

ansmission line indicate that obtaining a convergent solution for a circuit model that 

includes inductance is computationally intensive. Hence, a designer should not be 

over-conservative about th

iteria to screen-out the nets that are really affected by the inductance i

terconnect performance analysis. 

  If the poles of H(s) in (4.75) are complex, then the response of the circuit is 

under-damped. That is, the interconnect is R-L-C-like and the effect of inductance on 

the performance evaluation is critical. Otherwise, if the poles of H l, then the 

response of

nnect. 
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   Therefore, this section proposes two criteria, which are applied as guidelines in 

elucidating the effect of inductance, derived from the analytical models and from 

co

 in the 

in

etwork, th the poles in (4.73) are complex. Hence, using , the first 

criterion is 

,                 (4. 87) 

 

ncepts described above. 

 

A. Criterion 1: Poles of the Interconnect Transfer Function Must Be Complex 

  The first step of this work is to analyze whether the poles like that in (4.73) are 

complex or real to identify whether the effects of inductance are important

terconnect analysis. Hence, if the interconnect behavior is like that of the R-L-C 

n en 04 2
2
1 <− bb

 

czz <

3
1

3
2 z

cr
zc ⎟

⎠
⎜
⎝

=  and 
3

1

l ⎞⎛κ
where 

nmnm
nm

∗+++
++

=
83.091.293.108.1

53.006.14.4κ . 

  Here, the range of wire lengths over which the interconnect exhibits significant 

inductance is defined in terms of a critical length, z . The effect of inductance is a 

function of the length of the wire because the RLC transmission line has some lossy 

effects. If the length (z) satisfies the criter

c

ion, then the effects of inductance are 

significant. When the length of the wire exceeds zc , RC dominates the delay.  

c,

  The RLC effect is greatest at small driving resistance and loading capacitance 

( 0== ). LS CR

  If 0== , accordingly m=n=0, then the critical length, z  can be reduced to 

 

LS CR
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 However, if the operating frequency is not sufficiently high, then the inductance 

of e 

low to complete the guidelines to be followed in 

understanding the effect of inductance. 

 

B. Criterion 2: 

Connected Resistance  

  The impedance of inductance increases with frequency, so, the operating 

frequency must be sufficiently high that inductance has an effect when resistance and 

he 

re

c

 

 the wir only slightly affects the performance of the interconnect. Hence, criterion 

1 must incorporate the effect of the operating frequency, as defined in criterion 2, 

which will be considered be

The Impedance Of On-Chip Inductance Is Greater Than Serial 

inductance are connected in series. Therefore, inductance is considered to dominate 

the serial connected impedance if the impedance of the inductance exceeds t

sistance. That is,   

 

RLfc >π2 .                (4. 89) 

 

where cf  is the significant frequency[10] , defined as rc tf 34.0= , and is the 

highest frequency of interest that affects the interconnect performance analysis. Hence, 

(4.89) is re-arranged into  

 

R
t cr π68.0_ <

.            
     (4. 90) 

L
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crt _ represents the rise time when the impedance of the inductance exceeds the 
 

resistance. That is to say, if the rise time of the simulated signal is less than , then 

in

r_c

r_c

r_c

c

r_c

c c

z=zc. Here, the area in which z>zc 

is denoted as Region I and the area in which c is denoted as Region II. Therefore

crt _

the inductance must be considered in the analysis of the interconnect performance. 

  Combining the critical wire length, cz  in (4.87), and rise time, crt _   Eq. 

(4.90) enables the designer to determine whether the inductance may be neglected in 

the performance simulation. Figure 4.23 summarizes the criteria for determining the 

effect of inductance; the shaded area is the inductance effect window, in which the 

effect of inductance is significant. The size of the inductance effect window is 

inversely proportional to the interconnect driving resistance and the loading 

capacitance. 

  Figures 4.16 and 4.17 apply the criteria discussed in this section. The length of 

the wire in the figure is less than cz , so any input signal which has an input rise time 

of under t  will have an inductance effect that is important in performance analysis. 

The dashed vertical line in these two figures represents the calculated t . These plots 

clearly imply that, when the rise time is less than t  , failing to consider the effects of 

inductance in analyzing the delay will cause a large error. 

  Figure 4.21(c) shows another application of the criteria presented herein. The 

values of z  that corresponds to various wire lengths and loads are indicated. The input 

rise time, which is 50ps in this plot, is less than the critical input rising time, t , and 

so satisfies the second criterion. Hence, according to criteria 1 and 2, the length of the 

wire (z) , being less than z  (ie. z<z ), will cause significant inductance effects. The 

dashed line in Fig. 4.21(c) represents the condition 

z<z , 
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the effects of inductance must be considered for lines in Region II. However, the 

effects of inductance on lines in Region I can be ignored without generating an 

essivel large error when the RC model is used to evaluate the performan . 

Consider for example a wire that is 1000 μm long; three loading conditions yield a 

calculate z

exc y ce

n zc and the dashed line, where z=zc, declined indicating 

th

c in Region II (Rt (Ct)=0, 0.5, 1), corresponding to significant errors in the 

RC model error plot in Fig. 4.21(b). Under the loading condition Rt (Ct)=1 , (diamond 

symbols in the plot), the corresponding error shown in Fig. 4.21(b) decreased as the 

interval (Fig. 4.21(c)) betwee

e interconnect RC is like. This finding is strong evidence that the criteria presented 

herein are useful in determining whether the effect of inductance is significant. Figure 

4.21(c) also provides evidence that the overshoot voltage is significant for wires with 

lengths that exceed the critical length in Region II. The overshoot voltages decline as 

the length of the wire decreases because the wire corresponds to zc in Region 1 and so 

behaves more like an RC line. 

  Ismail [7] proposed two bounds, 1cz′  and 2cz′ , for defining the range of critical 

1c 2clengths  < critical length <z′ z′ . Deustech [8] presented an upper critical length 

ilar to that, urther criteria that involved some 

em

1cz′ , in [7] , but developed fthat was sim

pirical parameters, to elucidate driving and loading conditions. Figure 4.21 plots 

1cz′  and 2cz′  for comparison with the new value, zc, given herein. The values 1cz′  

2c

However, the new criterion reveals that the effect of parasitic inductance becomes 

weaker as the wire length increases for the same wire parameters r, l and  c. This 

finding is evidenced by the RLC SPICE simulation and the error (%) plot in Figs. 

4.21(a) and (b), respectively. 

and z′ , are independent of the length of the wire and driving and loading conditions. 
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  The critical net is defined as the interconnect in which inductance significantly 

influences the performance analysis. It should be analyzed using RLC transmission 

line. A complex SOC design project involves very many interconnects. However, 

ve

his filtering mechanism is used to screen out and 

non-critical nets from the whole interconnect geometry database. 

The 

f the circuit or being over-conservative. 

General interconnect delay time models, considering RLC transmission line effects, 

are p esented herein. These models are derived from the telegraph equation using 

two-step approximation functions. Models are validated over a wide range of wire 

lengths, signal ramp times, driving conditions and loading conditions. The new 

criteria and method for screening-out critical interconnects that the inductance 

rifying a full-chip design by including and simulating all inductances of all wires is 

impractical. Hence, a novel design and simulation method, based on the newly 

developed criteria, is recommended. The methodology is based on the idea of filtering 

out non-critical nets and focusing on nets whose inductance effects are important. 

This method increases the accuracy of verification without excessively increasing the 

computational burden of the simulation because only critical nets are treated as RLC 

wires.  

   Hence, the recommended first step of the new method is to perform full-chip 

geometry extraction to establish a basic database of interconnects on chips for 

parasitic calculation. Then, the critical path can be identified using the filter 

mechanism presented herein. T

categorize critical/

factors that influence the filtering mechanism are the driver and the loading size, 

the signal frequency, the wire geometry and the wire length. A chip designer can add 

parasitic inductances in series into the predetermined critical path and perform the 

RLC transmission line simulation. Using this recommended design flow, a designer 

can speed-up chip simulation without ignoring inductance that affects the 

performance o

r
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significantly affect the i eveloped and discussed 

comp  as 

ramp time, driving conditions and loading conditions. The 

screening rules are believed to be very helpful to advanced chip designers who want 

to design chips without overlo

without being too conservative. 

 

to estim

ensions. Our model is useful for VLSI design and process 

optim . 

 

 

nterconnect performance are d

rehensively. These new criteria take into account all interconnect factors, such

wire length, signal 

oking effects of inductance on the interconnect, and 

4-7  Summary  

  Accurate closed-form models have been developed for various interconnect

systems. The delay considering inductance effects are also discussed and the guideline 

ate the effect of the inductance is presented. The delay and crosstalk formulas 

allow for simple analytic prediction of interconnection performance for arbitrary 

interconnect dim

ization
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Appendix A : One-Line System 

From the transmission line theory, the PDE of the one-line system in Fig. 1(a) 

can be expressed as 

 

t
txVc

x
txV

r eff ∂
∂

=
∂

∂ ),(),(1
2

2

,           (A-1) 

 

where r denotes the line resistance per unit length. ceff represents the effective 

ngth of the line. Then, the output 

wavefor  

is  

  

capacitance of the one-line system and is equal to caf, which denotes line-to-ground 

capacitance. V(x,t) denotes the signal on line. 

Let R=r*l and Ceff=ceff*l= caf*l, where l is the le

m at the end of the interconnect (x=l) in the frequency domain for ramp input

( ){ } { })()()(/exp1),( atmatUV mttULsRCtkLsl eff= − −σ × × −− − ,      (A-2) 

 

where ( )2)/2(*/04.1 πσ +++= TTTT CRCR , ( ) ( )4//101.1 π++++−= TTTT CRCRk , , and 

/ . Rs and CL are the r resistance and the load  capacit

respectively. 

sfor

RRR sT /=

effLT CCC =  drive ing ance, 

)()()( atmatUmtt −−−  represents the ramping input signal, U(t) denotes 

the step input, m denotes the slope of the ramp waveform, and a is the input ramping 

rate. The relationship between m and a is m=V

U

dd/a. L{－} in eq. (A-2) represents the 

Laplace tran m. The first term in eq. (A-2) is the solution of the step input in the 

case of the single line and the second and third terms represent the contributions of 

the step and ramp input, respectively. 
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Appendix B : Two-Line System 

From the coupled interconnection circuit in Fig. 1(b), the differential equation 

can be constructed as: 
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w

nce per unit wire length, respectively. V1(x,t) and V2(x,t) denote the 

signals on aggressor and victim lines, respectively. 

Combining the differential equations (B-1) and (B-2), new PDEs are obtained as 
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where  and 
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represent the effective capacitances of two combined differential 

ly, the differential equations have a similar form to that of the one-line 

pare with eq. (A-1)). The solution of eqs. (B-3) and (B-4) at the end of the 

 and , can be obtained by the same approach as the previous 

case. Then, from the observation of eqs. (A-1) and (A-2), the solutions of eqs. (B-3) 

and (B-4) at the end of the lines for the ramping input in the frequency domain are 
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Appendix C : Multiple Coupled Line System 

Because of the symmetry of the induced crosstalk noise voltage on the two 

victim lines adjacent to the signal line [Fig. 1(c)], the derivation of delay time and 

crosstalk noise voltage can be realized by taking the three parallel coupled 

transmission lines as two non-symmetrical coupled transmission lines, as shown in 

The coupled partial differential equations for interconnection in Fig. 1(d) 

are 
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For the calculation of the PDEs above, two new differential equations are 

re shown as 
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where V+(x,t)= V1(x,t)+ 2V2(x,t) and V － (x,t)= V1(x,t) － V2(x,t).  and 

 represent the effective capacitances of two combined differential 

equations in the multiple coupled line system. 

By comparing the PDEs of the coupled-line case, eqs. (C-3) and (C-4), with the 

PDE of the single-line case, eq. (A-1), it is found that the forms of these equations are 
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similar. Then, fo line system, the 
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output waveforms at the end of the lines for the ramping input in the s-domain are 
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A  ppendix D : The Transfer Function of RLC Wire

  For a distributed R-L-C wire, the relationship between current and voltage on the 

two ends of wire could be described as 
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Appendix E : Transfer Function Approximation 

  The initial step to perform the inversi

plex function as (3) is to split the function into the summation of smaller 

ials from the poles of the complex function. Heaviside's method is the 

method that could systematically perform the partial fraction expansion. Even though 

the poles of (3) are infinite, the first pole is usually dominant. Hence, only the first 

pole will be used for the transfer function approximation. Hence, the voltage at the 

end of line,

on of the Laplace transformation for a 

com

polynom

),( szV ′ , could be calculated from the Heaviside’s method using first pole 

approximation for step input signal, ssV ′=′ 1),0( , and written as 
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  The method to calculate the closed-form solutions of  and k σ  is analogy to the 

method as R-C element constructed interconnect [1] and derived to be 
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  After the simple arithmetic, the transfer function in -domain, , is 

calculated as 
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      (a) 

 
      (b) 

 
 
 

 
 
Figure 4. 1 (a) Schematic diagram of isolated one-line system. (b) Schematic 
diagram of two coupled lines. (c) Schematic diagram of three coupled lines. (d) The 
symmetry of the interconnection structure in (c) can be represented by the asymmetric 
interconnection. 
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Figure 4. 2 Comparison of SPICE simulation, new ramp model and Sakurai’s 
model for an isolated one-line system of various driver resistances and loading 
capacitances. Input ramping rate independent delay time is observed in Sakurai’s 
model. 
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Figure 4. 3 (a) Model accuracy of RC line delay model. (b) model accuracy of RC line 
crosstalk model.
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Figure 4. 4 Delay times in SPICE simulation (symbols) and the new ramp model 
(lines) for the two-line system [Fig. 4.1(b)] are compared.  
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Figure 4. 5. Normalized crosstalk noises in SPICE simulation (symbols) and the 
new ramp model (lines) for the two-line system [Fig. 4.1(b)] are compared. The 
crosstalk noise shows input rise time dependence. 
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Figure 4. 6 Delay times in SPICE simulation (symbols) and new ramp model 
(lines) for the multiple coupled line system [Fig. 4.1(c)] are compared.  
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Figure 4. 7. Normalized crosstalk noises in SPICE simulation (point) and the new 
ramp model (line) in the multiple coupled line system [Fig. 4.1(c)] are compared. The 
crosstalk noise shows input rise time dependence. 
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Figure 4. 8 (a) Schematic diagram of crosstalk-enhanced delay time case and (b) 
worst crosstalk case for coupled interconnect.  
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(a) 

 

(b) 
Figure 4. 9 Comparison of the output waveforms calculated from SPICE 
simulation and new models. (a) a1 ＞ a2. (b) a1 ＜ a2.  
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Figure 4. 10 Comparison of SPICE simulation (symbols) and new model (lines) for 
crosstalk-induced delay times in the system of Fig. 1(a), where RT= Rs/R and CT= 
CL/(Caf+3Cll). 
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Figure 4. 11. Comparison of SPICE simulation and new model for 
crosstalk-enhanced delay time case in the system of Fig. 1(a). The rise time in the 
simultaneously switching case is 1ps, where RT= Rs/R and CT= CL/(Caf+3Cll). 
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Figure 4. 12 Comparison of SPICE simulation (symbols) and new model (lines) for 
worst crosstalk noise in the system of Fig. 1(b), where RT= Rs/R and CT= 
CL/(Caf+3Cll). 
 
 
 



 116  

 

 
Figure 4. 13 Maximum routing length is limited by the crosstalk for small driver 
resistance and by the delay time for large driver resistance. 
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Figure 4. 14. Interconnect modeled as distributed r-l-c. 
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Figure 4. 15. Waveform, at the end-terminal of the wire in Fig. 4.14, calculated from 
SPICE simulation and herein analytical model. 
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Figure 4. 16. RLC models and RC and RLC SPICE simulation and corresponding 
percentage error for 50% delay time at RT=CT=1, z=1000um. 
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Figure 4. 17. RLC models and RC and RLC SPICE simulation and corresponding 
percentage error for 90% delay time at RT=CT=1, z=1000um. 
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Figure 4. 18 SPICE simulation data (point) versus new model (line) and percentage 
error plot. The plot gives 50% delay time vs. input rising time for various 
combinations of driving and loading conditions. Wire length is 1000um. 
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Figure 4. 19  SPICE simulation data (point) versus new model (line) and percentage 
error plot. The plot gives 90% delay time vs. various input rising time for various 
combination of driving and loading conditions. Wire length is 1000um. 
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Figure 4.20 50% Delay time vs. wire length for various driving and loading 
conditions. The input rising time in this plot is 50pS. The legend of this plot is the 
same as Figure 4.19.  
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Figure 4. 21 (a) 50% Delay time (point: RC, solid line: RLC and data are from SPICE 
simulation) vs. wire length for various driving and loading conditions for a=50pS. (b) 
Percentage error plot for RC model with respect to RLC SPICE simulation. (c) 
calculated inductance critical length (zc) vs wire length for various driving/loading 
conditions. The dash line ( ) represents the condition that wire length is equal to 
the critical length (z=zc). The dot line ( ) represents the critical length calculated 
from the two criterions in [4.24] and [4.25]. The legend of point symbols for this 
figure is the same as Figure 4.19. 
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Figure 4. 22. Overshoot voltage vs. wire length for various driving and loading 
conditions. The legend of point symbols for this figure is the same as Figure 4.19. 
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Figure 4. 23. Critical length (zc) and inductance effect window changing with loading 
conditions. 
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Chapter 5   Interconnect Optimization Design 

 

5-1 Interconnect Optimization Design Method 

With the developed analytic formulas at hand, we now give a thorough 

optimization study for the interconnect performance for the delay-line circuit of Fig. 

5.1. We give constraints on the delay and crosstalk, and our goal is to find the best 

process (resp. design) dimension which gives the largest range of design (resp. 

process) dimension parameters for which both delay and crosstalk are below their 

individual constraints. In other words, we are interested in finding the largest 

guaranteed performance region. More precisely, we define two optimization 

problems:  

(1) Find the optimal process dimension parameters which give the largest set of 

design dimension parameters with guaranteed performance (i.e. constraints satisfied); 

this is referred as process optimization.  

(2) Find the optimal design dimension parameters which give the largest set of 

process dimension parameters with guaranteed performance; this is referred as design 

optimization.  

The performance constraints of interest are the maximum delay and maximum 

peak crosstalk noise; here in this study, the following values are assumed: Tdmaxl = 

30ps, Tdmax2 = 50pS, Tdmax3 = 70ps, Tdmax4 = l00ps, and Vpmax = 0.2E1. Further, in the 

circuit of Fig. 5.1, we assume that CL = Rs = 0 to emulate the situations with 

dominating interconnect delay (Caf >> CL) and with large input buffer (Rs << R). 

These values are selected to explore the impact of design and process dimensions on 

the line delay and crosstalk in the deep sub-micrometer range. The closed-form 
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models of line capacitance, signal delay and crosstalk noise developed in Chapter 4 

allow for analytical performance evaluation for arbitrary interconnection dimensions, 

without resorting to the cumbersome SPICE simulation, or the over-simplified delay 

formulas.   

5-2 Process Optimization  

Since we are interested in finding the best process dimension which yields the 

largest set of design dimension parameters (W and S) for which constraints on both 

delay and crosstalk are satisfied, we first investigate the joint impact of W and S on 

interconnect line performance. Contour plots of wire width Wand wire spacing S are 

generated for three sets of wire thickness T and dielectric thickness H. as shown by 

contour C-l, C-2, C-3 and C-4 in Fig. 5.2 for delay time of 30ps, 50ps, 70ps and l00ps, 

respectively. For small W and S, wire width increases as wire spacing reduces, 

because higher Ccouple needs to be compensated by smaller line resistance. Note that 

for S above 0.6μm, W to achieve a certain delay time does not vary with S, since the 

coupling capacitance at such spacing is small and does not dominate line delay 

anymore, and constant wire width gives constant Caf as well as constant line delay. 

Contour C-5, the crosstalk contour, points out that larger spacing is required for small 

wire width to sustain crosstalk noise at a specified level. This need of increasing S is 

due to the fact that 
af

couple
C

C  ratio increases as wire width reduces, and enhances signal 

propagation to the adjacent wire and thus induces higher crosstalk noise. Relaxing 

wire spacing to relax coupling capacitance is hence needed.  

We then investigate the influence of process dimension, i.e. wire thickness T and 

dielectric thickness H, on the contour analysis as mentioned above. The impact of T 

and H can be observed by comparing Fig. 5.2 and 5.3. In Fig. 5.3, as T increases to 

0.7μm, it is obvious that the crosstalk contour C-5 goes through higher S, indicating 
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that increasing T induces higher coupling capacitance, resulting in more severe 

constraint on S. On the contrary, for delay contour, both smaller W and S are allowed, 

when comparing to the case of T = 0.5μm in Fig. 5.2; this is due to the fact that 

increasing T gives lower line resistance and thus lower delay time. The comparison of 

Fig. 5.2 and Fig. 5.3 indicates that the well-known existing approach to reduce delay, 

which is to increase aspect ratio with technology scaling [5.1], may induce serious 

crosstalk noise which can only be reduced by relaxing the inter-wire spacing in chip 

design. Our optimization study is now formalized: For a given process dimension (T 

and H ), we define guaranteed performance region as the region of design dimension 

points (Wand S) over which the constraints on both delay and crosstalk are satisfied, 

as marked by dashed-lines in Fig. 5.2. That is, the guaranteed performance region is 

simply the dashed region enclosed by C-l and C-5 for the delay constraint of 30ps ( or 

C-3 and C-5 for the delay constraint of 70ps ), in Fig. 5.2. The point (W, S) which 

intersects C-l and C-5 (or C-3 and C-5) is the point where both delay and crosstalk 

constraints are met exactly; call such point (W, S) as the target point. As the process 

dimensions T and H vary, the target point (W, S) moves and the guaranteed 

performance region changes accordingly. Denote by Ad as the area of the guaranteed 

performance region. We seek to find the process dimension parameters T and H that 

can yield the largest Ad, since such a region can cover most design dimension points 

(W, S) having satisfactory performance, thus impact of (uncertain) dimension 

variations mentioned earlier can be mostly reduced. Our process optimization 

problem is  

Maximize Ad over all feasible (T,H).  

The calculated target-point trajectory and Ad for lines on one plane structure are 

shown in Fig. 5.4 and Fig. 5.5 for signal delay constraints of 30ps and 70ps, 

respectively. The target-point trajectory and Ad for lines between two planes are 
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shown in Fig. 5.6 for delay constraint 70ps. It is observed that the target-point 

trajectory moves toward larger W and smaller S, as H decreases with constant T. This 

is due to the fact that increasing line to ground capacitance causes severe signal delay. 

Reducing line resistance or increasing line width to reduce signal delay is thus 

essential. Furthermore, increasing line to ground flux simultaneously decreases line to 

line coupling capacitance, allowing for smaller S while keeping the same crosstalk 

noise level. Another observation with varying T shows that smaller S is allowed for 

smaller T and same H, as the crosstalk noise is significantly reduced by decreasing T 

and coupling capacitance. However, larger W is required to sustain same signal delay, 

as line resistance increases as T decreases. For optimal solutions, we find that the 

target point (W, S) = (0.23μm, 0.36μm) corresponds to (T,H) = (0.5μm,0.2μm), 

which the technology dimension allowing for best guaranteed interconnection 

performance region for arbitrarily distributed (W, S) above (0.16μm, 0.16μm ). 

These observations can be extracted from the variation of Ad versus H and T. As 

shown in Fig. 5.5, the process with T = 0.5μm offers a maximum Ad at H = 0.2μm 

and it is indeed the point where both W and S can be minimized to (0.23μm, 0.36μ

m), while sustaining a delay of 70ps and a crosstalk noise of 0.2E1. Similar analysis 

can be applied to the data in Fig. 5.4, where the best process dimension is identified to 

be (T, H) = (0.7μm, 0.3μm ), this process dimension gives largest Ad and 

corresponds to (W, S) = (0.5μm, 0.5μm ). It is worth noting that the optimal values 

of H for both 30ps and 70ps delay constraints are relatively small, an observation 

which disagrees with traditional concept of technology design in which H is often 

kept large to relax signal delay. The small value of the optimum H is induced by the 

crosstalk noise constraint. On the other hand, if the wire width is small, then the wire 

to ground dielectric thickness often needs to be small for the crosstalk noise 

performance. The dielectric thickness limit can be relaxed by decreasing T. As T 



131 

decreases, the optimal value of H increases, as shown by Ad in Fig. 5.4 and Fig. 5.5. 

In Fig. 5.4, for T = 0.3μm, optimal value of H rises to 0.7μm, this demonstrating 

such crosstalk-delay tradeoff. It is worth mentioning that the optimization point of (T, 

H) = (0.3μm,0.7μm) corresponds to (W, S) = (0.56μm, 0.68μm ), giving much 

larger design pitch than the point (W,S) = (0.4μm,0.5μm) given by (T,H) = (0.7μ

m,0.3μm). The process dimension (T, H) = (0.7μm, 0.3μm), or the high-T with 

low-H design approach, hence improves over the traditional large-H approach. In 

deep submicron technology, it is needed to maintain reasonable wire width and 

thickness ratio by reducing T with design-pitch scaling. Based on our study, in order 

to use small (W, S) the wire thickness, it is useful to sustain T as high as possible, and 

using reduced dielectric thickness H to limit crosstalk noise. Similar optimization 

contours are shown in Fig. 5.6 for parallel lines between two plates, with delay time 

constraint of 70ps. Here, comparing to the one-plane case in Fig. 5.4 and Fig. 5.5, 

much larger W is required to sustain the same signal delay constraint, and much 

smaller S can be used to sustain the same crosstalk noise level. This is because the top 

plane attracts much flux, greatly reducing the Ccouple. The Ad variation shows that 

optimal process dimension is around (T, H) = (0.7μm,0.3μm), leading to target 

points (W, S) = (0.20μm,0.32μm). To investigate impact of T, it is shown that the 

capacitances to both top plane and bottom plane put a severe constraint on wire 

thickness T or the wire resistance. That is, decreasing T will seriously decrease Ad 

due to increased wire resistance. Comparing to the one-plane case where the wire 

thickness only weakly influences Ad, we suggest that performance of interconnection 

with dense top overlapping wires ( emulating the case in local interconnect) is very 

sensitive to wiring resistance, and this performance can be greatly improved with low 

resistance material or high wire thickness. A direct comparison of target point (W, S) 

with one plane and with two planes is shown in Fig. 5.7 for line delay constraints of 
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30ps. It can be clearly observed that for reduced T, i.e., T under 0.5μm, decreasing H 

only weakly increases the required W for lines on one plane (from 0.31μm to 0.39μ

m, for H from 0.7μm to 0.5μm with T = 0.5μm), but significantly increases the 

required W for lines between two planes (from 0.55μm to 1.02μm for H from 0.7μ

m to 0.5μm with T = 0.5μm) due to its significant wiring delay. In summary, the 

optimal process dimension for lines with dense top wiring should choose both large H 

and large T, if T is under 0.5μm. If T larger than 0.5μm can be fabricated, wiring 

delay can be .greatly reduced even with small (W, S), and with crosstalk noise 

regulated by an optimal H as in the one-plane case. The adopted T should also meet 

the requirement of aspect ratio as mentioned in [5.1]. The optimization presented here 

takes care of the movement of the design target with process dimensions, and also 

gives a quantified figure of merit (the area of guaranteed performance region) for 

identifying the technology with the best inter- connect performance. The optimization 

framework and procedure is believed to be useful for process dimension design.  

5-3 Design Optimization  

Similar optimization study as above is formalized: For a given design dimension 

(W and S), we define guaranteed performance region as the region of process 

dimension points (T and H) over which the constraints on both delay and crosstalk are 

satisfied, as shown by the dashed region in Fig. 6(b). The target point (T, H) is 

similarly defined, i.e. the intersection point of the delay and crosstalk contours at 

which both delay and crosstalk constraints are met exactly. As the design dimensions 

Wand S vary, the target point (T, H) moves and the guaranteed performance region 

changes accordingly. Denote by Ap as the area of the guaranteed performance region. 

The design optimization problem is  

Maximize Ap over all feasible (W, S).  

A solution to the design optimization problem identifies the design dimension 



133 

parameters Wand S, which yield the widest range of process dimension parameters T 

and H for guaranteed performance. Note that the best guaranteed performance region 

Ap (given by the best design (W, S)) can also be identified by the associated optimal 

target point (T, H). Analysis is similarly done here to investigate the target point of (T, 

H ), and its movement with design dimension (W, S). The process to determine the 

optimal target point (T, H) (which corresponds to the optimal Ap) among a certain set 

of design pitches (dimensions) is often executed in the initial stage of new process 

development, when a preliminary set of design pitches has been suggested, based on 

which process engineers need to determine their process dimension. The process 

dimension should provide best performance when being incorporated with the design 

pitch. As so formulated, the optimization problem again boils down to the study of the 

trajectories of the target point (T, H) and the objective function Ap, as the design 

pitches vary the T -H contours for parallel lines on one ground plane are shown in Fig. 

5.8 and Fig. 5.9, for (W, S) = (0.4μm, 0.4μm) and (0.4μm, 0.6μm), respectively. It 

is shown in Fig. 5.8 that delay contours C-1, C-2 and C-3 are almost independent of T 

for H above 0.76μm. This is because if H is sufficiently large, Ccouple dominates 

line capacitance, and constant T gives constant Ccouple, resistance and hence constant 

delay. On the contrary, for very small H, Caf dominates line capacitance, and reducing 

H will attract sidewall flux to ground, thus increasing Caf. This increased Caf can be 

compensated by increasing wire thickness T and thus decreasing the wire resistance. 

The crosstalk contour C-4 shows that the Ccouple from increasing T can be eliminated 

by reducing H , i.e. attracting the coupling flux to ground to reduce line to line flux. 

The T -H contour in Fig. 5.9 shows that smaller T (higher resistance) than the 

one-plane case (Fig. 5.8) is allowed for delay contours C-1, C-2 and C-3, due to the 

decreased Ccouple ( and thus decreased total capacitance ). Crosstalk contour C-4 in 

Fig. 5.8 is almost not realized in our parameter range due to small S, but is clearly 
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shown in Fig. 5.9 as the relaxed S gives much lower crosstalk noise level, allowing 

for higher H . Target point (T, H) defined by the intersection of C-1 and C-4, and Ap 

are shown in Fig. 5.10 and Fig. 5.11. Note that here Ap is the area of the region 

sandwiched between C-1 and C-4 as shown by the dashed region in Fig. 5.9, with 

crosstalk noise being reduced at smaller H. The target point trajectory in Fig. 5.10 and 

5.11, for the delay constraints of 30ps and 70ps, shows that to maintain low level of 

wire delay and crosstalk noise, higher 11 ratio is required with decreasing W. This is 

because increasing T compensates wire resistance induced by small W, and reducing 

H degrades the coupling capacitance and hence crosstalk noise. Note that in Fig. 5.10, 

the optimal point with (W,S) = (0.4μm,0.5μm) now needs (T,H) = (0.7μm,0.29μ

m), indicating extremely thin dielectric thickness. The objective parameter Ap now 

monotonically decreases with reduced S and also reduced W, indicating that 

technology scaling gives increasingly severe constraints in vertical technology 

dimension design. Here, the upper bound on H is limited by crosstalk (from C-4) 

noise and the lower bound is limited by signal delay (from C-1). The upper bound on 

T is limited by crosstalk noise (from C-4) and the lower bound is limited by signal 

delay (from C-1). With reduced design pitch, C-1 moves right and C-4 moves down, 

and both severely reduce the process window Ap. The target points for lines between 

two planes are shown in Fig. 7( c) for td = 70ps, higher T and also higher H than in 

the one-plane case are observed for the same delay and crosstalk specification. This is 

because the top plane significantly prevents the coupling capacitance from increasing, 

and hence T are allowed to increase without causing crosstalk noise problem. 

However, wire delay is more serious here, and hence large T which reduces wire 

resistance and large H which reduces total capacitance are useful in relaxing wiring 

delay. Results of the one plane study can be applied to optimize global 

interconnection lines (among cells), and results of the two-plane study can be applied 
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to local interconnections (intra cells).  

5-4 Summary 

Optimization of interconnect performance based on wire delay and crosstalk 

noise has been formulated and studied. Accurate analytic closed-form models have 

first been developed for wire capacitance, wire delay and crosstalk noise. In the 

capacitance model, line to line capacitance and line to ground capacitance are 

modeled separately, to giye precise delay and crosstalk estimation. Based on the 

developed analytic models, our interconnection optimization study has been done in 

two approaches: process optimization and design optimization. Our results indicate 

that larger T and H ( or equivalently, p = T + H) is useful to reduce wire delay for 

lines between two planes, and an optimal H exists for lines on one plane which is 

different from traditional large-H approach. The design window Ad is severely 

degraded in the two-plane case with reduced T, as compared to the one-plane case, 

due to wire resistance and delay. However, lines between two planes allow for much 

larger Ap than lines on one plane, due to the relaxed constraint of H or crosstalk noise 

in the two-plane case. This work is believed to be useful in future technology design 

and layout optimization. The capacitance, delay and crosstalk models can themselves 

be used in cell modeling and gate-level simulations.  
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Figure 5. 1 Interconnect schematic for optimization design. 
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Figure 5. 2 Design contour analysis of delay and crosstalk  
 



138 

 

 

Figure 5. 3 Design contour analysis of delay and crosstalk for structure T=H=0.7
μm. 
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Figure 5. 4 Design target and Ad analysis for lines on one plane, td=30ps. 
circle:T=0.7, triangle: T=0.6, square: T=0.5, diamond: T=0.4, cross: T=0.3, plus: 
T=0.2, star: T=0.16. 
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Figure 5. 5 Design target and Ad analysis for lines on one plane, td=70ps. circle: 
T=0.7, triangle: T=0.6, square: T=0.5, diamond: T=0.4, cross: T=0.3, plus: T=0.2, star: 
T=0.16. 
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Figure 5. 6 Design target and Ad analysis for lines between two planes, td=70ps. 
circle: T=0.7, triangle: T=0.6, square: T=0.5, diamond: T=0.4, cross: T=0.3, plus: 
T=0.2, star: T=0.16. 
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Figure 5. 7 Comparison of design target for lines on one plane and between two 
planes, td=30ps. circle:T=0.7, triangle: T=0.6, square: T=0.5, diamond: T=0.4, cross: 
T=0.3, plus: T=0.2, star: T=0.16. 
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Figure 5. 8 Process contour analysis of delay and crosstalk for structure  
W=0.4μm and S=0.4μm. 
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Figure 5. 9 Process contour analysis of delay and crosstalk for structure  
W=0.4μm and S=0.6μm. 
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Figure 5. 10 Process target and Ap distribution for lines on one plane, td=30ps. 
circle: W=0.7, triangle: W=0.6, square: W=0.5, diamond: W=0.4, cross: W=0.3. 
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Figure 5. 11 Process target and Ap distribution for lines on one plane, td=70ps. 
triangle: W=0.6, square: W=0.5, diamond: W=0.4, plus: W=0.3, cross: W=0.16. 
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Figure 5. 12 Process target and Ap distribution for lines between two planes, 
td=70ps. circle: W=0.7, triangle: W=0.6, square: W=0.5, diamond: W=0.4, plus: W=0.3, 
cross: W=0.16. 
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Chapter 6   Statistical Analysis and Optimization for VLSI 

Interconnection 

 

The yield loss will worsen in future technologies due to increasing process 

variations. This is because as the feature sizes decrease, the ability to control the 

manufacturing spread or accuracy of a given feature size or doping concentration is 

also decreasing. Along with increased process variations, the uncertainty caused by 

design is also increasing such as interconnect coupling noise and delay. The impact of 

these process variations on performance has been increasing with each process 

technology generation. For example, with increasing clock and data frequency, the 

variation become a larger fraction of the total clock period. However, the traditional 

corner based analysis provides pessimism or optimism design. The pessimism design 

would lead to the long design cycle to meet the spec and impact time to market. And 

the process corner analysis method not guarantee the worst case of chip design. Hence, 

the method to accounts the performance impact of all portion of the parameter 

variation in a single analysis is important. Therefore, variations in the process, 

whether device or interconnect variations, will be a major issue for nano-CMOS 

designs. For the design to survive the much larger variations, the methodology must 

have provisions to deal with variations. The traditional worst corner methodology 

becomes increasingly meaningless and will lead to costly overdesign at the expense of 

chip area and power in some cases and in other cases missing an important worse-case 

condition entirely. 

For a specified process node, different design may have different parametric 

yield. That is, same process variation has significant different impacts on performance 
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due to various sensitivity of each design parameters. 

The critical variables in timing analysis is no longer just transistor critical 

dimension as interconnect become critical. Moreover, the interconnect dimension on 

real silicon is a statistic distribution function instead of exact value drawn on layout 

especially in deep submicron era, which small variation could be significant on 

performance fluctuation [6.1][6.2].  

The growth of process variability in scaled CMOS technology requires special 

addressed in the design of high performance SOC.  To achieve good yield in 

production, worst case design method is usually used to design the SOC considering 

process variation. However, by putting too much guardband at everywhere on the 

design would probably results in un-acceptable performance, die size, power 

consumption and project schedule. Hence, the traditional corner based analysis 

provides pessimism or optimism design. And what makes thing worse is that the 

corner analysis methods not guarantee the real worst case of chip design. Hence, the 

method to accounts the performance impact of all portion of the parameter variation 

in a single analysis is important. If designer could have insight in which nets are 

critical to the process variation in advanced, the chip could be designed without 

scarifying too much performance and schedule. Therefore, the chip analysis 

considering statistical dimension and spacing of nearby wire are the key for high-end 

SOC design. 

The first contribution of this thesis is to presents the simple and yet accuracy 

methods to calculate the statistical models of interconnect capacitance, delay and 

crosstalk. Second, we propose method to help both design and process engineer to 

have insight of the structure that the process and design window which is process 

variation insensitivity or, on the contrary, which process and design window are very 

sensitivity to process variation. The ability to screen-out the process sensitivity layout 
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is very helpful to increase the yield and optimize design. And the techniques help 

EDA vendor to have the method of pre-running techniques that identify interconnect 

that have a larger or smaller sensitivity without running a full statistical timing 

analysis is very valuable. Furthermore, the design guidelines to adjust the layout to 

the process insensitivity region are also proposed. Therefore after the discuss of this 

section, we could achieve   

    (A) layout design techniques that can deal with variability, and     

(B) process window that reduce performance impact due to variability  

(C) the method to quickly identify layout design that are sensitivity to 

process variation  

 

6-1 Variation Source and Impact on Performance 

The variation sources, for examples, includes variation of optical exposure 

duration during chip fabrication, the len aberration and other lithography effects[6.3, 

6.4] which cause the variation of interconnect width control. Metal thickness variation 

within same layer or different layers due to erosion and dishing effect of copper CMP 

process is serious. The effective dielectric constant variation due to etch, strip, clean 

and re-work are serious especially for porous dielectric materials and need to be 

considered in performance impact. The variation of metal resistively is significant due 

to copper metallization [6.5].  

Before we start the detail discussion of the statistical modeling, let’s first look at the 

categories of variation sources.  

6-1.1 Process Variations  

Process variations are fluctuations in the value of process parameters observed after 

fabrication. These variations result from a wide range of factors during the fabrication 

process which determine the range of variations. It is obvious that the process variations 
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would cause the variations of performance. The performance distribution causes the 

fraction of manufactured devices fail to meet the defined performance specification in 

design phase. The performance yield loss is defined as parametric yield loss. These fail 

devices are not defect type fail (which cause wire open or short), which defined as 

manufacturing yield loss, and they could function normal at different frequencies. For a 

microprocessor product, companies perform speed-binning and sell higher frequency parts 

at higher cost and sell lower frequency parts at lower cost. However, in ASIC business, 

chips can only be sold only if it meets frequency specification. Furthermore, all samples 

(just meet specification and better than specification) of ASIC products are sold at the same 

price. Hence, again, for ASIC business, over-designed product to consider the variation of 

process will not gain more profits from fraction of the devices with better performance and, 

on the other hand, the defect yield may increase due to increased area. On the other hand, 

design without consider the process variation will suffer parametric yield loss and defect 

related yield loss also.  

6-1.2 Environmental Variations  

These variations indicate the variations in the surrounding environment. This includes 

temperature variations, power supply variations and power droop or ground bounce due to 

SSN. The static and/or dynamic IR- drop would introduced “noise” that transistors “see” 

different supply voltage at different locations and at different times (depends on switching 

activity). A reduced power supply lowers the drive strengths of devices and hence degrades 

performance. The increased temperature results in performance degradation for devices and 

interconnects. Power supply and temperature variation are generally not treated statistically, 

since every shipped chip is required to operate without failures caused by this variation. 

Hence, design team focus on minimizing temperature and power supply variations as much 

as possible.  

6-1.3 Modeling Variations 
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The variation result from the fact that the power and delay models used to perform 

design analysis and optimization are inaccuracy and do not perfectly capture device 

characteristics. The modeling errors happens at different design stage (Fig. 6.1). This is 

especially critical for SOC design because the timing models provided by IP vendor or cell 

lib vendor may have different model accuracy due to different modeling methods [6.4]. 

These models, if conservative, will make it harder to meet design specifications and larger 

die size and lower yield due the die size, whereas aggressive models (under design) will 

result in yield loss. In Traditional design method, the conservative approach is typically 

used to account for the modeling variation and over design is used. Modeling variation are 

generally not treated statistically. How to design the chip with high accuracy model is an 

important topic to reduce the design and production impact due to modeling variations. 

6-1.4 Dynamic Variations 

There are physical effects that results in a change in process parameter with time. 

Supply voltage and temperature fluctuations may vary from circuit operation. It depends on 

circuit activity and hard to be compensated. These effects includes phenomenon such as hot 

electrons, electron migration. Any of these dynamic effects should be considered during 

chip design phase since they may result in timing issues and hard defects during operation 

or burn-in and become chip reliability and quality issue. The analysis of these variations is 

difficult since they become issue after reasonable operation time and the circuit simulation 

tool may not support on this. Therefore, it may need some accelerated testing method such 

as burn-in for voltage and temperature stress on some weak point of the chip.  

As the feature sizes decrease, the ability to control the manufacturing spread of 

variations mentioned above is also more difficult. Hence, we will discuss the impact of 

performance due to variation and solution to reduce the impact due to the variation in next 

few sections. 
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6-2 Modeling Of Variation Source 

Although all variation sources are important for a manufacturability design, we will 

focus on the variation of process variation which includes all the parameters of 

interconnection. Assuming a fixed wire pitch, line width (W) and spacing (S) are 

anti-correlated by one. There are not universal agreements that the variations (in the process) 

can always be modeled as random variables and their corresponding distribution may be. 

Nevertheless, there are many literatures based on the assumption that the variations are 

random and that they can be modeled by normally distributed (Gaussian) random variables 

(RVs). This thesis will also be based on this assumption. That is, wire spacing variation is 

the negative of wire width variation. Metal thickness (T) and interlevel dielectric (ILD) 

thickness (H) are independent variation parameter. The dielectric constant and resistivity of 

metal lines are models as independent random variable. All parameters variations are 

modeled as normal distribution with iσ  and iμ where iσ  and iμ  are standard 

deviation and mean of ith parameters. 

 

6-3 Model Approximation Method and Characterization 

This section we propose the method to estimate the variation transmitted by the inputs 

to the output based on the relationship between the inputs (interconnect nominal values and 

variation of the individual inputs) and the outputs (capacitance, dynamic power, delay and 

crosstalk) as shown in Fig. 6.3. We will propose the method to reduce the formula for the 

optimization design.  

To discuss how the design and process parameter response on delay and crosstalk 

noise due to process variations, we could run parametric analysis by providing many trial 

runs to get enough data to see how the output response and calculate variation accordingly. 

However, by using this method have some drawbacks. First, this would be time consuming 

to run so many simulations. Second, the variation observed during the study may not 
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representative of the full range of variation. Third, this approach only suitable for 

parametric analysis and could be difficult in applying to the optimization design. Hence, in 

this thesis, we present an approach that estimates the standard deviations of the output 

response for design and process parameters. Therefore, designer could save a lot of 

computation time and optimization design could be done by exploring different scenarios 

by using these methods. We could then easily tell how the standard deviation of the 

response corresponding to the variations of specified target inputs and provide the solution 

to handle these variations.  

Therefore, the standard deviation equation for resistance, capacitance, delay and 

crosstalk respective to all design and process parameters will be presented in this paper.  

To derive the closed form of standard deviation for interconnect capacitance, delay 

time and crosstalk, we introduce the variation transmission method (or statistical 

tolerance analysis, propagation of errors). Here Y is the response of inputs (x1, x2,…,xn) 

and assume the polynomial highest order is quadratic 

 

Y= c0＋c1f1（x1,…,xn）＋c2f2（x1,…,xn）＋…＋cmfm（x1,…,xn）.   (6. 1) 

 

where ci are the constants, and the fi() are the functions of xi. xi is not correlated is 

assumed in the following derivation. For parameters which are correlated, the PCA 

(Principle Component Analysis) could be used to derive the non-correlated 

parameters. In the quadratic polynomial the fi() are restricted to the following forms: 

 

f（x1, x2,…,xn）=xi , 

f（x1, x2,…,xn）=x 2
i , 

f（x1, x2,…,xn）=xixj     i ≠ j. 
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The variance of the sum (correlated or not correlated) is calculated as 
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It indicates that the variance of a polynomial (fi ) equals to the sum of all elements in 

the covariance matrix of the components.  

Covariance has properties of  

 

COV［fi, fi］= VAR［fi］,          (6. 3) 

COV［ci fi, cj fj］= ci cj COV［fi, fj］.        (6. 4) 

 

In the covariance expression, the order of two terms not restricted; hence,  

 

COV[fi, fj]=COV[fj, fi].           (6. 5) 

 

And if fi() and fj() have no xi in common (no correlation), then 

 

COV[fi, fj] = 0 .               (6. 6) 

 

Hence, the square of standard deviation of Y is calculated from (6.2)–(6.6)as 

 

σ 2
Y = c 2

1 VAR［f1（x1, x2,…,xn）］＋c 2
2 VAR［f2（x1, x2,…,xn）］＋… 

     c 2
m VAR［fm（x1, x2,…,xn）］＋2c1c2COV［f1（x1, x2,…,xn）, f2（x1, x2,…,xn）］

＋2c1c3COV［f1（x1, x2,…,xn）, f3（x1, x2,…,xn）］＋…＋ 
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         2cm-1cm COV［fm-1（x1, x2,…,xn）, fm（x1, x2,…,xn）］, 

(6. 7) 

where VAR[] represents the variance and COV[] represents the covariance. There are 

total m variance terms and m(m-1)/2 covariance terms. To expansion (6-2), the 

required expressions are listed 

 

VAR［xi］=σ 2
i , 

VAR［x 2
i ］= 4t 2

i σ
2
i ＋2σ 4

i , 

VAR［xixj］= t 2
i σ

2
j ＋t 2

j σ
2
i ＋σ 2

i σ
2
j , 

COV［xi, x 2
i ］= 2tiσ 2

i , 

COV［xi, xixj］= tjσ 2
i , 

COV［x 2
i , xixj］= 2 ti tjσ 2

i , 

COV［xixj, xixk］= tj tkσ 2
i , 

 

where ti represent the nominal value of xi. 

For non-polynominal equation as capacitance, delay time and crosstalk formula, 

we could taking first order Taylor series expansion of (x1, x2,…,xn) and apply the 

procedures as variation of polynomial discussed above. 

Said that f(x1,x2,…,xn) is the response function and it is an non-polynomial 

equation and we will derive the standard deviation for it. The 2nd order Taylor series 

expansion for f(x1,x2,…,xn) at (t1,…tn) is calculated as  
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(6. 8) 

By set iii txx −=′ , we re-write (6.5) as 
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(6. 9) 

Based on the analogy between eq. (6.1) and (6.5), we could use similar procedures 

above to derive the standard deviation as 

 

 

 

 

 

  

(6. 10) 

 

where inni xxxfxxg ∂∂= ),,(),,( 11 LL  and jinnji xxxxfxxg ∂∂∂= ),,(),,( 11, LL  

To simplify the standard deviation formula, we have two assumptions. First, we 

assume that that the variables x1,...,xn. are all independent. Second, we assume that the 
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higher order terms of (6.6) could be ignored without too much error introduced. 

Therefore, only the first order terms are retained. So, for f(x1,... ,xk, ... ,xn) be a 

function of n variables x1,...,xn. The variance of each variable is given by kσ . Then, 

the variance of f, defined as fσ , is calculated as: 

( )
5.0

1

2),,( 1 ⎟
⎠

⎞
⎜
⎝

⎛
= ∑

=
∂

∂
n

k
x

xxf
kf k

nLσσ                                (6. 11) 

where 
k

n
x

xxf
∂

∂ ),,( 1 L  is the partial derivative of f for the k-th variable. 

To verify the accuracy of the approximation model, we use Monte Carlo simulation to 

verify the approximation formulas. We will prove in later section that the assumption of 

neglecting higher order terms in (6.4) does not have significant impact on the accuracy. 

 

6-4 Statistical Capacitance, delay and crosstalk Model 

The methods for modeling interconnect capacitance, delay and crosstalk while 

considering variability in the interconnect process and design parameters are discussed in 

this section. All of the models presented in this paper include design parameters (line width 

and spacing) and process parameters (metal thickness, dielectric thickness and dielectric 

constant); hence, this method preserves all correlations and it is very useful in sensitivities 

evaluation. In these methodologies, capacitance, delay and crosstalk are modeled as a 

function of the design and process parameters and the impact due to the variation are 

modeled accordingly.  

Monte Carlo simulations are another method to provide the analysis of the effects 

of process variations. However, Monte Carlo techniques are time consuming and cannot be 

used to efficiently to provide guides to the optimization design. Hence, the analytical 

methods are very useful to achieve performance variation analysis and optimization design. 

, 
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Monte Carlo simulation methods are used to evaluate the accuracy obtained by the 

analytical models newly developed in this thesis. By doing this, we could study (1) the real 

impact of process variation on interconnect performance, and (2) provide interconnect 

design guideline to design engineers and process engineers for them to reduce the impact on 

performance. 

 

Capacitance Model Considering Variations 

Two generic interconnection structures are discussed in this thesis shown 

in Fig. 6-4. In Fig.6-4, W is the wire width, T is the wire thickness, H is the 

inter-layer dielectric (ILD) thickness and S is the spacing between two wires in the 

same metal layer. To accurate estimate the delay and crosstalk, the capacitance 

models that could separate the lumped total capacitance (cwire) into area-fringe 

capacitance (caf) and line-to-line capacitance (cll) is necessary. The area-fringe 

capacitance (caf) and line-to-line capacitance (cll) are developed in chapter 2. We 

use herein the physical-based empirical interconnection capacitance models 

presented in previous chapter. caf contributes to the dynamic power, delay of signal 

and cll is related to the amount of coupled noise, the dynamic power and the signal 

delay. Hence, the variation of interconnect dimension and material indicate the 

variations on dynamic power, delay of signal and crosstalk noise. Without 

considering the variations in the design phase, will cause issue for nano-CMOS 

designs. 

The change in capacitances and resistances due to variations in 

interconnect dimensions can be modeled by the simple linear approximation 

 

HkTkWkCC cll
H

cll
T

cll
Wnomllll Δ+Δ+Δ+= ,          (6. 12) , 
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HkTkWkCC caf
H

caf
T

caf
Wnomafaf Δ+Δ+Δ+= , ,         (6. 13) 

HkTkWkCCCC total
H

total
T

total
Wnomtotalaflltotal Δ+Δ+Δ+=+= ,2 ,     (6. 14) 

    ρρ Δ+Δ+Δ+= RRRRR kTkWk TWnom . 

 

Here, Cll,nom , Caf,nom , Ctotal,nom , Rnom represent nominal capacitance values 

of line-to-line, area-fringe and total capacitance, computed when the wire 

dimensions are at their nominal values. ΔW, ΔT, and ΔH represent the change in 

metal width, metal thickness, and inter layer dielectric thickness respectively due 

to process variation. The line width (W) and spacing (S) are anti-correlated by one. That 

is, wire spacing variation is the negative of wire width variation. The coefficients cll
Wk , 

cll
Tk , cll

Hk , caf
Wk , caf

Tk , caf
Hk , ctotal

Wk , ctotal
Tk  , ctotal

Hk  , R
Wk , R

Tk  and R
ρk are the modeling 

coefficients in the linearized model and calculated as 

 WCk af
caf
W ∂∂= , TCk af

caf
T ∂∂= , HCk af

caf
H ∂∂= , 

WCk ll
cll
W ∂∂= , TCk ll

cll
T ∂∂=  , HCk ll

cll
H ∂∂= ,  

caf
W

cll
W

ctotal
W kkk += 2 , caf

T
cll
T

ctotal
T kkk += 2  , caf

H
cll
H

ctotal
H kkk += 2 , 

  WkW ∂∂= RR , TkT ∂∂= RR  and ρρ ∂∂= Rk R . 

Reference [6.7] proposes a methodology that requires a one-time nominal capacitance 

extraction after which look-up tables are used to calculate delta capacitances due to 

geometric parameter variations. In this paper, we use empirical capacitance modeling 

equations in Chapter 3 to compute linear coefficients. From equation (6.5), we could 

calculate the standard deviation of Cwire in terms of the standard deviations of wire 

width-σW, wire spacing-σS, wire thickness-σT, inter-layer dielectric thickness-σH, 

metal resistivity-σρ and dielectric constant-σεeff .The mean function are written as 
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( ) ),,,,( nomnomnomnomnomwirewire effHTSWCCE ε= .               (6. 15) 

 

The standard deviation is written as 
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where Wnom, Snom, Tnom, Hnom, εeffnom represent the wire dimensions at nominal 

values. The linearity assumption model is compared to Monte Carlo simulation. In 

this study, Monte Carlo simulation with 10000 runs where the variation sources all vary 

simultaneously and independently. That is, each model of process variability provides 

10000 sets of random parameter values. As showed in Fig. 6-5, the capacitance 

distribution of structure-A with nominal {W, S, T, H, ρ, εeff}={0.15μm, 0.15μ

m, 1.2μm, 1μm, 2.65μΩ-cm, 3.9} for a 30% 3σ variation in all parameters. The 

accuracy of mean and standard deviation between the model and Monte Carlo 

simulation is good. The accuracy is further investigated by change the amount of 

parameter variation as showed in Fig. 6-6. Comparing the standard deviations in 

capacitance obtained using models mentioned above and those obtained using 

Mote Carlo simulation for a set of random generated test points, the error in 

standard deviation is found to be within 2.5% respectively for 30% 3σ variation in 

all parameters. The results show the validation of the linear model proposed. 

Since the interconnect capacitance is correlated to the dynamic power, 

which is important parameter for high performance and low power application. 

Power variation also draws many attentions recently and may suffer yield loss due 
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to process variation [6.7]. So, the variation of dynamic power due the process 

variation is discussed here.  

The dynamic power dissipation include both interconnects and gates is 

given as 

 

)(2
gatewireddd CCSfVP += ∑ ,                                 (6. 17) 

 

where the summation is over all interconnect and gates of chip. Cwire and Cgate are 

the capacitance of interconnect and a gate, Vdd is the power supply voltage, f is the 

operation frequency and S is the switching probability. From eq. (6-11), the 

dynamic power is proportional to the value of Cwire. and hence the variation of 

dynamic power is proportional to the variation of Cwire.  

Delay time and crosstalk model Considering Variations 

We consider the delay (td) and crosstalk (Vp) as 

 

RCtd 3.2= ,                (6. 18) 

totalllp CCV = .                 (6. 19) 

 

The method mentioned in this paper could be extended to consider the delay 

distribution by using other higher order delay model mentioned in Chapter 4. Hence, the 

standard deviation of td in terms of the standard deviations in physical dimensions 

σW, σS, σT, σH, and σEeff is calculated as 

 

( ) ),,,,( nomnomnomnomnomdd EeffHTSWttE = ,                   (6. 20) 

( ) ),,,,( nomnomnomnomnompp EeffHTSWVVE = .                   (6. 21) 



163 

 

The standard deviation of delay and crosstalk are written as 
dt

σ  and 
pVσ  
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Instead of calculating (6.22) and (6.33) to get the standard deviation for delay 

and crosstalk, we propose another better method below 
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The 2nd order terms are ignored and we could re-write (6.24) formulas as 

 

( )effkkHkTkWkCRtd td
eff

tdtd
H

td
T

td
Wnomtotalnom ερ ερ Δ+Δ+Δ+Δ+Δ+= ,3.2 ,     (6. 25) 

 

where ctotal
Wnom

R
Wnomtotal

td
W kRkCk += , , ctotal

Tnom
R
Tnomtotal

td
T kRkCk += , , ctotal

Hnom
td
H kRk = , 

R
nomtotal

td kCk ρρ ,=  and ctotal
effnom

td
eff kRk εε = . The coefficients ( R

xk , ctotal
xk ) are derived in the 

linearized models of capacitance and resistance already. The benefits of the 

. 
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linearized models proposed in the thesis is we don’t need additional derivatives to 

calculate delay and crosstalk models as (6.22) and (6.23). 

 

Hence, the standard deviation of delay could be calculated as 

 

( ) ( ) ( ) ( ) ( )( ) 5.022222 td
effeff

tdtd
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d εερρ σσσσσσ ++++= .         

(6. 26) 

 

For crosstalk noise, we could write in the form as 
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After linearized 
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Hence, the standard deviation of crosstalk could be calculated as 

 

. 
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The linearity assumption model is compared to Monte Carlo simulation. As 

showed in Fig. 6.7 for delay and crosstalk, the capacitance statistical distribution 

of structure-A with nominal {W, S, T, H, ρ, εeff}={0.15μm, 0.15μm, 1.2μm, 

1μm, 2.65μΩ-cm, 3.9} for a 30% 3σ variation in all parameters. The accuracy 

of mean and standard deviation between the model and Monte Carlo simulation is 

good. The accuracy of standard deviation of for delay and crosstalk are further 

investigated by change the amount of parameter variation as showed in Fig. 6.8 

and Fig. 6.9 respectively. The figure shows that the errors are less than 4% for 

process variation as much as 30%.  

The experiments results above give evidence that the approximation method to 

calculate the variation of capacitance, delay and crosstalk for maximum 30% 3σvariation 

has insignificant error. 

 

6-5 Optimization Design of Interconnect Considering Process Variations 

In previous section, we derive the formula to analyze the amount of output 

variation due to the variation of inputs. We will continue to use those formulas on 

the optimization of interconnection design. Fig. 6.10 (1-plane (1P)) and Fig. 6.11 

(2-plane (2P)) are plots of capacitances and corresponding standard deviation. Fig. 

6.12 is the summary of variation percentage for 1-plane and two-planes structure. 

From these figures, we could summarize as 

1. Cll dominate the total capacitance variation compared to Caf for small pitch. Cll 

varies significant over the range of interest. This indicates crosstalk variation may be 

significant due to Cll variation. 
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2. The standard deviation in 2-plane structure is larger than 1-plane 

structure for coupling capacitance. Therefore, metal lines which have metal runs 

over both top and bottom layer tend to more sensitivity to the process variation. 

3. From process point of view, the thicker and taller metal line is less 

sensitivity to process variation. Hence, local metal layers tend to have issue of 

process variation impact compared to intermediate or global metal line. 

4. The capacitance variation in small pitch interconnect is larger than large 

pitch capacitance 

5. Under same pitch, the interconnect with narrow metal width has smaller 

process variation impact on coupling capacitance (cll). 

From capacitance (dynamic power) point of view, the narrow width (for 

specified pitch) and larger pitch will help to release the impact of process variation. 

For backend process which has thicker dielectric and metal thickness will 

contribute more process variation immunity. Therefore, the higher metal wire and 

via aspect ratio with large spacing between intra-wire is better design if chip has 

dynamic power variation concerns.  

However, the narrow wire width could increase the resistance of wire and hence 

RC delay. The next step is to estimate the impact of variation on the delay and crosstalk 

performance.  

The variation percentage is important for delay analysis. For example, 100ps delay 

variation is 10% setup (or hold time) variation for 1GHz frequency signal vs. 1% difference 

for 100MHz. On the other hand, shorter delay caused process variation may be good for 

setup time but it may cause hold time violation. Hence, we will focus more on the variation 

percentage in the following delay analysis. The Figure 6.13 gives the delay and 

corresponding standard deviation due to process variation. There are few interesting 

phenomenon are observed. 



167 

1. The delay decreases with the increasing of pitch; however, the standard 

deviation and variation percentage increased with pitch. It is opposite to that 

observed in the study of statistical capacitance previously. This is because 

for large pitch interconnects, the delay is dominated by resistance of wire 

not capacitance.  

2. For W=S, we found the layout design is immunity to the process variation. 

At the same time, the delay is minimum at W=S also. This is the balance 

between resistance increase (decrease) and capacitance decrease (increase) 

for smaller (larger) W. The optimized width and spacing under specified 

pitch is observed to be W=S=Pitch/2. The variation percentage contours are 

drawing in Fig. 6.14. And again, it shows the half pitch wire width and 

spacing is the optimum design considering both process variation and 

performance. 

3. From process point of view, the thicker and taller metal line is less 

sensitivity to process variation.  

Instead of percentage variation, the amount of change on crosstalk is more important 

than percentage variation. For example, 0.01V will not be the issue for crosstalk. However, 

0.01V crosstalk variation is 10% variation for 0.1V crosstalk noise at nominal and 100% 

variation for 0.01V crosstalk noise at nominal. Hence, we will use the amount of change 

(standard deviation) of crosstalk noise as the criterion for the following crosstalk noise 

analysis. 

Figure 6.15 is the crosstalk and corresponding standard deviation.  

1. For thin dielectric and metal thickness of metal line, the crosstalk noise is 

small compare to thicker one. At the same time, the standard deviation is 

larger for thin metal line than thicker one. Hence, if we take the process 

variation into consideration, we found the thinner metal line may have more 
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crosstalk noise compare to thick metal line structure which the standard 

deviation is smaller. 

2. The pitch which has highest crosstalk sensitivity could be found at specified 

pitch. We will explain the relationship between this special pitch and other 

interconnect dimension laser in this section. 

We turn our attention to compare the design of different technology node. Three 

different advanced technologies are chosen for study and they are 65nm, 90nm and 130nm. 

The detail simulation parameter and 3 σ is provided in Table 6.1. These values are taken 

from ITRS roadmap and industry data. 

Figure 6.16 and 6.17 are the plots of delay and corresponding variation for different 

technology nodes.  

From these data, we could found  

1. for smaller pitch, the couple capacitance dominate, hence delay time is large 

for older technology (thicker metal) 

2. large pitch section, delay increase with pitch and decrease with dielectric 

thickness due to Caf component. 

3. variation on old technology is bigger (rsp. to metal thickness) ; hence, the 

standard variation is larger also 

4. smaller pitch section, the smaller metal thickness has smaller RC and 

smaller variation. Performance and variation are both better. 

5. P/H=2.5 has optimum (minimum) variation percentage 

 

Figure 6.18 and 6.19 are the plots of crosstalk and corresponding variation for different 

technology nodes. The following information is observed. 

1. The trade-off between Vp performance and the standard deviation of Vp is 

observed. Again, we use the standard deviation instead the variation 
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percentage to evaluate the impact of crosstalk noise caused by process 

variation. 

2. At a larger pitch, 65nm the variation as a percentage is still higher than 

90nm/130nm even though the absolute variation may be more for the 

65/90nm at large pitch. 

3. P/(T+H)=0.77 has worst (maximum) standard deviation for crosstalk. That is, 

such structure which we should try to prevent, the layout/process is most 

sensitivity to process variation. So, to minimum the layout area (small 

horizontal pitch), the vertical dimension has to be scale-down (P/(T+H)>0.77)  

or scale-up (P/(T+H)<0.77) to prevent the worst corsstalk noise sensitivity 

happen. On the contrary, for specified process parameters T and H, we should 

design to prevent the layout that happen this criterion. 

 

6.6 Summary  

The interconnection parasitic capacitances, delay and crosstalk variation due to process 

variations for 1-plane (1P) and 2-plane (2P) structure are shown in this chapter. Based on 

the analysis above, 1) the thicker dielectric and metal thickness provide better process 

variation immunity which is conflict to the results of the optimization results in Chapter 5 

which not take process variation into consideration. 2) P/H=2.5 has optimum (minimum) 

variation percentage for delay analysis. 3) P/(T+H)=0.77 has worst (maximum) standard 

deviation for crosstalk 

Using the optimization methodology presented here that design and process engineer 

could achieve robust and insensitive designs with high yield and minimum variation. Hence, 

statistical design methodology presented in this chapter will be very useful for the yield 

optimization of deep submicron design. 



 

 

Variation inherent from higher 
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Figure 6.1 General design flow hierarchy from process to SOC.
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Figure 6.2 Process variation plus model error caused variation. 
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Figure 6.3 The effect of X on Y. The variation of Y (σ1) depend on the nominal 
value (t1) of X. The relationship between standard deviation and X is derived by the 
variation transmission method. 
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Figure 6.4 (a) cross-section of interconnect over one plane and (b) cross-section 
of interconnect between two planes. 
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Figure 6.5 The capacitance distribution calculated from Monte Carlo simulations 
and statistical capacitance model. 
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Figure 6.6 Error in statistical model of total capacitance (Ctotal) as a function of 
interconnect process (T, H,ρand εeff ) and design parameters (W and S). 0.7% (-3.1% 

vs. -2.4% ) difference exists between 1st and 2nd order model at 30 % 3-sigma. 
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(b) 
Figure 6.7 (a) Delay statistical distribution and (b) crosstalk statistical distribution 
calculated from Monte Carlo simulations and statistical capacitance model. 
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Figure 6.8 Error in statistical model of delay (td) as a function of interconnect 
process (T, H,ρand εeff ) and design parameters (W and S). 0.7% difference exists 

(-3.8% vs. -3.1%) between 1st and 2nd order model at 30 % 3-sigma. 
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Figure 6.9 Error in statistical model of crosstalk voltage (Vp) as a function of 

interconnect process (T, H,ρandεeff ) and design parameters (W and S). 0.9% (-3.7% vs. 

-2.8%) difference exists between 1st and 2nd order model at 30 % 3-sigma. 
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Short IMD Global Short IMD Global Short IMD Global

W (A) 1600 + 10% 2000 + 10% 4200 + 10% 1200 + 10% 1400 + 10% 4200 + 10% 900 + 10% 1000 + 10% 4000 + 10%

S (A) 1800 + 10% 2100 + 10% 4200 + 10% 1200 + 10% 1400 + 10% 4200 + 10% 900 + 10% 1000 + 10% 4000 + 10%

T (A) 2600 + 25% 3700 + 25% 8300 + 25% 2400 + 18% 3100 + 19% 8500+20% 1800 + 16.4% 2200 + 15% 9000 + 10%

H (A) 5500 + 20% 5400 + 10% 7700 + 10% 4400 + 15% 3200 + 9.22% 7750+6.87% 3100 + 15% 1750 + 13.14% 6700 + 6.85%

ε 3.7+10% 3.7+10% 4.2+10% 2.9 + 10% 2.9 + 10% 4.2+10% 2.9 + 10% 2.9 + 10% 4.2 + 10%

ρ (μohm-cm) 2.2 + 30% 2.2 + 30% 2.2 + 30% 2.2 + 30% 2.2 + 30% 2.2 + 30% 2.2 + 30% 2.2 + 30% 2.2 + 30%

130nm 90nm 65nm

Table 6.1 Simulation parameter table 
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Figure 6.10 Capacitance values and corresponding standard deviation for line-to-line 
capacitance (Cll) and area-fringe capacitance (Caf) for one-plane (structure-A) in Fig.6.4. 
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Figure 6.11 Capacitance components breakdown comparison for two planes 
structure (structure-B) in Fig.6.4. 
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Figure 6.12 Capacitance variation breakdown plot. 
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Figure 6.13 RC components breakdown corresponding std. variation comparison. 
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Figure 6.14 Standard deviation of delay contour plot at T=1.2/H=1μm. 
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Figure 6.15 Interconnect crosstalk noise variation. 
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(b) 
Figure 6.16 (a) delay for different technology node (b) the standard deviation of delay of 
2-Planes structure for different technology node. The interconnect structure is calculated 
based on table 6.1. The symbol marked by dash-cycle is the minimum pitch dimension for 
different technology node mentioned in Table 6.1. IMD+ represents interconnect (n-th layer) 
has no metal plates at (n+1 & n-1-th layer) interlayer. IMD++ represents interconnect (n-th 
layer) has no metal plates at (n+1, n+2 & n-1 and n-2-th layer) interlayer. 
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Figure 6.17 Percentage variation for the delay of 2-Planes structure for different 
technology node. The symbol marked by dash-cycle is the minimum pitch dimension 
for different technology node mentioned in Table 6.1. IMD+ represents interconnect 
(n-th layer) has no metal plates at (n+1 & n-1-th layer) interlayer. IMD++ represents 
interconnect (n-th layer) has no metal plates at (n+1, n+2 & n-1 and n-2-th layer) interlayer. 
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(b) 
Figure 6.18 (a) crosstalk for different technology node (b) the standard deviation of 
crosstalk of 2-Planes structure for different technology node. The interconnect 
structure is calculated based on table 6.1. IMD+ represents interconnect (n-th layer) has 
no metal plates at (n+1 & n-1-th layer) interlayer. IMD++ represents interconnect (n-th layer) 
has no metal plates at (n+1, n+2 & n-1 and n-2-th layer) interlayer. 
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Figure 6.19 Percentage variation for the crosstalk of 2-Planes structure for different 
technology node. IMD+ represents interconnect (n-th layer) has no metal plates at (n+1 & 
n-1-th layer) interlayer. IMD++ represents interconnect (n-th layer) has no metal plates at 
(n+1, n+2 & n-1 and n-2-th layer) interlayer. 
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Chapter 7   Summary and Conclusions 

 

In this chapter, the key results of this research and the major contributions of the 

thesis are summarized.  

In this thesis, a complete closed-form capacitance models for three major 

structures in very large scale integration (VLSI) are developed. The developed models 

include 1) parallel lines in a plane, 2)wire between two planes and 3) inter-layer wire 

crossings which consider three-dimensional (3-D) nature. All the capacitance models 

agree well with numerical solutions of Poisson`s equation as well as measurement 

data.  

We then further derive closed-form solutions for the delay and crosstalk noise for 

several interconnect structures. The delay and crosstalk formulas allow for simple 

analytic prediction of interconnection performance for arvitrary interconnect 

dimensions. The delay and crosstalk models agree well with SPICE simulations. Our 

model is useful for VLSI design and process optimization. 

Based on the models, interconnect delay and crosstalk performance is optimized 

over the range of process and design dimension of interest. In specific, we find 1) for 

wire without top wiring, the optimal dielectric thickness is relatively small, this well 

agreeing with the roadmap of foundry and the aspect ratio limitation of via, 2) for 

lines with top wiring, larger dielectric thickness and wire thickness give better 

performance, and 3) the range of allowable wire thickness and dielectric thickness 

reduces seriously as the design pitch reduces. 

We propose statistical capacitance, delay and crosstalk analysis methodology to 

help design or process engineer to deliver the robust chip design and enhance the 
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product yield. The proposed statistical models shows that errors are less than 2.5% 

and 4% for capacitance and delay (and crosstalk) for process variation as much as 

30% compared with Monte Carlo simulation. Furthermore, we use these models to 

find 1) the thicker dielectric thickness (H) and metal thickness (T) provide better process 

variation immunity. 2) For delay analysis, horizontal pitch (P) and dielectric thickness has 

one optimum relationship (P/H=2.5) to achieve designs that could reduce performance 

impact due to variability. 3) For crosstalk analysis, P/(T+H)=0.77 is the structure most 

sensitivity to process variation and both process and design engineer should prevent to use 

the structure. Hence, we recommend to use small horizontal pitch (P) so that P < 

0.77*(T+H) or large pitch so that P > 0.77*(T+H) to minimum the impact due to process 

variation. These results are believed to be helpful in VLSI design and optimization. 

These results are believed to be helpful in VLSI design and optimization. 
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Chapter 8   Future Prospects 

 

In this chapter, the possible directions for future work are suggested. 

Two possible directions of future work are suggested in this section, including 

the optimization design include device performance and the statistical analysis of 

static power. The real world of interconnect is driven by driver and terminated with 

receiver. To provide the analysis with device could give us the overall information 

about the optimization in real silicon. 

The variation of static power is more and more important in advanced 

technology [8.1]. In [8.1], the 20X variation in static is found for 1.3X frequency 

variation in microprocessor design. The chip may fail at static power spec even the 

speed of this chip meet the spec. Hence, to prevent the over design or under-design of 

static power, the statistical design for static power of chip is important in the near 

future. 

 The effects of thermal are becoming more and more important due to increased 

of operating frequency and hence dynamic power. Higher temperature increases 

interconnect delay because the electrical resistivity of metal increases linearly with 

temperature. Therefore, the impacts of temperature on the delay and crosstalk are 

worth to further investigate. 
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