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摘摘摘摘                要要要要    

    本論文的研究著重於提升汽車音訊的聆聽品質。現今車內的多聲

道視聽系統進展的十分快速，然而，汽車內部仍然因為一些背景噪音

像引擎、震動、冷氣而被視為不良的聆聽環境。再來敘述一些可以在

車內惡劣環境下拓展頻寬以及提升聆聽品質的聲音系統。本研究提出

三個方法在車內產生聲音特效，第一、二部份分別敘述虛擬重低音

(VB)以及語音清晰化(VC)的方法，它們分別闡述將頻寬往低頻拓展以

及強調中頻的技術。第三部份提出聲道拓展/壓縮，提出如何針對狹

小且反射多的環境提供較好的聲場。本研究也提出了一個新的系統，

運用噪音估測系統(NLE)結合動態控制系統(DRC)來適應性的調整汽

車音訊系統的增益。此方法運用了兩個系統，首先使用最小均方(LMS)

演算法來估測背景噪音的大小，之後計算先驗的訊噪比(SNR)再根據

事先設計的靜態曲線(Static curve)可以得到適應性調整後的增益。 
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ABSTRACT 

A comprehensive study was conducted to improve the listening quality of 

automotive audio.  There is increased proliferation nowadays of multichannel 

audiovisual systems used in cars.  However, the interior of a car is known as a 

notorious listening environment due to background noise like engine, vibration and air 

conditioning.  It is then desirable to develop audio systems that are capable of 

extending the bandwidth and improving the audio quality in harsh car environments.  

This study brings three approaches to generate the audio effect in a car.  First and 

second section is virtual bass (VB) and voice clarity (VC), describes the bandwidth 

expansion toward the low-frequency and emphasizes the middle-frequency.  Third 

section is updownmix, describes how to render spatial sound field to cope with the 

reflections in the confined space.  This study also proposes a new system that makes 

use of a Noise Level Estimator (NLE) combines Dynamic Range Control (DRC) to 

adaptively adjust the gain of an automotive audio system.  NLE and DRC are used in 

the system for noise estimation and automatic gain control, respectively.  The system 

needs one microphone to receive the noisy signal.  Background noise level is 

estimated by a system that uses Least-Mean-Squares (LMS) algorithm and then 
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calculated a priori signal to noise ratio (SNR).  According to the static curve 

designed in advance, the gain of the audio input can be adjusted dynamically based on 

the SNR determined.  These processing algorithms have been practically 

implemented on a car.  Simulations and experiments were conducted for validating 

the proposed adaptive audio gain control systems. 
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1 INTRODUCTION  

With rapid growth in digital telecommunication and display technologies, 

multimedia audiovisual presentation has become reality for automobiles.  However, 

there remain numerous challenges in automotive audio reproduction due to the 

notorious nature of the automotive listening environment.  This study proposed 

bandwidth extension (BEW) algorithms and up/downmix algorithms to create a more 

ambience listening feel.  And also, proposed an adaptive audio gain controller (AGC) 

to enhance the listening environment. 

This study presents an approach of adaptive gain controller.  Two systems are 

described in this study.  System identification with LMS algorithm is employed to 

determine the unknown plant.  NLE system is used to estimate the background noise.  

The DRC system is employed to obtain the output gain mapping.   

With the increased proliferation nowadays of automotive audio systems, the 

interior of a car is also known as a notorious listening environment due to engine, 

vibration, wind and air conditioning.  The background noise causes an unclear music.  

This motivates the current research to develop an adaptive gain controller (AGC) to 

maintain a stable signal to noise ratio (SNR) for vehicles.  The AGC is also used in 

speech processing [1] and hearing aids.  Speech processing in an ambient noise 

environment uses Artificial Neural Network (ANN) to train the weighting in different 

noise conditions [2].  Another method used optimal nonlinear filtering of the 

short-time spectral amplitude (STSA) envelope [3].  For the hearing aids, it is 

achieved by using two control voltages to determine the gain.  One changes slowly 

as the input varies in level.  The other comes into operation when an intense transient 

occurs [4].  However, those approaches are not considered as a suitable technique for 

automotive audio.  The key issue is the complex processing, which limits its 

implementation in practical systems.  NLE achieved by LMS algorithm is 
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considering as an efficiency method for noise estimation.  NLE combines DRC 

approach will be presented in this study.   

In order to achieve the noise estimation processing, the plant in a car 

environment need to be determined.  The adaptive filter [5], [6] is quite important 

because its capability to track an unknown system.  LMS [7]-[9] and 

Recursive-Least-Squares (RLS) are two popular algorithms for adaptive filtering.  In 

comparison, LMS has better tracking ability, while RLS has faster convergence speed.  

The LMS technique possesses the advantages of simplicity in its underlying structure, 

computational efficiency, and robustness.  Therefore, the LMS approach will be 

presented in this study.  However, we still need a DRC system [10]-[13] to 

accomplish the process.  DRC is described by their static and dynamic 

characteristics.  Static characteristics describe the DRC output response to constant 

level signal.  The static characteristics are typically split into four sections: 

expansion, no-action, compression and limiting.  The regions are separated by 

threshold signal levels.  Each characteristic is affected by its slope.     

    The proposed approaches have been implemented on a real car using a 

fixed-point digital signal processor (DSP), one microphone and the loudspeakers 

installed in the cars.  The simulation results and the experiment setup will be 

discussed in this study. 

 

2 BANDWIDTH EXTENSION 

    Bandwidth extension (BWE) refers to methods that increase the frequency 

bandwidth of signals.  It is desired when the frequency content of the signal at some 

point should be enhanced to improve audio effects or if the bandwidth of signal has 

been reduced because of some economical constraints.  An obvious way to 

categorize various BWE methods is based on the frequency range of interest (high 
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frequency or low frequency) and where the signal bandwidth is actually extended 

(physical or psycho-acoustical extension) [14].  The psycho-acoustical extension, 

different to physical BWE, use no practical implementation to contain the frequency 

range of interest, but exploit the property of human hearing to achieve bandwidth 

extension.  In this study, we described three kinds of BWE applications respectively 

virtual bass (VB) and voice clarity (VC).   

The first application refers to the virtual bass technology, it focuses on how to 

increase bass enhancement using a loudspeaker which has no low-frequency 

capability such as a cell phone.  A common solution to this problem is to use 

equalizers that make use of shelving filters or other electronic means, but it does not 

usually get a good result.  If the power amplifier and the loudspeaker are not 

redesigned for the low-frequency purpose, boosting bass directly will cause 

distortions or even permanent damage.  To overcome the above-mentioned problems, 

the virtual bass technology exploits a psycho-acoustic property of human hearing that 

humans are capable of “extrapolating” the missing fundamental in the low frequency 

range based on higher harmonics.  The pitch-shifting algorithm of phase vocoder 

can realize the concept by modifying the phase properly, and then the equal loudness 

contour is exploited to adjust the loudness [15].  Instead of generating harmonics by 

pitch-shifting algorithm which requires a complex calculation of phase [16], 

nonlinear processing can create new bandwidth more efficiently and conveniently.  

Even if the fundamental frequency is missing, it will still perceived as a residue pitch, 

which in this case is sometimes called ‘virtual pitch’ or ‘missing fundamental.’  

Finally, we use the implementation of multistage up/down-sampling structure to save 

evaluation [17].  The second application refers to the voice clarity technology; it is 

requested when the speech is not clarified enough for listening.  This problem is 

probably because of the low loudness of voice we want to listen or the loud 



 

 4 

background music.  It usually happens as someone watching movies or talking by 

telephone.  In this study we aim to overcome the problem by some simple 

algorithms including nonlinear processing. 

    Because it is generally difficult to have a good low frequency loudspeaker 

response with small loudspeakers, it is pertinent to ask whether other options are 

available.  One option is to use BWE, with the ‘extension’ taking part in the auditory 

system, instead of extending the actual physical bandwidth of the signal.  This 

approach is to make use of the ‘missing fundamental’ effect: a special case of residue 

pitch, also known as virtual pitch.  We can substitute an 1f f<  by a series 

, 2kf k > , to evoke the residue pitch of f , while the loudspeaker does not radiate 

energy at frequency f .  For voice clarity, we try to make the muffled voice more 

brilliant and clear by three simple algorithms.  First of all, we modulate the 

magnitude of certain frequency components by graphic equalizers [18] to enhance 

human speech.  Second, we use nonlinear process to generate high frequency 

harmonics. Finally we combine aforementioned two. 

 

2.1 NONLINEAR PROCESSING 

    In this chapter we describe an efficient nonlinear operation to extend frequency 

bandwidth.  This algorithm is convenient ways for generating harmonics signals with 

odd or even harmonics.  They have their own spectral characteristics and can create 

different kinds of audio effects.  Before explaining the applications of BWE, how the 

nonlinear processing works and what the characteristics of nonlinear process are 

should be described [19]. 

 

2.1.1 Clipper 

    A convenient way to generate a harmonics signal with only odd harmonics 
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is by means of a clipper.  The clipper output signal cg  in response to an input f  

is 

( ) | ( ) |

( )     ( )

- ( ) - ,

c

c c c

c c

f t if f t l

g t l if f t l

l if f t l

≤
= >
 <

                      (1) 

where cl  is the threshold.  The clipper in Fig. 1 demonstrates very good subjective 

results in the low-frequency psychoacoustic BWE application.  This effect due to 

clipper sounds low-pitched and saturated enough, so the method is applicable to the 

realization of virtual bass.  We can get information from Fig. 2 that only odd 

harmonics are created by clipper and the fundamental frequency is still preserved.  

The differences between clipper and rectifier are not only positions of harmonics 

generated but also preservation of the fundamental frequency.  Another disadvantage 

for a clipper, like a rectifier, cannot control the magnitude of harmonics.   

 

2.1.2 Hyperbolic tangent 

    Unlike the clipper that is a “hard” clipper, the hyperbolic tangent function 

shown belongs to a “soft” clipper.  Fig. 3 shows the transform of a sine wave 100 Hz 

on the time and frequency domains by the methods of hyperbolic tangent.  We can 

notice that the waveform modified by the hyperbolic tangent in Fig. 3(a) seems to be 

compressed.  This approach is especially suitable for dialogues but not music, which 

will be validated in section 2.3.  It uses a function that has a gain at low and 

moderate signal levels, but attenuation at high signal levels.  It is different form 

ordinary compressors because it’s memoryless.  That is, it is an instantaneous 

compressor.  During experiments, it appeared that the function where ( )x t  is the 

input time signal, and ( )y t  is the modified output signal by hyperbolic tangent. 

1 2( ) tanh( ( ))y t c c x t=                         (2) 
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The constant 1c  determines the maximum output level and 2c determines the gain at 

low signal levels.   

 

2.2 Virtual bass 

    With good properties of spectral characteristics, temporal characteristics and 

inter-modulation distortion [20], we choose the clipper as the method of creating 

harmonics because of the best low-frequency psychoacoustic performance.  Figure 4 

shows the whole process of VB realization.  There are two paths, the first path is the 

main structure performing virtual bass, and another path just contains delay.  First of 

all, because of efficiency of running program, we use the method of multistage to 

execute the up/down-sampling [21] to save evaluation, we chose the 

up/down-sampling ratio as 16M = , and the length of original signal will decrease 16 

times after operation.  Figure 5 shows that the up/down-sampling process divides 

into two sections, it is called the interpolated FIR (IFIR) technique [22].  We choose 

8 as the first up/down-sampling ratio as well as choose 2 as the second.   

In order to avoid frequency aliasing, we must design low pass filters I(z) and 

G(z).  Figure 6 shows how we design the multistage filter.  As I(z) is concerned, if 

the first up/down-sampling ratio is 1M  and the second is 2M , the pass band 

frequency is determined as 
1 2

7

8 M M

π 
 
 

 when the stop band frequency is determined 

as 2

1 2

(2 1)M

M M

π−
, where π  is the half of sampling rate.  After we get the frequencies 

of pass band and stop band, we can design filter on our self by matlab toolbox.  One 

important parameter should be noticed is the filter order, it is determined by the 

equation as follows.   

1, 2( )
2

s p

D
N

δ δ
π

ω ω
≈

−                         (3) 
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Where 1, 2( )D δ δ  is a function of the peak pass-band ripple1,δ  and peak stop ripple2δ , 

2π  is sampling rate, sω  is the stop band frequency, and pω is the pass band 

frequency  Form above discussions, we see that the order of ( )G z  in terms of the 

specifications 1δ , 2δ , pω , and sω  can be written as  

1, 2

1

(0.5 )
2

( )g
s p

D
N

M

δ δ
π

ω ω
=

−                      (4) 

The order of ( )I z  

1, 2 1

1

(0.5 )
2

2 ( )i
s p

D M
N

M

δ δ
π

π ω ω
=
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The number of MPU is approximately 

1, 2 1, 2

1 1 1

(0.5 ) (0.5 )

2 2 ( ) 2 ( )
g i

s p s p

N D DN

M M MM M

π δ δ π δ δ
ω ω π ω ω

+ = +
− − +

       (6) 

Next, between the up-sampling with down-sampling process, a band-pass filter 

should be designed.  The filtering signal is applied to create harmonics for virtual 

bass.  The bandwidth becomes 3 kHz after executing the down-sampling process, so 

the band pass filter order is much less than that without doing down-sampling process.  

Figure 7 shows that band pass filters (a) and (b) have almost the same performance, 

however, (a) only need 60 filter order when (b) must need 960 filter taps.  This is 

because (a) was done by down-sampling. 

    Table 1 shows the comparison between a direct design without 

up/down-sampling and the multistage design. We can observe that using multistage 

design is more efficient in running the program. 

 

2.2.1 Timbre Loudness Control 

We use clipper, which described in Section 2.1 for creating harmonics after 
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doing up and down sampling process.  Then an adjustable gain control will be used.  

If this procedure is not performed, the signal modified by clipper is not amplified or 

attenuated as a desired output.  Instead of adjusting the loudness by equal loudness 

contour, we use timbre loudness control to obtain a suitable spectrum and timbre.  It 

not only controls the loudness but avoids the distortion of timbre.  As the equalizer is 

concerned, it is similar to adjust again control over the whole bandwidth.  Now the 

work we do is the same purpose as the equalizer to design frequency curves which fit 

with different requirements.  Each step is introduced as follows. 

First, we use the white noise as the input signal, and pass it along clipper and 

also create a long bandwidth of harmonics.  Next, we try to design a frequency curve 

in frequency domain, and let the input signal be filtered off the frequency curve.  

After try and error, if the output sounds like the white noise in loudness and timbre, 

this frequency curve is the optimal design.  Finally, after combination of the first and 

second path, a high pass filter should be design for avoiding reduction of high 

frequency components. 

Virtual bass can also be performed on a cell phone whose loudspeaker size is 

much smaller than the common one, but we must redesign the range of band pass 

filter.  The fundamental resonant frequency of a cell phone is almost 1000Hz when 

the fundamental resonant frequency of ordinary speakers is 200Hz~300Hz 

approximately.  That is why I want to shift the range of band pass filter to 

500Hz~1000Hz instead of 50Hz~200Hz.  This process is also implemented on 

automotive audio.   

 

2.3 Voice clarity 

    Figure 8 shows our structure for implementing a 9 band graphic equalizer using 

second order IIR filters.  The feed forward path is a fixed gain of 0.25, while each 
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filter band can be multiplied by a variable gain for gain or attenuation.  a and b 

coefficients can be generated for the following second-order transfer function and 

equivalent input and output difference equations: 

1 2
0 1 2

1 2
1 2

( )
( )

( ) 1

b b z b zY z
H z

X z a z a z

− −

− −

+ += =
− −

                (7) 

In theory, coefficients 1a , 2a  can be found by the relation between the center 

frequency nω  and quality factor Q .  

                            
1

2
nQ

BW

ω
ζ

= =                          (8) 

where ζ  is the damping ratio.  After determining the nature frequencies 1ω  and 

2ω , the center frequency nω , bandwidth BW ,and quality factor Q  will be found 

rapidly.  Then, we can obtain the coefficients1a , 2a .  Practically, to get the 

coefficients of the low-pass filters, we use MATLAB filter design toolbox.  After 

determining and setting up the filter type, design method, filter order, and frequency 

specification, then the coefficients will be found soon. 

After describing the theory of graphic equalizer, we try to implement voice 

clarity by means of it.  A simple way performed easily is boosting the amplitude 

within proper frequency ranges to clarify human voice.  Figure 9 shows the 

frequency response of frequency range and magnitude for boosting.  Each solid line 

indicates the frequency response of each filter band in different frequency ranges, and 

the dashed line represents the sum of total frequency response. 

Hyperbolic tangent has been described in Section 2.2 and it is suitable for high 

frequency extension and dialogues processing.  Similar to graphic equalizer, a simple 

way is proposed to realize voice clarity.  Figure 10(a) shows the structure.  Because 

the magnitude of bass or low frequency is usually much louder than the one of high 

frequency, let original signal pass through a high pass filter is our first step.  Next, 
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use hyperbolic tangent to enhance voice or high frequency component.  After 

gain-adjusted, add the original music from the other path and the output is done. 

In this section there is no innovation proposed, we have aforementioned methods 

combined to achieve voice clarity.  Figure 10(b) shows the structure. 

 

3 INTRODUCTION OF UP/DOWNMIX PROCESSING 

    In recent years, computer, communication, and consumer, generally referred to 

as the 3C industries are rapidly advancing. The appearance of the digital versatile disk 

(DVD) and the super audio CD (SACD) has provided high quality audio and video 

presentations. Also, the rapidly-developed third-generation (3G) handsets equipped 

with dual-loudspeaker would have a chance to deliver high quality audio reproduction. 

Using multichannel audio reproduction technology, consumers are now able to 

immerse themselves seamlessly with multimedia in a theater-like environment. In 

multichannel audio reproduction, upmix and downmix processing plays an important 

role in many audio applications, where the number of channels of either the audio 

content or the reproducing loudspeakers is limited In order to support the 

compatibility with two-channel stereo signals, the upmix processing, having been 

studied extensively, is employed to creating additional channels based on original 

audio channels [23~27]. Since five channels have been shown to be sufficient for 

simulating ambience circumstance [25], it is focused on translating the two-channel 

signals into the multichannel 5.1 reproduction format in this chapter. Two general 

strategies for upmix processing including the direct-ambient approach and the 

‘in-the-band’ approach have been proposed [28]. The direct-ambient approach 

describes that the front speakers refer to position the direct sound images and deliver 

dialog, whereas the rear surround speakers refer to reproduce only diffuse and 

background sound field giving rise to a sense of ambience and envelopment. The 
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‘in-the-band’ approach suggests that all loudspeakers are required to produce a sound 

field in the foreground as if the listener were surrounded by sources. Furthermore, the 

fact that upmix processing creates additional channels on the basis of the stereo inputs 

can be achieved by using two strategies. One approach attempts to extract the 

“de-correlated” part of the original audio signals, whereas another approach attempts 

to produce the additional ambient reverberation that simulates the diffuse sound field 

in the background. There are two methods of the first category including the passive 

surround decoder method [26] and reverberation based method.  And the room 

response simulator mentioned before is employed to create the spaciousness and 

ambience. Contrary to the upmix processing, the downmix processing refers to reduce 

the number of channels due to practical reasons such as availability of loudspeakers. 

In this thesis, it is focused on remixing the 5.1 audio inputs into two-channel signals 

since the rendering loudspeakers are predominantly stereo in 3C products. For this 

purpose, downmix can be accomplished by simple mixing or the head related transfer 

function (HRTF) filtering, as in Sound Retrieval System (SRS) 3D stereo sound 

system [29]. HRTF [30] is a mathematical model representing the propagation process 

from a sound source to the human ears and contains spatial cues such as propagation 

delay and diffraction effects due to the head, ears, and even the torso. This allows us 

to create a directional impression by properly synthesizing HRTFs.  As described, 

upmix refers to creating additional channels of signals based on original audio 

channels, whereas downmix refers to remixing multichannel audio inputs into a 

decreased number of channels. However, it is noted that if the audio inputs and the 

reproducing loudspeakers are both of two-channel stereo configuration, then upmix 

could be concatenated with downmix to simulate a multichannel environment. 

 

3.1 Upmix algorithm 
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    In this section, five upmix algorithms including the passive surround decoder 

method, the adaptive panning method, the LMS-based method, the PCA-based 

method, and the artificial room simulator method are introduced. These methods 

differ in how to generate the additional channels based on original audio channels. In 

general, the center (C) channel corresponds to the most correlated portion between the 

front right (FR) and the front left (FL) channels. A 128-tap FIR band-pass filter with 

cut-off frequencies 100 Hz and 4 kHz is employed to emphasize voice and dialog for 

center channel. The rear left (RL) and the rear right (RR) channels are intended to 

provide ambience and environment affects. Thus, a 15 ms delay is added to the rear 

channels to comply with the precedence effect. The feature of high-frequency 

absorption can be simulated by filtering the rear channels with a 7 kHz cut-off, 

128-tap FIR low-pass filter. In addition, the rear channels are also 180-degree 

out-of-phase with one another, which helps spaciousness of the ambient field [31]. 

The low frequency enhancement (LFE) channel is derived from the center channel 

before band-pass filtering. A 128-tap FIR low-pass filter is used to retain the signals 

below 120 Hz for the LFE channel. The general architecture of the direct-ambient 

upmix approach for creating the additional channels is shown in Fig. 11. 

 

3.1.1 The passive surround decoder method 

    The first approach employed in this study attempts to emulate an early passive 

version of the Dolby Surround Decoder [26] as shown in Fig. 12. The center channel 

results from the average of the original stereo channels, whereas the rear surround 

signals result from the difference. As above-stated, the center channel is band-pass 

filtered to focus on the voice signal and the rear surround channels are delayed, 

low-pass filtered and 180-degree out-of-phase with one another. The LFE channel is 

generated by filtering the center channel by the 120 Hz low-pass filter. 
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3.1.2 Reverberation based method 

    The reverb has room modes such as church, small club, living room or 

gymnasium.  We can select the mode of Reverb filter to produce the effect of the true 

environment.  The algorithm of reverb can make the sound have more surround 

effect.  There are many important properties about the room response needed to be 

considerer in the design of efficient reverberators and we will discuss them as follow.   

� Echo Density 

    In the time domain, the echo density of a room response was defined as the 

number of echoes reaching the listener per second. 

 
34 ( )

3t

ct
N

V

π= , (9) 

where tN  is the number of echoes, t is the time (in s), ct is the radius of the sphere 

(in m) centered at the listener, and V is the volume of the room (in m3).  As 

differentiating with respect to t, we obtain that the density of echoes is proportional to 

the square of time: 

 
3

24tdN c
t

dt V

π= . (10) 

� Modal Density 

    The normal modes of a room are the frequencies that are naturally amplified by 

the room.  The number of normal modes tN  below frequency f is nearly 

independent of the room shape and is given as follow: 

 3 2
3 2

4

4 8f

V S L
N f f f

c c c

π π= + + , (11) 

where c is the speed of sound (in m/s), S is the area of all walls (in m2), and L is the 

sum of all edge length of the room (in m).  The modal density was defined as the 

number of modes per Hertz. 
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Thus, the modal density of a room response grows proportionally to the square of the 

frequency.   

� Reverberation Time 

    The room effect is often characterized by its reverberation time, a concept first 

established by Sabine in 1990.  The reverberation time is proportional to the volume 

of the room and inversely proportional to the amount of sound absorption of the walls, 

floor and ceiling of the room.  The Sabine’s empirical formula estimating the 

reverberation time lists as follows: 

 60

0.163 0.163

i i
i

V V
T

A a S

⋅ ⋅= =
∑

, (13) 

where 60T  is the time for the sound pressure to decay 60 dB, V is the volume of the 

room (in m3), iS  and ia  are the surface of a material employed in the room and the 

associated absorption coefficient, and the total absorption of material is A.  Since 

most materials of surface in a room are more absorptive at high frequencies, the 

reverberation time of a room is also decreases as the frequency increases.  The 

reverberation time is used for estimating the degree of sound absorption in a room. 

� Energy Decay Curve (EDC) and Energy Decay Relief (EDR) 

    The method to determine the reverberation time of a measured room is finding 

the time when the associated sound pressure attenuate 60 dB in the plot of the EDC, 

Schoroeder proposed in 1965.  He suggested integrating the impulse response of the 

room to get the room’s energy decay curve.   
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where ( )h τ  is the impulse response of the room.  Later, Jot proposed a variation of 
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the EDC to help visualize the frequency dependent natural of reverberation called the 

energy decay relief ( , )EDR t ω .  The EDR represents the reverberation decay as a 

function of time and frequency in a 3D plot.  To compute it, we divide the impulse 

response into multiple frequency band and compute Schoroeder;s integral for each 

band. 

� Modeling Early Reflection 

A room response from a source to a listener can be obtained by solving the wave 

equation also known as the Helmholtz equation.  However, it can seldom be 

preformed in an analytic form and is more complex in solving.  Therefore, the 

solution must be approximated and there are three different approaches in 

computational modeling of room based on acoustics [32].  The ray-based methods, 

including the ray-tracing and the image-source method, are the most often used 

modeling techniques.  With the assumption of the wavelength of sound is small 

compared to the area of surface in the room and large compared to the roughness of 

surface, all phenomena due to the wave nature, such as diffraction and interference, 

are ignored.  The image-source method examines the effects of an acoustic source in 

a room with corresponding sources located in image rooms with reflecting boundaries.  

Each of the infinite sources will produce attenuated, filtered and delayed version of 

the original acoustic input.  The total effects can be summed to produce a transfer 

function or a FIR filter. 

� Modeling Late Reverberation 

    There are two approaches to model late reverberation, the FIR-based and 

IIR-based methods.  Implementing convolution using the direct form FIR filter is 

extremely inefficient when the filter size is large.  Typical room responses are 

several seconds long, which at a 44.1 kHz sampling rate would translate to a huge 

number of points filter.  One method to deal with the large size FIR filter is using an 
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algorithm based in the Fast Fourier Transform (FFT) block convolution [33].  The 

second method is try to model the late reverberation of a room based on some 

IIR-filters, comb and all-pass filters, Schoroeder proposed first in the early 1960’s, or 

a mixture of them.  The details of comb filter and all-pass filter will be discussed in 

the next section. 

� Comb Filter 

    The block diagram of comb filter shown in Fig. 13 consists of a single delay 

line of m samples with a feedback loop containing an attenuation gaing .  The z- 

transform of the comb filter is given by: 

( )
1

m

m

z
H z

gz

−

−=
−

.                         (15) 

Note that to achieve stability, g must be less than unity.  The time response of 

this filter is an exponentially decaying sequence of impulse spaced m samples apart.  

This is good for modeling reverberation because real room have a reverberation tail 

decaying somewhat exponentially.  However, the echo density is really low, causing 

a “fluttering” sound on transient input.  The pole-zero map of the comb filter shows 

that a delay line of m samples creates a total of m poles equally spaced inside the unit 

circle when it is stable.  Half of the poles are located between 0 Hz and the Nyquist 

frequency / 2sf f= Hz, where sf is the sampling frequency.  That is why the 

frequency response has m distinct frequency peaks giving a “metallic” sound to the 

reverberation tail.  We perceive this sound as being metallic due to hearing the few 

decaying tones that correspond to the peaks in the frequency response.  

� All-pass Filter 

    Because the poor performance of frequency response of a comb filter, Schroeder 

modified to provide a flat frequency response by mixing the input signal and the comb 

filter output as shown in Fig. 14.  The resulting filter is called an allpass filter 
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because its frequency response has unit magnitude for all frequencies.  The 

z-transform of the all-pass filter is given by: 

( )
1

m

m

z g
H z

gz

−

−

−=
−

.                         (16) 

The poles of the all-pass filter are thus the same as for the comb filter, but the 

all-pass filter now has zeros at the conjugate reciprocal locations. 

    And the response of an all-pass filter sounds quite similar to the comb filter, 

tending to create timbre coloration. 

� Nested All-pass Filter 

    To achieve a more natural-sounding reverberation network, it would be desirable 

to combine the unit filters to produce a buildup of echoes, as it would occur in real 

rooms.  One solution to produce more echoes is cascading multiple all-pass filters 

which Schroeder had experimented with reverberators consisting of 5 all-pass filters 

in series.  Schroeder noted that these reverberators were indistinguishable from real 

rooms in terms of coloration, which may be true with stationary input signals, but 

other authors have found that series all-pass filters are extremely susceptible to tonal 

coloration, especially with impulsive inputs.  Gardner proposed reverberators based 

on a “nested” all-pass filter, where the delay of an all-pass filter is replaced by a series 

connection of a delay and another all-pass filter.  The block diagram and its impulse 

response are shown in Fig. 15(a), where the all-pass delay is replaced with a system 

function ( )N z , which is all-pass.  Then the transfer function of this from is written: 

1

1

( )
( )

1 ( )

N z g
H z

g N z

−=
−

.                       (17) 

The advantage of using a nested all-pass filter can be seen in the impulse 

response in Fig. 15(b).  Echoes created by the inner all-pass filter are recirculated to 

itself via the outer feedback path.  Thus the echo density of a nested all-pass filter 

increases with time, as in real rooms. 
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3.2 Downmix algorithm 

    The creation of DVD and SACD causing a revival of multichannel audio has 

carried out the high quality audio performance. However, many applications such as 

personal computer multimedia, portable audio products, TVs and cell phones are 

equipped with only stereo loudspeakers. Thus, downmix processing is necessary to 

downmix a multichannel content, e.g., 5.1 into two channels. Two downmix 

techniques will be presented as follow. 

 

3.2.1 The standard downmix method 

    The method suggested in the ITU standard [34] refers to mix the multichannel 

signals with simple gain adjustment. The architecture of the standard downmix 

method is shown in Fig. 16. In this method, the center channel is attenuated by 0.71 

(or 3 dB) and mixed into the front channels. Similarly, the rear left and the rear right 

surround channels are attenuated by 0.71 and mixed into the front left and the front 

right channels, respectively. That is,  

 
0.71 0.71

0.71 0.71

L FL C RL

R FR C RR

= + × + ×
= + × + ×

. (18) 

Nevertheless, depending on the rendering loudspeaker system, the LFE channel can 

be mixed into the front channels as an option. 

 

3.2.2 The HRTF-based downmix method 

    In addition to the aforementioned standard downmix method, the approach 

employing the HRTF technique is included in this thesis. The HRTF technique allows 

us to create a directional impression so as to enhance to the multichannel reproduction 

in the downmix processing. In the HRTF-based method, no special processing is 

applied to the front left and the front right channels. The center, the rear left, and the 

rear right channels are filtered by the corresponding HRTFs at 0� , 110+ � , and 
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110− � , respectively, before mixing with the front channels. The HRTF database 

implemented by using 128-tap FIR filters is from the website of the MIT media lab 

[30].  Thus, the front right channel, front left channel, rear right channel and rear left 

channel can felt more directional.   

 

3.3 Two-channel inputs for automotive audio 

    In traditional automotive audio, the left-input signals are fed to both front-left 

and rear-left loudspeakers, and the right-input signals are fed to both front-right and 

rear-right loudspeakers.  Balance of the left and right as well as the front and the rear 

can usually be adjusted.  The problem with this approach is that the front and rear 

channels are too correlated to create natural-sounding surround effects.  The paper 

seeks to develop upmixing algorithms for extending two-channel input to four 

channels.  Upmixing can generally be achieved by two categories of approaches.  

One approach is decorrelation-based methods, e.g., Prologic II and Logic 7, etc.  

Another approach is reverberation-based method that is found to be very effective in 

producing sense of space, especially for small space [35].  In a previous subjective 

listening test [36], the reverberation-based methods outperformed the 

decorrelation-based methods in ambient surround effects.  Thus, only the 

reverberation-based upmixing method is adopted in the following discussion. 

Here developed as an alternative solution to the problem of automotive surround 

audio.  Figure 18 shows the block diagram of this method, in which concatenated 

upmixing and down mixing processing is required.  In the study, weightings (0.65) 

and delay (20 ms) are used.  The upmix module is described here, where 

two-channel input signals are extended to four channels by the reverberation-based 

upmixing algorithm and then inverse filtered to produce the outputs.  An artificial 

reverberator is employed to produce the rear surround channels.  The artificial 
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reverberator is constructed from 3 parallel comb filters shown in Fig. 17(a) and a 

3-layered nested-allpass filter shown in Fig. 17(b).  The difference between the left 

and right input signals is mixed into the rear channel to enhance ambience.  The 

rear-left and rear-right channels are made180° out of phase. 

With the upmixed signals, downmixing can be done by two methods. One is only 

done by standard weighting and summation to produce the two-channel outputs.  

The other one is done by HRTF downmixing, which is mentioned before. 

 

3.4 5.1-channel inputs for automotive audio 

Another category of automotive surround processors that accepts 5.1 input 

signals from Dolby Digital or DTS decoder in DVD players will be presented in this 

section. 

The strategy here is developed for inputs in 5.1 formats, as depicted in the block 

diagram of Fig. 19.  In the method, the center channel is first mixed into the front 

two channels and then the ipsi-lateral channels are summed to produce the two frontal 

channels.  Next, the frontal channels are weighted and delayed to produce the rear 

channels.  The downmixing methods are the same as the above method.  When the 

downmix processing is done, the surround channels are produced by the weighting 

and delay of front channels.   

 

4 ADAPTIVE AUDIO GAIN CONTROLLER BASED ON NOISE LEVEL 

ESTIMATION 

    Noises resulting from the engine, panel vibration, tire, wind, pass-by traffic, air 

conditioning, etc., could significantly degrade the music listening quality in a car.  

This paper proposes a new system that makes use of a Noise Level Estimator (NLE) 

in tandem with s Dynamic Range Controller (DRC) to adaptively adjust the gain of an 

automotive audio system.  A microphone is required in the NLE as the senor to pick 
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up music signals corrupted with cabin noise.  The background noise level is 

estimated adaptively using the Least-Mean-Squares (LMS) algorithm.  The a priori 

Signal-to-Noise Ratio (SNR) is calculated based on the noise level estimated above.  

From the SNR, the gain of the audio input can be adjusted dynamically, with the aid 

of a static curve.  The system has been implemented by using a Digital Signal 

Processor (DSP) on a real car.  Results obtained from simulations and experiments 

reveal that the proposed system is capable of regulating the audio volume on the fly, 

in response to the noise in the car cabin. 

 

4.1 Noise level estimation by least mean square method 

System identification is the procedure of analyzing an unknown system.  The 

well-known method to achieve the identification processing is the LMS algorithm [7].  

The system structure is shown in Fig. 20, where ( )x n  is the input signal and 

( )px n is the desired signal.  The desired signal can be determined by the optimal 

coefficient ( )sw n , which is obtained by minimizing the error signal( )e n .  Basically, 

the system learns from its environment is designated as an adaptive filter where the 

filter coefficients are updated according to  

 ( 1) ( ) ( ) ( ) s s sn n e n nµ+ = +w w x , (19) 

where  

 ( ) [ (1) (2) ... ( )]Ts n w w w N=w   (20) 

is the filter coefficients vector of dimension 1N × .   

 ( ) [ ( ) ( -1)... ( - 1)]Tn x n x n x n N= +x  (21) 

is the input signal vector of dimension 1N × .   

And sµ  is the step size.  The stability of such a closed-loop system is governed by 

the adaptation parameter and it should satisfy the condition 
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where L  is filter length and xP  is the total power of( )x n .  The total power of 

( )x n is the sum of mean-square value of the input signal.  When sµ is small, it takes 

more time to converge to a minimum error, and vice versa. 

Applied in a noisy condition, system identification is a pre-processing for NLE.  

As the unknown plant is determined, the noise can be estimated from the difference 

between noisy path and noise-free path.  See Fig. 20, ( )x n  is the input signal, 

( )px n  is the signal through a plant and receive from a microphone.  ( )v n  is the 

background noise.  The above system can be written as  

 ( ) ( ) ( )pd n x n v n= + . (23) 

The FIR estimator for the system is defined by 

 s( ) = ( ) ( )y n n nx w . (24) 

According to the processing of system ID the optimum parameters of the unknown 

plant can be determined by minimizing the Mean-Square-Error (MSE).  

 2min [ ( )]IDE e n ,  (25) 

where [ ]E ⋅ denotes the expectation operator.  And ( )IDe n is defined as follow 

 ( ) ( ) ( ) ( ) ( ) ( )ID p p se n x n y n x n n n= − = − x w .  (26) 

In the case, the estimation error ( )NLEe n is expressed as the difference between the 

measured and the predicted system output, 

  ( ) ( ) ( ) ( ) ( ) ( ) ( )NLE p se n d n y n x n v n n n= − = + − x w , (27) 

The system setup is illustrated in Fig. 20.  Here, ( )v n  and ( )px n  are assumed to 

be uncorrelated.  When the signal ( )px n  is determined and equal to the output 

( )y n  then ( )NLEe n  is equal to ( )v n . 
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4.2 Dynamic range control 

DRC of audio signal is used in many applications to match the dynamic 

behavior of the audio signal to different requirements.  While recording, DRC 

protects the AD convector from overload or it is used in the signal path to optimally 

use the full amplitude range of a recording system.  When reproducing music and 

speech in a car, the dynamics have to match the noise characteristic inside a car.  A 

DRC is an automatic gain control device which modifies the dynamic range without 

introducing perceptible distortion.  Fig. 21 shows a block diagram of DRC system.  

After measuring the level of input signal x, the output signal y is affected by 

multiplying the delayed input signal by a factor ( )g n  according to 

 ( ) ( ) ( )y n g n x n D= ⋅ − , (28) 

where D is the delay sample for non-process path and( )g n is a gain factor that 

obtained according to the input level.  Level measurement plays an important role in 

DRC.  The rapidity of DRC depends also on the measurement of RMS values [10].  

The RMS measurement is shown in Fig. 22.  Uses the square of the input and 

performs averaging with a first-order low-pass filter.  The difference equation is 

given by 

 2( ) (1 ) ( 1) ( )RMS RMSx n x n x nτ τ= − ⋅ − + ⋅ ,  (29) 

where ( )RMSx n  is signal through the RMS measurement processing and τ  is the 

average coefficient.  The transfer function is 

 
1

( )
1 (1 )

H z
z

τ
τ −=

− −
. (30) 

The system also serves to smooth the gain multiplier by using the attack coefficient 

and release coefficient.  The attack coefficient AT (attack time) and release 

coefficient RT (release time) is obtained by comparing the input signal and the 

previous sample.  Then the system determines whether the control factor is in the 
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attack or release status.  If the input signal is lager than the previous signal, then 

system gives the attack coefficient AT.  If the input signal is smaller than the 

previous signal, then system gives the release coefficient RT.   

The relationship between input level and weighting level is defined by static curve.  

In this paper, the output level and the weighting level are given as functions of the 

input SNR level g[dB] = f(SNR[dB]).  Fig. 23 shows a static curve which varies with 

the SNR.  According to the static curve, the limiter threshold is 6 dB.  The output 

gain is limited when the SNR level exceeds the limiter threshold.  All SNR levels 

less than this threshold lead to a constant output gain 6 dB.  The SNR between 5~25 

dB represents an amplifier, and has two slopes.  The slope between 5 dB SNR to 20 

dB SNR is 0.2.  The slope between 20 dB SNR to 30 dB SNR is 0.3.  Both the two 

parts are compressor curves.  The SNR exceeding 30 dB leads to a constant gain 0 

dB. 

 

4.3 Integration of NLE and DRC modules 

    The two systems mentioned above have their own specific applications.  This 

paper is focusing on how to improve the listening quality in a car environment.  We 

combined NLE system and DRC system to deal with the noisy condition in a car.  

The system block diagram is shown in Fig. 24.  Take the NLE system as first step, 

the optimal parameter of the adaptive filter is obtained from eq. (19). Then according 

to eq. (25), eq. (26) and (27) the background noise level can be accurately estimated 

from a noisy signal.  The signal then goes through RMS level measurement and 

turns into RMSx  by eq. (29).  Because the purpose is trying to adaptively adjust the 

output signal gain according to background noise, the signal to noise ratio (SNR) is an 

important factor.  Use the power of background noise level and the power of signal 

level to calculate a priori SNR, where a priori SNR is given by 
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2

2

px

v
ζ = , (31) 

where px  is the signal through plant and v  is background noise. 

As mentioned before, the static curve needs to be designed in advance.  Based 

on a priori SNR and static curve, the output gain mapping can be determined. 

 

4.4 System simulation and experimental investigation 

Simulations and experiments are undertaken to validate the NLE and DRC 

modules proposed in the paper. 

A.  Simulations 

We evaluated the proposed algorithm by performing a system simulation of the 

adaptive gain controller system.  As the proposed processing mentioned before, the 

adaptive filter is used to track the plant when the NLE system is working.  

According to the NLE system structure shown in Fig. 20, the filter coefficients are 

adaptively calculated from eq. (19), and the step size is equal to 0.45.  From eq. (19), 

(25) and eq. (26) the optimal parameter is determined when the error is converging. 

In Fig. 20, the program input ( )x n  is an 8-second music excerpt and ( )v n  is 

an 8-second background noise.  The background noise is a level varying whitenoise.  

When the unknown plant is determined, the background noise can be calculated by 

(27).  See Fig. 25, the upper row is the original background noise and the lower row 

is the estimated background noise.  After the background noise is estimated, the 

system then calculates the a priori SNR by (30).  Fig. 26 shows the SNR curve, this 

is calculated by the signal and the background noise which is varying in 3 different 

levels.  From Fig. 26, the SNR fluctuates between 12 dB to 31 dB.   There is an 

obvious notch from the 2nd to the 6th second.  According to the purposed algorithm, 

the output gain curve should obtain a higher gain when the SNR curve is falling to a 
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notch.  The relationship between input SNR level and gain level is defined by a static 

curve.  The static curve has described in section III.  With the aid of the static curve 

and the calculated SNR curve, the output gain can be obtained.  Fig. 27 shows the 

output gain curve.  When the SNR is small, the system gets a higher gain.  When 

the SNR is high, the system gets a lower gain. 

B. Experiments 

Fig. 28 shows the experimental arrangement.  Experiments were conducted in 

an Opel Vectra 2-liter sedan equipped with a multichannel audio decoder, and four 

loudspeakers (two mounted in the lower panel of the front door and two behind the 

back seats).  In this section, the adaptive gain controller based on one-microphone 

noise level estimation is examined.  The algorithms were implemented on the 

platform of a fixed-point DSP, ADI BF-533, of Analog Device semi-conductor.  The 

GRAS 40AC microphone with GRAS 26AC preamplifier was used for receiving the 

signal and the background noise.  The position of the microphone is located at the 

center of the car. 

The experiments were implemented by the following process.  We turned on the 

system and microphone first.  Through the DSP board, the program music was 

played form the right channel.  With the ambient noise and the signal, the 

microphone picked up the noisy signal.  The NLE system dealt with the noisy signal.  

As soon as the adaptive filter approximated the plant, the background noise level can 

be estimated.  After the noise level is estimated, the system would output gains for 

the input signal to maintain the SNR.  There are two cases in this experiment.  Case 

1 used the ambient noise in a moving car.  Case 2 used the level varying whitenoise.  

Both the noises were played from the left channel.  Fig. 29 shows the experimental 

result of case 1.  Fig. 30 shows the result of case 2.  The upper row is the waveform 

when the system is off.  The lower row is the waveform when the system is on.  In 
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case 1, the output signal changes moderate because the noise does not have clear level 

changing.  In case 2, the result shows the output signal has obvious level changing 

with the level varying whitenoise. 

 

5 CONCLUSIONS 

In this study, we have proposed an adaptive gain control system based on 

one-microphone noise level estimation.  In this system, we select single channel 

music and a background noise recorded from a moving car to be the test signal.  

When system ID, the unknown plant can be accurately tracked by LMS algorithm.  

The background noise level is then obtained from NLE system.  Referring to the 

theory of DRC, we propose a static curve which uses SNR to determine the output 

gain. 

We have evaluated the proposed algorithm by performing a system simulation, 

DSP implementation and experiment of the adaptive gain control system.  The 

experimental results show that the system can dynamically adjust the audio gain when 

the background noise is varying. 
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Table 1 Comparison between direct design and Multistage design 

 

 

Multistage design   Direct design  

G(z)  I(z)  BPF  Total  

Filter order 960 96 46 60 344 

MPU  960 6 5.75 60 83.5 

APU  959 12 11.5 59 106 
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                                     (a) 

 

(b) 

 

Fig. 1 The waveforms of a pure-tone (a) and its truncated signal by a clipper (b). 
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Fig. 2 The frequency spectrum of only odd harmonics generated by a clipper using a 

sine wave 100Hz. 
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(a) 

 
(b) 

 

Fig. 3 The transform of a sine wave 100 Hz on the time and frequency domains by the 

methods of hyperbolic tangent. (a) time domain (b) frequency domain.
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Fig. 4 The complete Structure of virtual bass realization. 
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(a) 

 

 
                                    (b) 

 

 

Fig. 5  The two-stage decimation (a) and interpolation filters (b) developed from the 

IFIR technology. 
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Fig. 6 The implementation of up/down-sampling using the multistage structure. 
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(a) 

 

 

(b) 

 

Fig. 7 Band pass filter (a) 60 filter order (b) 960 filter order. 



 

 39

 

 

 

 

 

 

Fig. 8 The implementation structure of a 9-band of Graphic equalizer. 
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Fig. 9 The frequency response of graphic equalizer after boosting 12dB between 1.6Hz 

to 7.2Hz. 
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(a) 

 

 

 
(b) 

 

Fig. 10 The implementation structure of voice clarity (a) The structure using hyperbolic 

tangent (b) The structure using hyperbolic tangent and graphic equalizer 
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Fig. 11. General architecture of upmix processing for producing surround and center 

channels. 
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Fig. 12. The block diagram of the passive surround decoder method. 
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(d) 

 

 

Fig. 13. Comb filter. (a) Block diagram. (b) Zero-pole plot. (c) Impulse response. (d) 

Frequency response. 
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Figure 4. (a) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. (b) 
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Figure 4. (c) 

 

 

 

 

 

 

 

 

 

 

Figure 4. (d) 

 

 

Fig. 14. All-pass filter. (a) Block diagram. (b) Zero-pole plot. (c) Impulse response. (d) 

Frequency response. 
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(a) 

 

(b) 

 

Fig. 15. Nested all-pass filter. (a) Block diagram (b) Impulse response of the three-layer 

nested all-pass filter with 1 2 30.5,  g 0.45,  g 0.41g = = =  and delay lengths 

1 2 3441,  533,  617.m m m= = =   
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Fig. 16. The architecture of the standard downmix method. 
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(a) 

 

(b) 

Fig. 17. (a) The artificial reverberator is constructed from 3 parallel comb filters.  (b) 

3-layered nested-allpass filter. 
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Fig. 18. The block diagram of the reverberation-based upmix processing. 
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Fig. 19. The block diagram of the standard downmix adding weighting and delay. 
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Fig. 20 The structure of the noise level estimation system. 
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Fig. 21 The block diagram of the dynamic range control system. 
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Fig. 22 The RMS measurement. 
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Fig. 23 The static curve which is designed for using the SNR to calculate the output 

gain. 
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Fig. 24 The block diagram of the adaptive gain control system. 
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Fig. 25 The level varying whitenoise.  The upper row is the original noise.  The lower 

row is the estimated noise.
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 Fig. 26 The SNR which is calculated by a signal and a level varying whitenoise. 
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 Fig. 27 The output gain. 
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 Fig. 28 The experimental arrangement. 
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 Fig. 29 The waveform of case 1.  The upper row is the waveform when system off.  

The lower row is the waveform when system on. 
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Fig. 30 The waveform of case 2.  The upper row is the waveform when system off.  

The lower row is the waveform when system on. 

 


