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Speech Enhancement using Equivalent Source Inverse Filtering

(ESIF) Array

Student: Kur-Nan Hur Advisor: Mingsian R. Bai

Department of Mechanical Engineering

National Chiao-Tung University

ABSTRACT

New microphone array techniques are proposed in this paper for acoustic signal
processing in telecommunication application. These endeavors are based on the
central idea of Equivalent Source Invetse Filtering (ESIF). The single input multiple
output equivalence source dimaging (SIMO-ESI) algorithms are suggested to
reconstruct the speech signal in a reverberant environment. Specifically, the system
serves two purposed: dereverberation ‘and noise reduction. It has promise in
telecommunication application<such as the automotive hands-free system, where
noise-corrupted speech signal often needs to be enhanced. In order to further
improve the noise reduction performance in spatial filtering and robustness against
system uncertainties, the SIMO-ESIF algorithm is combined with an adaptive
Generalized Side-lobe Canceller (GSC). The system is implemented on an NI-PXI
platform and evaluated experimentally in car environment. As indicated by several
performance measures in noise reduction and speech distortion, the proposed
microphone array algorithm proved effective in reducing noise in human speech
without significantly compromising the speech quality. The results of subjective
tests were processed by using analysis of variance (ANOVA) to justify the statistic
significance. A post-hoc test Fisher’s LSD was conducted to further assess the

pairwise difference between the NR algorithms.
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I. INTRODUCTION

In recent year, microphone arrays have been widely studied for teleconferencing,
telecommunication, speech recognition, speech enhancement, and hearing aids. In
these applications, effective communication in noisy environments has been one of
the pressing problems. The delay-and-sum-beamformer has been widely researched
for speech recognition and noise reduction, which verified that it only performed well
for uncorrelated noise [1]. The standard superdirective beamformer is another
classic technique to investigate these problems. The result shows that it gets better
performance only for diffuse noise {1]. However, both of them have been applied to
noise reduction rather than to dereverberation.

In some environments such as in a car cabin, the speech signals are corrupted not
only by background noise but also’serious reverberation. Adaptive microphone
arrays are especially promising system in terms of interference reduction [1]-[9].
The potential for using adaptive beamforming to improve the performance of sensor
arrays was recognized in the early 1960’s in the fields of sonar [10]-[13], radar
[14]-[16], and seismic [17]-[19] signal processing. It soon became apparent that a
variety of formulations of optimum detection and estimation problems gave rise to the
same spatial processor. The basic concept is to use measured background spatial
correlation characteristics to reject noise and interference, thereby improving beam
output signal-to-noise ratio. Generalized sidelobe canceller (GSC) is an adaptive
beamforming that can attain high interference-reduction performance with a small
number of microphones arranged in small space. It is very sensitive to the room

reverberation, steering and calibration error. Any of these disturbances cause



cancellation and distortion of the desired signal. Adaptive beamformers extract the
signal from the direction of arrival (DOA) specified by the steering vector, which is a
parameter of beamforming. Many robust adaptive beamforming techniques have
been proposed to avoid signal cancellation.  Griffiths-Jim beamformer (GJBF) [2] is
an adaptive beamformer based on the GSC which target-signal cancellation occurs in
the presence of steering-vector errors. The steering-vector errors are caused by
errors in microphone positions, microphone gains, reverberation, and target direction.
But it can be shown that this kind of algorithms fails in reverberant environments [3].

In this paper, a new microphone array techniques is proposed for acoustic signal
processing in telecommunication application. An ESIF technique is proposed to
identify locations and strengths .of speech’ sources [4]. However, a serious
reverberant phenomenon is always produced by the acoustical environment. The
inverse filters based on the measured plant can eliminate.the reverberation effectively.
They can also suppress interfering signals and enhance the acquired target speech
signals. In addition, a new robust adaptive beamformer based on multiple linear
equality constraints is proposed to enhance the interference of side-lobe further.
They were introduced by Frost [8] in his recursive adaptive beamforming algorithm.
A useful implementation of the linearly constrained minimum variance (LCMYV) is the
GSC which relies on optimizing the filter in two mutually orthogonal subspaces [9].
The proposed blocking matrix (BM) of GSC is designed according to these subspaces,
which places beam pattern nulls in interference directions and controls mainlobe. A
leaky coefficient adaptation algorithm called leaky LMS is used for the adaptive filter
in the multiple-input canceller (MC) [20]-[21]. A large leakage is needed to allow a
large look-direction error, leading to degraded interference reduction.

The proposed approaches have been implemented in a real car by using the

multi-channel data acquisition system. The objective and subjective tests were
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carried out to evaluate the proposed algorithms. Objective measures are utilized for
evaluating the performance of the proposed algorithm [22]. In addition, listening
tests were conducted to assess the subjective performance of the proposed system.
In order to justify the statistical significance of the results, the data of subjective
listening tests are processed by the multivariate analysis of variance (MANOVA) [25]
method, followed by the least significant difference method (Fisher’s LSD) as a post

hoc test.

II. EQUIVALENT SOURCE INVERSE FILTERING

The formulation of SIMO-ESIF technique is presented in this section. The block
diagram of the SIMO_ESIF with M microphones.is shown in Fig. 1. Assume there
is a fixed source in the system. . The measured sound pressures and the source
strengths are related in matrix form

p=Hq, (1)

where p, (@) is the signal received at the nth microphone and H, (@) is the plant
between source and the nth microphone.” " (@) is the Fourier transform of a scalar

source fixed in the space. In the frequency domain, Eq. (1) can be written as follows

p=Hq(o) . )
where,

p=[p(@ -~ py@] (3)

H=[H (o) - Hy (@] “)

c=[c(@) - cy(@)] (5)

The aim here is to estimate (@) based on the measurement p. This can be
regarded as a model matching problem.  An inverse filter ¢ such that ¢H ~Ican

be found as follows



d=cp=cHq~q (6)
In order to estimate the source signal (), it can be considered as an optimization

problem

min]p- |

(7
The Eq. (7) shows an underdetermined problem which has infinite solution. The

minimum norm solution to the problem above is given as

R _ H"
G=(H"H)'H"'p=—"L_cp )

[H];

where the optimal inverse filter is

r_H

_H 10
T o

If ||H||§ is omitted, the inverse filter above reduces to the “phase-conjugated” filter,

or the “time-reversed” filter. “However, for the point source model in SIMO array, it

is straightforward to show that

P |
H[,=>—= . (11)

m=1 rm

where r, 1is the distance between source and the mth microphone. Since ||H||§ is a

frequency-independent constant, the inverse filters and the time-reversal filters differ

only a constant scaling in the point source model.

1. SIMO-ESIF WITH GSC
The design of the SIMO-ESIF with Generalized Side-lobe Canceller (GSC) is
introduced in this section. The speech signals are degraded by background noise in

the automotive hands-free system, which causes communicational quality to be



hampered. The GSC technique is proposed as a further processing after SIMO-ESIF
algorithm, which increases directivity of main-lobe by suppressing the interference of
side-lobe. A structure of the GSC with M microphones is shown in Fig. 2. It
comprises a fixed beamformer (FBF), a multiple-input canceller (MC), and a blocking
matrix (BM). The FBF is designed to form a beam in the look direction so that the
target signal is passed and all other signals are attenuated. The X (k) is the output
signal of the mth microphones and d(k) is the output of the FBF at the time sample
k. The MC is composed of multiple adaptive filters which generate replicas of
components correlated with the interferences. It adaptively subtracts the
components correlated to the output signals Yy, (k) of the BM from the delayed
output signal d(k-Q) of FBF, where Q "is.the number of delay samples for
causality. Contrary to the FBE, the BM forms a null in the look direction so that the
target signal is suppressed and ‘all other signals are passed though. It rejects the
interferences which is obtained from the output signals.of BM and extracts the target
signal. In conclusion, in the subtractor output .z(k), the target signal is enhanced

and undesirable signals such as ambient noise and interferences are suppressed.

1.Griffiths-Jim beamformer (GJBF) structure

Figure 3 shows the structure of the GJBF. The FBF is the aforementioned inverse
filter. The BM is a delay-and-subtract beamformer as shown in Figure3. Assuming a
look direction perpendicular to the array surface, no delay element is necessary. Thus,
a set of subtracters which take the difference between the signals at the adjacent
microphones can be used as a BM. The outputs of BM are described as follows:

z,(K) = %, (K) = X, (K) (12)
where X (K) isthe nth microphone signal.
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The adaptive filters of the MC are using least- mean-square (LMS) algorithm,

which can be obtained as follows:

N-1

y(k) = fo(k—L)-> w; (k)z, (k) (13)

n=0

w, (k+1)=w,(k)+puy(k)z, (k)

w, (k) 2[ W, (k)W (k)W (K) ]|

z,(K)2[z,(k),z,(k=1),-,2, (k=M, +1)]

where []T denotes vector transpose and MC subtract form fo(k—L,) the

(14)

components correlated with Zn(k) (n =0,---,N —1). M, is the number of taps in
each adaptive filter, and w, (k) andz, (k) is the coefficient vector and the signal

vector of the nth adaptive filter, respectively. y(k) is the output subtracter.

2. LAF-LAF structure

A target-tracking method with leaky adaptive filters (LAF) in the BM is
proposed as a solution to target signal cancellation. It combined with leaky adaptive
filters in the MC, thereby called a LAF-LAF structure. Figure 4 shows its block

diagram. The nth output of the BM can be obtained as follows:
2, (k+1)=x, (k=L,)—h! (k)fo(K)

, (k)2 [0y (K),hy, (K)o Ry (K)T (15)
fo(k)2[ fo(k), fo(k—1),--, fo(k—M, +1)]

similar to the adaptive filters in GJBF, h, (k) is the coefficient vector of the nth

LAF, and fo(k) is the signal vector consisting of delayed signals of fo(k). Each

LAF is assumed to have M, taps, L, isthe number of delay samples for causality.



The adaptation by the LMS algorithm is described as follows:
h, (k+1)=h, (k)+az(k)fo, (k) (16)

where « is the step size for he adaptation algorithm.

The LAFs in the BM alleviate the influence of phase error, which results in the
robustness. The LAFs also used in the MC for enhancing the robustness obtained in
the BM. Thus, the LAF-LAF structure adaptively controls the look direction. Due to
robustness by the adaptive control of the look direction, the LAF-LAF structure does
not lose degrees of freedom for interference reduction. This structure can pick up a

target signal with little distortion.

3. Robust GSC using linear algebra

3.1 The design method of blocking matrix

The target of robust GSC is to minimize-the array output power such that unity
gain at the look direction is obtained. The design of the proposed robust
beamformer can be formulated as one of minimizing the output power subject to

multiple linear equality constraints as follow

minw" R, w=minE{ z[} (17)
Subject to
g"w=1 (18)

where R =E{x"x! is the data correlation matrix, g is the impulse response of the

signal path from source to each microphone, w is the digital filter of the proposed
GSC system, zis the output signal. The block diagram is shown in Fig. 5. Standard

constrained optimization using the Lagrange multiplier leads to the optimal filter w
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which is a fixed filter and dependent on the data correlation matrix R. The optimal
filter w may be decomposed into two mutually orthogonal subspaces: the constraint
space R(g) and the orthogonal space N(g"), i.c.,

W=W,—-V (19)
Where w, L v. As a key in proposed GSC implementation, a blocking matrix B is

needed to produce the vector v, so that

v =Bw (20)

a

Such that ve N(g") is satisfied and the constraint is not affected. w, is the

adaptive filter. The desired goal is
g"w=g"(w,~Bw,)=g"w,—g"Bw, ~1 (1)
In principle, the columns of B _can be constructed from the basis vectors of N(g™)

such that g"B=0. To this'end, each column of B must be the null space of g",

i.e., R(B)eN(g"). The blocking matrix B  can be obtained as follows:

T T )
a’l al 1
1 O 0
B= .
0 1 :
. ) 0
0 0 - 1| 22)

The design goal of the BM is to form a null in the target direction so that target
signal suppression can be achieved. The effect is demonstrated in Fig. 4, where
directivity patterns of the FBF and the BM are illustrated. With the comparison of
Figs. 6(a) and 4(b), the null of the BM and the mainlobe of the FBF are located in the
target direction. The target signal has been successfully “blocked” at the main-lobe
of the fixed array in different frequencies. In addition, there is an interested issue

that with the comparison of other robust GSC technique, whether the proposed GSC



technique can achieve the best performance or not. Two classic GSC technique
called GJBF [2] and LAF-LAF [21] technique are selected to compare with the
proposed GSC algorithm. Figure. 7 shows the beam pattern of the above algorithm
in 500 Hz. The proposed GSC algorithm achieves the narrowest beamwidth in target

direction, which shows the highest interference reduction performance.

3.2 Signal processing in Multiple-Input Canceller

In the MC, leaky adaptive filters (LAF) [21] is used for enhancing the robustness

obtained in the BM. LAFs subtract the components correlated to Y, (k), (m=0,...,N)
from d (k—Q). Q is the number of delay samples for causality. Let M, be the

number of taps in each LAF ;.andw, (k) and-y, (k) are the coefficient vector and

the signal vector of the nth LAF, respectively. —The signal processing in the MC can

be obtained as follows:

2= (k-Q)- X w] (K) 3)
w, (k) 2 [, (K)o, (K)o, ()T (24)
)2 [V, (K), Yo (K=1),- ¥, (k=M +1)T (25)

The adaptation with the normalized LMS (NLMS) algorithm is described as:

)
w, (k+1)=w, (k) luyj(k)Tyj(k)yn(k) (26)

Where 4 is the step size for the adaptation algorithm.

IV. ARRAY PERFORMANCE MEASURES

In the section, objective measures are defined for evaluating the array

9



performance [22]. The best way to quantify the amount of noise from an observed
signal is the signal to noise ratio (SNR). With the first microphone as the reference,

the input SNR is defined as
E{x’}
E{v’}

where X; is the speech at microphone 1 and v; is the noise at microphone 1. In order

SNR,(dB) =101log , (23)

to know if the designed filters ¢ improve the SNR, the output SNR is defined after
filter processing as follows:
Ee’ *x[}

SNR, (dB) =10log ‘2}

(24)
Efc” *v

The SNR gain can be obtained by subtracting the output SNR from the input SNR.

SNRG(dB) = SNR, —SNR, (25)
The higher the value of SNRG(dB), the-more the noise is reduced. However, the
maximizing SNRG(dB) is certainly not the best choice since the distortion of the
speech signal will likely be-maximized as well. /Therefore, an extremely useful
index to quantify the speech distortion called speech-distortion index (SDI) is defined
as

E{x’}

SDI(dB) =101log
Efx —c *x

: (26)
E
The higher the value of SDI(dB), the less the speech signal is distorted. The

relation between noise reduction and speech distortion is a tradeoff problem. By

designing the FBF and controlling the adaptation of the MC, the SNRG(dB) can be

improved with less distortion.

V. OBJECTIVE AND SUBJECTIVE EVALUATIONS

The proposed algorithms have been evaluated by capturing real sound data in car

10



environment, which is used to run the National Instruments Labview 8.6 data
acquisition software. The measurement platform is NI-PXI 8105 controller’>. The
sound pressure data were picked up by using a linear 4-element microphone array.
Figure. 8 shows the experimental arrangement inside the car.  The PCB 130D20
microphones are used in the array. Microphones are equally spaced with 0.08m
from each other. The target source is a male speech clip in English and the noise
source is the white noise. The target source is located in front of the array at a
distance of 0.4m. The noise source is placed 0.3m away from speech source. The
sampling rate of speech signals is 8 kHz. Further, the proposed SIMO-ESIF
algorithm is used as a beamformer in the FBF. The parameters in the MC are: the
length of wiener filter is 512 for the [LAF’s and the step size x 1is 0.001.

Objective and subjective €xperiments were undertaken to evaluate the presented
methods, with results summarized in Table I. There are two different models
employed to design the inverse filter: the ideal point source model and the measured
plant in car environment. According to aforementioned section, the methods to
design the inverse filter are: the inverse filtering technique and the time reversed
filtering technique. The SIMO-ESIF and SIMO-ESIF-GSC methods are compared.
The output signals in each proposed algorithm are evaluated objectively to compare
the SNRG(dB) in interference reduction performance and SDI(dB) in speech
quality. The subjective listening test is employed to test which case can attain the

best balance between noise reduction and speech distortion.

1. Objective evaluation
The preceding objective measures SNR;, SNRy SNRG and SDI are employed to
assess the performance of six proposed algorithms, which are

point-source-model-based inverse filtering (PIF), measured-plant-based inverse
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filtering (MIF), measured-plant-based time reversed filtering (MTR), GSC combined
with PIF (GSC-PIF), GSC combined with MIF (GSC-MIF) and GSC combined with
MTR (GSC- MTR). The results of performance evaluation are summarized in Table
I.  First, in the comparison between SIMO-ESIF and SIMO-ESIF-GSC algorithms,
it can obviously be observed from the SNRG that SIMO-ESIF-GSC algorithm is
significantly better than the SIMO-ESIF algorithm in the aforementioned three
designed methods with less speech distortion (SDI). Next, the point source model is
compared with the inverse filter and the time reversal filter. The best performance in
noise reduction is GSC-MIF method that attains 15.4 dB in SNRG. The inverse
filtering approach has attained the highest SNR gain in a reverberant environment.
With regard to speech distortion, the:PIF method tends to get the least distortion, but
the worst noise cancellation. .According to all these grades, an expectable result can
be obtained that noise reduction and speech distortion is a tradeoff. Figure. 9
compares the performance of SIMO-ESIF algorithm with SIMO-ESIF-GSC algorithm
in three different designed methods, respectively.” ‘It can evidently show that the
SIMO-ESIF-GSC algorithm perform better interference reduction in all the methods.
The MIF and GSC-MIF methods seem to attain better noise cancellation with
acceptable speech distortion.

Overall, an obvious result can be revealed that both de-reverberation and noise
reduction can be achieved by using the SIMO-ESIF technique. With the use of GSC,
the performance of SIMO-ESIF can be further enhanced. According to the proposed
BM approaches, the robust GSC exhibits the best performance in directional response
and noise reduction. All this leads to the conclusion that SIMO-ESIF-GSC proves
effective in reducing noise and interference without markedly compromising speech

quality.
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2. Subjective evaluation

In order to further compare the preceding NR algorithms, subjective listening tests
were conducted according to the ITU-R BS1116 [24]. Fourteen participants in the
listening tests were instructed with definitions of the subjective attributes and the
procedures before the test began. The participants were asked to respond in a
questionnaire after listening, with the aid of a set of subjective attributes measured on
an integer scale from 1 to 5. The same six proposed algorithms used in the objective
test are compared in this subjective test. The test signals and conditions remain the
same as in the preceding listening tests. The reference is the signal received from
microphone without any algorithm processing. The hidden anchor is the reference
processed by using a lowpass filter.. « The mean and spread of the listening test results
are shown in Fig. 10. In order to access statistical significance of the test results, the
test results were processed using MANOVA " with significance levels summarized in
Table III. Cases with significance levels below 0.05 indicate that statistically
significant difference exists among.methods. Three subjective attributes employed
in the tests, including signal distortion (SIG), background intrusiveness (BAK) and
overall quality (OVL). From Table III, the difference of the indices SIG and BAK
among the six proposed methods was found to be statistically significant. As for the
OVL, this observation is deemed statistically insignificant.

Next, a post-hoc Fisher’s LSD test was employed to perform multiple paired
comparisons of the proposed algorithms. Post-hoc tests are generally performed
after Analysis of Variance (ANOVA) which is able to determine whether or not
significant difference is present in the data of a number of cases. The Fisher’s LSD
test is one of the commonly used post hoc tests for the assessment of differences in
the means between pairs of populations following the ANOVA test. In Fig. 10,

surprisingly, in contrast to the results of objective evaluation, the GSC-MIF algorithm
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performed quite poorly in SIG. The price paid for high noise reduction using the
GSC-MIF algorithm is obviously the signal distortion, which was noticed by many
subjects. For the SIG, the results of the post hoc test indicate that the grade of the
GSC-PIF method is significantly higher than the grades obtained using the other
methods. As for the BAK, the GSC-MIF method receives the highest grade among
the other methods. Despite the excellent performance in SIG, the PIF algorithm
received lower scores in BAK, which is consistent with the observation in the
objective evaluation. In contrast with the PIF algorithm, the GSC-PIF algorithm
improves SIG grade, which implicates the proposed GSC algorithm can enhance the
performance of SIMO-ESIF algorithm. However, the grade in both SIG and BAK
show no significant difference between MTR and GSC-MTR algorithms. It can be
improved by selecting the different length of Wiener filter and the step size in MC.
In addition, multiple regression analysis was applied to.analyze the influence of SIG
and BAK on OVL. The result exhibits that the effect upon SIG is bigger than BAK,
but the difference between each other is not quite significantly. Therefore, there is
no significant difference in OVL among all proposed algorithms, which indicated that
the preference of each subjects is quite different. In general, the results of all the
analysis lead to a common conclusion: the purpose of dereverberation and noise

reduction can be achieved effectively in all the proposed methods.

VI. CONCLUSIONS

A new microphone array technique called SIMO_ESIF algorithm is presented in
this paper for noisy automotive environments. It is combined with the proposed
GSC technique to eliminate the interference and improve speech quality.
Experiment results show that SIMO_ESIF combined with GSC achieves improved the

performance of sidelobe cancellation.
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The proposed algorithms have been compared with each other via extensive
objective and subjective tests. These methods exhibit different degrees in trading off
reduction performance and speech quality. The MIF and GSC-MIF algorithms seem
to have achieve a good compromise between speech quality and noise elimination.
It has been observed in an objective evaluation that SIMO-ESIF with proposed GSC

is very effective in noise reduction with little speech distortion.
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TABLE I The descriptions of six proposed algorithms.

algorithm method Design strategy
PIF Point-source-model-based
inverse filtering
SIMO-ESIF MIF Measured-plant-based inverse
filtering
MTR Measured-plant-based time
reversed filtering
GSC-PIF Point-source-model-based
SIMO-ESIF-GSC inverse filtering
GSC-MIF Measured-plant-based inverse
filtering
GSC-MTR Measured-plant-based time

reversed filtering
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TABLE II The performance of the six proposed algorithms in terms of the objective

measures.
Point source Inverse filter Time-reversed filter
SIMO GSC SIMO GSC SIMO GSC
SNR;1(dB) 3.79 3.79 3.79 3.79 3.79 3.79
SNRa(dB) 12.96 15.28 15.56 19.19 13.58 13.66
SNRG(dB) 9.16 11.49 11.77 15.4 9.78 9.87
SDI(dB) 2.87 2.60 1.72 1.59 0.86 1.56
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TABLE III. The MANOVA output of the listening test of the six proposed
algorithms. Cases with significance value p below 0.05 indicate that statistically

significant difference exists among all methods.

Significance value p

Noise type SIG BAK OVL

White noise 0 0 0.847
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FIG. 1 The block diagram of SIMO-ESIF algorithm.
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FIG. 5 The block diagram of SIMO-ESIF-GSC algorithm.

25



5| e T R i
oo N . RS -~
«"/ .\‘\
10F 7 Target ~ |
b . N
Signal 1
-15+ I .
g 20 : .
R |
@ 5
© 250 | ]
-30 - : -
35|  FBF I —rm- 500Hz |
Directivity | """"" ;ggggz
z
1 1 | 1 1 1 1
-60 -40 -20 0 20 40 60

Direction of Arrival (Degrees)
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FIG. 9 The performance of SIMO-ESIF algorithm and SIMO-ESIF-GSC algorithm in
three different designed methods. (a) PIF algorithm compared with GSC-PIF

algorithm.
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FIG. 9 The performance of SIMO-ESIF algorithm and SIMO-ESIF-GSC algorithm in
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FIG. 9 The performance of SIMO-ESIF algorithm and SIMO-ESIF-GSC algorithm in
three different designed methods. (¢) MTR algorithm compared with GSC-MTR

algorithm.
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