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摘要 
我利用 2 維 time – dependent Ginzburg – Landau 方程式來模擬計算出動態和靜態

的 order parameters 和 超導電流。並由上述這兩個物理量來描述層狀二類超導體在

磁場下(大於 Hc1)所形成的 vortex 晶格結構。Vortex晶格結構在乾淨超導體上有六角型

的對稱性，然而當有外加電場進入超導體後，vortex的晶格結構就會有微小的形變。另

外所計算出的 I-V曲線可以符合理論解析的結果。最近幾年具有奈米尺度的 pinning陣

列的超導體被制做出來並且受到注意，其中具有 Abrikosov晶格對稱性的 pinning 陣列

最備感興趣。由模擬計算出的動態 order parameter 可以看到在具有 pinning陣列的超

導體中的 vortex 流是由 interstitial vortex 所構成。而 I-V 曲線也會受到 pinning

陣列的影響，因為 vortices 會陷在 pinning centers上而無法移動(如果 pinning force

小於 driving force)，如此一來由 vortex移動所產生的能量損耗就可以減少。  
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Abstract 
Static and dynamic distributions of the superconducting condensate order para-
meter and current density is studied by numerical simulation of the 2D 
time-dependent Ginzburg-Landau equations. They describe the vortex lattice in 
layered type II superconductors under magnetic fields above the lower critical 
field. In a clean superconductor the non-linear J-E characteristics were calcu-
lated and compared to existing analytic results. The Abrikosov lattice which is 
hexagonal in statics is deformed due to the electric field. The artificial pinning 
arrays on the nano scale were fabricated recently and are investigated for the 
most interesting case of the pinning superlattice commensurate with the Abri-
kosov lattice. The dynamical order parameter distribution shows that the vortex 
transport (flux flow) is conducted via diffusive motion of the so called intersti-
tial vortices. The J-E characteristics are strongly influenced by the pinning, since 
the vortices are trapped on the pinning centers and thus the energy dissipation 
(Joule heat) inside the cores of the moving vortices is reduced.   
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Chapter 1

Introduction

1.1 Superconductivity in strongly layered superconductors

Superconductivity is a remarkable property of metals and some other compounds at very

low temperatures and generally signals Bose-Einstein condensation of pairs of electrons called

Cooper pairs into a state in which dissipation processes are totally suppressed. On the macro-

scopic level this include two basic characteristic properties, zero electrical resistance and per-

fect diamagnetism. More quantitatively these phenomenon would happen when temperature is

cooled below certain temperature Tc, which was called superconducting transition temperature

(critical temperature). The Cooper pairs in superconducting metals (now termed "low temper-

ature superconductors") are electron-electron bound states (more precisely resonances), with

binding energy provided by a combined e¤ect of the phonon exchange and the Pauli principle,

overpowering the screened Coulomb repulsion. In more recent families of high Tc cuprates and

pnictides the mechanism is most probably di¤erent (perhaps magnon mediated attraction), but

unlike the metals for which the BCS theory is highly successful, the existing microscopic mod-

els are either too complicated or too in�rm to be useful in studying mesoscopic or macroscopic

phenomena or for applications.

The Cooper pairs are bosons and undergo Bose - Einstein condensation (BEC). Supercon-

ductivity therefore is a macroscopic quantum phenomenon (sometimes termed "mesoscopic"),

since the phase � (the Aharonov - Bohm or Josephson) of the Cooper pairs is coherent over

very large distances. The BEC is purely a quantum mechanical phenomenon described by an
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order parameter

 =
p
nei�; (1.1)

where n = j j2 is Cooper pairs density. The phase In a homogeneous ground state this phase

is arbitrary, since all values lead to the same total free energy.

According to the superconductor�s response to external magnetic �eld, they can divided

superconductors into two di¤erent classes: the type I superconductors and the type II super-

conductors.

1.1.1 Type I and II superconductors in magnetic �eld

For type-I superconductors, the external magnetic �eld almost does not penetrates interior of

a superconducting sample. In other words, the magnetic �eld inside the sample is zero. This

characteristics is called the "Meissner e¤ect". The magnetization thereforeM is 4�M = �H. If

the external �eld larger than a particular �eldHc , called the critical �eld, the superconductivity

would be destroyed. In contract, type-II superconductors have two critical �elds Hc1 and Hc2

and two di¤erent states, show in Fig.1-1. When external �eld smaller than Hc1,the Meissner

e¤ect still exist and have no resistance. However, when external magnetic �eld between Hc1

and Hc2, the small magnetic �eld would penetrate the superconductor sample and destroy su-

perconducting state, thus both superconducting phase and normal phase in the superconductor

sample, this states was called mixed state or the Shubnikov phase. When external magnetic is

above Hc2, the magnetic �eld would break all the Cooper pairs, so that the sample�s electronic

state becomes normal .

In the mixed state of type II superconductors, the magnetic �eld enters the superconductors

in the form of vortices, each carrying one unit of magnetic �ux, �0 = hc
e� , shown in Fig.1-2.

The supercurrent �ows around each vortex core which has essentially become normal state, and

super current serve to screen out the magnetic �led outside the vortex. The physical explanation

was pioneered by Abrikosov. The vortices repel each other with a long range force, usually,

vortices arrange themselves in a form of hexagon to minimize mutual repulsion. The arrange

of vortices similar to atomic lattice, therefore,it also be called Abrikosov lattice.

Two important length scales characterize a superconductor (shown in Fig.1-3 which de-

2



Figure 1-1: Schematic magnetic phase diagram of a type II superconductor. In the Meiss-
ner state, superconductvity remains perfect, while magnetic �eld is totally expeled. In the
mixed state both the normal and the superconducting domains coexist. In the normal state,
superconductivity is completely suppressed.

Figure 1-2: Scanning superconducting quantum interference device (SQUID) microscopy (SSM)
vortex imaging.[31] Flux lattice (distances larger than penetration depth, that is the �eld is
just above Hc1 (T ) ;H = 30mOe) in near � � MoGe surface at T = 4:2K is shown.White
color corresponds to large magnetic �eld (vortices), while black color indicates superconducting
domains between the vortices.
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Figure 1-3: Parameters � and � in S-N junction. This �gure was simulated by using Carlo
Method. Coherence length � has a Monte physical interpretation of the size of the Cooper
pair bound state.Magnetic penetration depth � is the distance inside the surface over which an
external magnetic �eld is screened out to zero

scribes an S-N junction in narrow channel). Coherence length � has a physical interpretation

of the size of the Cooper pair bound state, while the magnetic penetration depth � is the

distance inside the surface over which an external magnetic �eld is screened out to zero.

In conclusion, the type II superconductors not only can endure strong magnetic �eld but

also have high critical temperature, thus, type II superconductors are quite important for both

academic and industrial development.

1.1.2 Layered structure and two dimensional superconductors.

The crystalline structure of the type I and the type II superconductors is typically di¤erent.

Usually type I superconductors are pure metal or their alloys and the Cooper pairs are bound

in an s-wave state (have rotational symmetry). There are no important structural e¤ects since

the coherence length is much larger than the penetration depth. The type II superconductors

typically are more complex. The most prominent representative class of a strongly type II ma-

terials, the high Tc cuprates are tetragonal, and all of them have one or more CuO2 planes[23].
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Figure 1-4: Atomic structure in layered high Tc superconductor Y Ba2Cu3O7��[25].Each unit
cell has a CuO bilayer in which superconductivity resides.

see Fig.1-4. Other atoms like Bi, Y , Ba etc. separate the CuO2 layers and provide charge car-

riers into CuO2 planes. These layers are called charge reservoirs. The Cooper pairs move along

CuO2 planes and the properties for superconductivity become quasi-two dimension. Moreover,

Cooper Paris have the dx2�y2 symmetry, namely are paired in an l = 2 state. The parameter

; which is called the anisotropy parameter, is very large for BSCCO and underdoped Y BCO

(of order 50 or higher). These superconductors can be considered as two dimensional systems.

Recently, layered superconductor BSCCO become a major material for application like the THz

wave generator.

1.1.3 Vortex dynamics

For type II superconductors, the dissipation of superconducting current is attribute to the

magnetic quantized �ux motion and it�s transport properties have been derived form �ux dy-

namic. For vortex is pushed by Lorentz force, thus, vortex move perpendicular to the electrical

�eld,as show in Fig.1-5. For the phenomenologically of view, it�s suitable to imagine a friction
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force cause the dissipation

fdissipation = ��
d

dt
x = ��v: (1.2)

The over-damped dynamics results in motion of velocity with a constant velocity

�fdissipation = �v = fL = J
�0
c
) v =

�0J

c�
: (1.3)

Across the boundary of length L. It produces the �ux change

�� = vBL�t: (1.4)

From the Maxwell equation,

1

c

��0
�t

= V: (1.5)

Substitute Eq.(1.4) into Eq.(1.5), the velocity of vortex is

v =
cV

BL
=
cE

B
: (1.6)

The induce electronic �eld from the moving vortex is

E =
v

c
B =

�0JB

c2�
: (1.7)

Note that the induce electric �eld is equal to the applied electric �eld. From the standpoint of

the application of type II superconductors, it�s important to understand how vortex dissipative

process in�uence the I-V characteristic for type ll superconductors.

1.1.4 Pinning in disordered superconductors

Disorder in superconductors originates form various sources. A partial list of intrinsic (namely

existing in the material) defects includes point defects like the oxygen vacancies in cuprates,

screw dislocation and twinning planes due to imperfections of the atomic structure, grain bound-

aries. On the mesoscopic scale the disorder would cause a short range pinning force which can

hold the vortex. If the pinning forces are su¢ ciently strong and numerous, the vortex motion

6



Figure 1-5: The vortex �ow. The supercurrent �ows in x direction. The magnetic feld applied
in z direction. The Lorentz force f = q (v �B) = J �0c , so Lorentz force is �y direction, the
vortex move perpendicularly to the supercurrent

can be arrested, so that the superconductor will restore the perfect conductor property. Phys-

ical quantities, such as, critical temperature, critical current, etc. are also a¤ected by disorder.

However, in technologically important materials critical current due to intrinsic pinning are not

enough especially at high magnetic �elds. One of the main reason is destructive competition of

pinning centers, as demonstrated by the collective pinning theory [30, 29].

The type ll superconductors with periodic arti�cial pinning have been studied in recent years,

see Fig.1-6 . It was predicated theoretically [2] and con�rmed experimentally[1, 3, 4] that when

pinning centers are arranged into a periodic array commensurate with the Abrikosov lattice the

critical current increases dramatically. The e¤ect is maximized when the felling fraction is one,

when one pinning center traps a single vortex. Additional vortices are "interstitial" and can be

depinned easily thus signi�cantly reducing the critical current [5]. Recently there have been an

advance in the fabrication of the periodic arrays of pinning sites. The arrays with triangular,

square, and rectangular geometries have been fabricated using either microholes or blind holes

[1], magnetic dots [3] and columnar defects [4].
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Figure 1-6: High-resolution scanning Hall probe microscopy Vortex con�guration with periodic
pinning [1]. Image for (a) h = 1:916 and (b) h = 2:084. the second matching �eld h = 2. The
small dark circles are the positions of the holes. Below h = 2, the vacancies (white spots) all
sit directly on holes; thus all vortices must as well. Above h = 2, the extra vortices (dark
spots) sit on both hole and interstitial sites. Where h = H=Hm, Hm = �0=a

2 = 5:913G,
a = 1:87�m is pinnng lattice constant.The sample investigated was a 100-nm-thick Nb �lm
with 0.3-mm-dimeter holes on square lattice

1.2 Theoretical approaches to type II superconductivity

1.2.1 London�s approximation far from Hc2 (T )

London theory is an earlier theory to phenomenologically describe Meissner e¤ect and a su-

perconducting state on the mesoscopic scale. This theory is very e¤ective to describe electro-

magnetic properties of homogeneous superconductors [10] and is quite su¢ cient for the type I

materials. It utilizes the fact that even in the mixed state at su¢ ciently low magnetic �eld most

of the superconductor is in a superconducting state with maximal super�uid density n0 = j 0j2.

Neglecting small regions of vortex cores, one approximates  =  0 and the only degree of free-

dom left is the magnetic �eld. The resulting linear (London�s) equations replace the Maxwell

equations, namely are the material electrodynamics of the superconductor.

1.2.2 Ginzburg-Landau approach far from Hc1 (T )

Ginzburg-Landau(GL) theory which was proposed by Ginzburg and Landau in 1950 is a mean-

�eld theory of the thermodynamic state .The most powerful features is that it can be used to go

beyond the original mean-�eld limit, so as to include the e¤ect of thermal �uctuations. Thermal

8



�uctuation is not important for "low-Tc" superconductors; however, for high Tc superconductors

is quite important, thermal �uctuation lead to many important phenomenon, such as �ux �ow,

and vortex melting. GL theory had great success in describing intermediate-sate phenomena of

inhomogeneous superconductors.

Using the GL theory, Abrikosov showed that the two types of superconductors introduced

in section 1.1 are distinguished by di¤erent value of a single parameter � = �=� which is called

Ginzburg-Landau parameter. Superconductors with � < 1=
p
2 are type I superconductors,

for � > 1=
p
2 are type II superconductors. The interface energy (between normal state and

superconductivity state, see Fig. ) vanish when � = 1=
p
2; which can be calculated exactly in

the GL theory. For type I superconductors interface energy is positive. In other words, magnetic

�eld would be eliminated inside superconductor samples. Therefore, type I superconductors

only have two phases, superconductivity phase and normal phase. For type II superconductors,

interface energy is negative; that is, external magnetic could enter superconductor samples and

become mixed state and have a three phase magnetic phase diagram explaining Fig.1.

In strong magnetic �elds magnetic envelopes of vortices overlap and �eld inside superconduc-

tor becomes homogeneous even in the mixed state. Not very far from Hc2 (T ) the GL equation

can be linearized and become similar to Schroedinger equation of an electron in homogeneous

magnetic �eld. The energy spectrum become quantized [24].

En = ~!
�
n+

1

2

�
; (1.8)

where ! = eB=m�c is the cyclotron frequency, and n = 0; 1; 2::: number the quantized Larmor

orbits. As a result, the charged particles (Cooper pairs) can only occupy orbits with discrete

energy values and one calls this these Landau levels. When jHc2 �Hj � Hc2, the magnetic

�eld is high enough, so that the solution belongs to the lowest Landau level (LLL). This is

called the LLL approximation.

Using this approximation various static properties including e¤ects of thermal �uctuations

and disorder in vortex lattices were studied[8]. D.Li, B. Rosentein and V.Vinokur [14], provided

a theory determining the glass transition in a disordered vortex system. For dynamical case,

R. J. Troy and A. T. Dorsey studied the transport properties for type-II superconductors near

9



Hc2 including electrical conductivity and transverse thermomagnetic e¤ects (the Ettingshausen

and Nernst e¤ects), while D. Li, A. M. Malkin and B. Rosentein[15] studied the structure of

the moving vortex lattice (clear system). They also contributions of high Landau levels.

1.3 Simulation methods and previous results for 2D GL for

strongly type II superconductors

1.3.1 Monte Carlo simulation method. Static and thermodynamics proper-

ties

The Monte Carlo (MC) method is very popular in physics, engineering, economic, etc. In

statistical physics, Metroplos algorithm is a most often used simulation method. MC simulations

of phase transformation of type ll superconductors in magnetic �eld using the phenomenological

Ginzburg - Landau approach were performed over the last 15 years. Static thermal and magnetic

properties of a clean 2D system in the presence of thermal �uctuations was simulated by Y.

Kato and N. Nagaosa [11], who used the quasi-periodic boundary condition within the LLL

approximation in Landau gauge. The �nite size scaling of the algorithm was estimated to

be N2
s (Ns is de�ned as the degrees of freedom). J. Hu and A. H. MacDonald[12] used the

quasimomentum basis to speed up the simulation, so that the �nite size scaling becomes Ns.

Both J. Hu and A. H. MacDonald, Kato and Nagaosa, among others, found the �rst order

phase transition form crystalline the liquid phase, by the double peak in probability of energy

distribution P (E)

Disordered 2D system was �rst simulated only recently by M. S. Li and T. Nattermann[13].

They adopted the model of the disorder of the system with expanding the random Gaussion

disorder in Hermite polynomials. They presented the results of the �ux lattice melting transition

and the behavior of the di¤erent correlation factor. They concluded that the phase transition

form the curves of reduced temperature dependence of the structure factor splayed out near the

melting temperature. No glass transition was found for the highest value of disorder considered

the disorder parameter � = 0:01. To my knowledge no simulations of the periodic arrays of

pinning centers were performed within the framework of the GL model.
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1.3.2 Molecular dynamics and the Langevin method

For the vortices can be seen as classical particles, therefore the Lagevin equation is suitable

to analyses vortex �ow. The Lagevin equation [17] is a mathematical model of dynamics of

molecular system. This equation include �uctuation and noise, so that it�s good to represent

molecular in real world. The Langevin equation as follows

dqi
d�

= �@S[q]
@qi

+ �i (�) ; (1.9)

with correlation



� (�) ��

�
� 0
��
= �

�
� � � 0

�
: (1.10)

This nonlinear parabolic equation can be solved by following algorithms, Euler Method, Durfort-

Frankel Method, Crank-Nicholson method[18].

Although the MC method is economical to get the lowest free energy, however, the mole-

cular relaxation process are also popular for studying vortex structure. Q. Du and M. D.

Gunzburger[35] studied superconductivity including random pinning by �nite-element method,

Q. Du showed that pinning distribution in�uence the vortex structure and supercurrent �ow

around vortex. After few years, J. Deang, Q. Du and M. D. Gunzburger[20] added the thermal

noise into the superconductors. As J. Deang showed the vortex hexagonal symmetric is broken

by thermal noise. U �  method was introduced by W. D. Gropp le al.[21], moreover this

method is base on lattice gauge theory. This method is applicable to simulate magnetization

system. W. D. Gropp showed the vortex relaxation process in large sample with random pin-

ning. Kato, Enomoto, and Maekawa[27] studied the magnetization process and presented the

hysteresis curve of magnetization.

For the point view of application, the nonlinear conductivity in type II superconductors

is very important. M. Machida and H. Kaburaki[22] calculated I-V characteristics in type-II

superconductors by using TDGL equation couple with Maxwell equation. After few years, D.

Y. Vodolazov and F.M Peeters[19] used general TDGL equation to study moving vortex and

�nd the critical velocity vc, they also compared the I-V characteristic with vortex structure in

di¤erent magnetic �eld. The Nernst e¤ect in superconductors was studied by S. Mukerjee and

11



D. A. Huse[28], they used TDGL equation with thermal noise.

In this thesis, I using 2D TDGL equation to studied static and dynamic vortex system

in strong layered superconductor, Forward-Di¤erence method is used to solve TDGL equation

in this simulation[36].In chapter 2, the static system was introduced, while in chapter 3, the

dynamic system was studied. Both chapter 2 and chapter 3 study in clean superconductors.

In chapter 4, the e¤ect of periodic pinning were considered, both the static and dynamic case

were studied in this chapter. The conclusion is in the last chapter.

12



Chapter 2

The relaxation method investigation

of the static state of the Abrikosov

lattice

2.1 2D Time Dependent Ginzburg LandauModel in continuum

2.1.1 Free energy and the relaxation method

In this work I use a numerical method to simulate the Time Dependent Ginzburg - Landau

(TDGL) theory[32]. Here I �rst present a continuum version of the theory and in what follows

"discretize" it on a grid, so that it is amenable to numerical simulation. A layered superconduc-

tor, in which the Cooper pairs move inside the Cu-O planes, is a quasi-two dimensional system.

Therefore I consider the two-dimension TDGL equation



2

~2

2m�
@

@t
	 = ��F [	;A]

�	�
: (2.1)

Here,	 is the (complex) order parameter, e� and m� are the Cooper pair�s charge (considered

positive) and e¤ective mass. The inverse di¤usion constant =2 is a real number, if relatively

small Hall e¤ect is neglected. I assume that the ratio � = �=� � 1. This means that magneti-

zation is by a factor 1=�2 smaller than the �eld and consequently (for magnetic few times larger

then Hc1) B � H. The magnetic �eld B =r�A therefore is homogeneous and constant. The

13



vector potential A is chosen in symmetric gauge

A =
�1
2
Bybi+ 1

2
Bxbj: (2.2)

Ginzburg Landau free energy with constant magnetic �eld is

F [	;A] = (2.3)Z
dr

~
2m�

��D2	
��� �Tc �1� t0� j	j2 + b0

2
j	j4 ;

where t0 � T=Tc is the dimensionless temperature, covariant derivatives are de�ned by D =

r� ie�

~cA , � and b
0 (T ) are phenomenological parameters which can be represented by coherence

length � and penetration depth � as � = ~2
2m��2Tc

and b0 = 2�~2�2e�2
�2c2m�2 . TDGL equation, therefore,

can be written as



2

~2

2m�
@

@t
	 =

~
2m�

�
r� ie

~c
A

�2
	+ �Tc

�
1� t0

�
	� b0 j	j2	: (2.4)

Note that @
@t	 is non-hermitian linear operator describing relaxation.

The density for Cooper pairs is ns = j	j2, while the current density generally has two

contributions J = Jn+Js. Jn = �0E is the normal current density, while Js is the supercurrent

density

Js =
�F [	]

�A
= i

e�~
2m� (	

�D	�	D	�) (2.5)

= i
e�~
2m� (	

�r	�	r	�) + e�2

msc
j	j2A.

2.1.2 The dimensionless form

It is convenient to use a dimensionless form of the TDGL equation. Sometimes, both the

penetration depth �0 and the coherence length �0 are used as units of length. In our simulation,

the unit of length will chosen to be �0: x =
1
�x; y = 1

� y. The unit of time characterizing the

relaxation is tGL = �2=2; t = 1
tGL

t. The unit of magnetic �eld will be the upper critical �eld
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Hc2, so that I use dimensionless quantities b = 1
Hc
B
p
2;

a =
1

Hc�
A; ax = �

b

2
y; ay =

b

2
x: (2.6)

The maximal value of the order parameter (without magnetic �eld) 	0 =
p
�Tc=b is the unit

of order parameter:  = 1p
2	0
	. In this units the TDGL equation, Eq.(2.4) is (detail please

see Appendix A)

@

@t
 = � @

@ �
fGL: (2.7)

Here fGL is dimensionless free energy (dropping the bars from now on)

fGL =

Z
dr � bH � ah � + 1

2
( � )2 : (2.8)

The dimensionless parameter,

ah =
1� t0 � b

2
; (2.9)

has a physical meaning of "distance" from the state normal-mixed state boundary in the H-T

space. The operator bH = �1
2
D2 � b

2
:

The dimensionless super current density is

js = Js=JGL =
i

2
( �D �  D �) = i

2
( �r �  r �) + j j2 a (2.10)

,where the unit of current density is JGL = cHc2
2���2

. The conductivity will be given in unit of

�0 =
c2tGL

2��2
=

c2

4��2
(2.11)

The rescaled model have two parameters: the temperature t, the magnetic �eld b. These two

parameters determine the value of ah.
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2.2 Discrete TDGL on the hexagonal grid with Wilson link

variables.

2.2.1 Hexagonal grid, site and link variables

The points on the sample are described by two integers n = (n1; n2), where n1; n2 = 1~nmax.

In order to simplify the simulation, the sample is following direction

rn =
a4
s
(n1�1 + n2�2) (2.12)

with unit vectors of the Abrikosov lattice

�1 = (1; 0) ; �2 =

 
1

2
;

p
3

2

!
: (2.13)

Here s is an integer and a4 is distance between vortex and vortex

a4 =

s
4�p
3b

(2.14)

The physical distance between vortices is determined by the �ux quantization: a4� =
q

2�0p
3B
:

It is convenient to introduce a third unit vector

�3 = �2 � �1 =
 
�1
2
;

p
3

2

!
(2.15)

in order to represent the Laplace operator H (see Appendix). The unit vectors are show in

Fig.2-1 for s = 5. The shape of grid is hexagonal (sometimes called "triangular). It�s more

convenient to simulate a system under magnetic �eld by using the technique of link variables.

The method of the link variables describing electromagnetic �eld originated in the lattice

gauge theory[33] used in simulations in particle physics. The general formula for link variable

in our simulation is

Un1;n2 = exp
�
�i�n1;n2

�
; (2.16)

where �n1;n2 =
R n+�=s
n a�dr is the Aharonov - Baohm(A - B) phase, with a is the dimensionless
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Figure 2-1: The unit vectors and vortex distance. a4 is the distance between vortex, where
de�ne in Eq.(2.14).�1; �2 and �3 are unit vectors, where de�ne in Eq.(2.13) and Eq.(2.15)

vector potential, n is the link�s origin, while it ends at n+(a4=s)� . The line integral is taken

along the straight line. In order to simplify the calculation of the line integration, we de�ne a

parameter 0 < � < 1:

d

d�
r (�) =

a4
s
� ; (2.17)

where  = 1; 2; 3 and � is the unit vector which de�ned in Eq.(2.13,2.15).

The general formula for �n1;n2 is

�n1;n2 =

Z 1

0
d�

��
d

d�
x (�)

�
ax (r

 (�)) +

�
d

d�
y (�)

�
ay (r

 (�))

�
(2.18)

=
aM
s

Z 1

0
d�
�
�x (r

 (�)) + �yay (r
 (�))

	
=

b

2

aM
s

Z 1

0
d�
�
��xy (�) + �yx (�)

	
:

Finally, the AB phase for each directions are (detail see Appendix D)
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�1n1;n2 = �
p
3

4

a2M
s2
bn2 (2.19)

�2n1;n2 =

p
3

4

a2M
s2
bn1

�3n1;n2 =

p
3

4

a2M
s2
b (n1 + n2) ; (2.20)

where d is lattice distance. Substituting Eq.(2.14) into Eq.(2.19), we can get the following �nal

formula

�1n1;n2 = � �

s2
n2 (2.21)

�2n1;n2 =
�

s2
n1

�2n1;n2 =
�

s2
(n1 + n2) :

2.2.2 Free energy on hexagonal lattice

The continuous �rst di¤erential term d
dx (x) on the lattice can be naively de�ned (discretized)

as
NX
n=1

 n+1 (x)�  n (x)
d

; (2.22)

where d is distance between neighboring points. Unfortunately, the order parameter is a complex

quantity which has the AB phase. To take into account the external magnetic �eld, link

variable would be added into the formula. Therefore in magnetic �eld one makes the minimal

substitution[21],

d

dx
 (x)!

NX
n=1

U (x) n+1 (x)�  n (x)
d

: (2.23)

The free energy can be written as f = fGrad + fpot where
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fgrad = �
 p

3

2

! nmaxX
n1;n2=1

2

3
 �n1;n2

8>>>>>><>>>>>>:

U1n1;n2 n1+1;n2 +
�
U1n1;n2

��
 n1�1;n2+

U2n1;n2 n1;n2+1 +
�
U2n1;n2

��
 n1;n2�1+

U3n1;n2 n1�1;n2+1 +
�
U3n1;n2

��
 n1+1;n2�1

�6 n1;n2

9>>>>>>=>>>>>>;
(2.24)

fpot =

p
3

2

a2�
s2

nmaxX
n1;n2=1

�
� (1� t0)

2

�� n1;n2��2 + 12 ��� n1;n2���4
�
:

The factor
p
3=2 comes from the volume integration and the factor 3=2 comes from the ex-

pression for the Laplace operator (see details in Appendix A). In Appendix B, I show that

the discrete free energy matches the continuum free energy, Eq.(2.8). Discretized versions of

various physical quantities could be derived from free energy. Examples include magnetization,

heat capacity and the electric current density, see Chapter III.

2.2.3 Discretized TDGL equation

Substitute Eq.(2.24) into Eq.(2.1), the space part for TDGL equation is discretized, the formula

is

d

dt
 n1;n2 =

1p
3

26666664
U1n1;n2 n1+1;n2 +

�
U1n1;n2

��
 n1�1;n2+

U2n1;n2 n1;n2+1 +
�
U2n1;n2

��
 n1;n2�1+

U3n1;n2 n1�1;n2+1 +
�
U3n1;n2

��
 n1+1;n2�1

�6 n1;n2

37777775 (2.25)

+

p
3

2

a2�
s2

�
(1� t)
2

 n1;n2 �
�� n1;n2��2  n1;n2� :

Then, I discretize time part d
dt n1;n2 =

 n1;n2(t+�t)� n1;n2
�t . In order to simplify the equation,

the t+�t terms put in left hand side, and t terms put in right hand side. Finally, The TDGL

equation or the equation of motion of order parameters as following

 n1;n2 (t+�t) =  n1;n2 (t) + �tF
�
 n1;n2 ; Un1;n2

�
; (2.26)

where
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F
�
 n1;n2;Un1;n2

�
= (2.27)

1p
3

26666664
U1n1;n2 n1+1;n2 +

�
U1n1;n2

��
 n1�1;n2+

U2n1;n2 n1;n2+1 +
�
U2n1;n2

��
 n1;n2�1+

U3n1;n2 n1�1;n2+1 +
�
U3n1;n2

��
 n1+1;n2�1

�6 n1;n2

37777775+

+

p
3

2

a2�
s2

�
(1� t0)
2

 n1;n2 �
�� n1;n2��2  n1;n2� :

2.2.4 Boundary condition

I assume that the superconducting sample is large enough. In this case there is a well developed

periodic vortex structure and the sample�s boundaries very weakly in�uence the bulk. Conse-

quently the periodic boundary condition (PBC), see Fig.2-2, is suitable for simulation of such

a system. The PBC are a set of boundary conditions that are often used to simulate a large

system by modelling a small part of it which is located far from its edge. The present system

is more complicated due to local gauge invariance so that the magnetic translation group [34]

should be considered. Periodicity is only up to a phase factor (AB phase) which is di¤erent for

di¤erent locations and directions. The relation between the order parameters in the boundary

as following

 0;n2 = exp
h
i
� �
s2
L
�i
 L;n2 ; L+1;n2 =

h
i
� �
s2
L
�i
 1;n2 : (2.28)

 n1;0 = exp
h
i
� �
s2
L
�i
 n1;L; n1;L+1 =

h
i
� �
s2
L
�i
 n1;1;

where

L =
a4nmax

s
:

In order to simplify the boundary conditions, we let
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Figure 2-2: Periodic boundary conditions. The magnetic translations between the opposite
along the boundaries on the grid are indicated. In actual computation four additional lines of
"images" are used points. These are outside of the sample which is shown as a gray area.

L = 2Ns2;

where N is a integer number, therefore, the boundary conditions become

 0;n2 =  L;n2 ; L+1;n2 =  1;n2 ; 0;0 =  L;L: (2.29)

Discrete TDGL equation and simulation result in rectangular grid

2.2.5 Rectangular grid and boundary conduction

The points on the sample are also described by two integers(in unit of �) n = (n1; n2), where

n1; n2 = 1~nmax.The sample is following direction

rn =
a4
s
(n1�1 + n2�2) ; (2.30)

with unit vector �1 = (1; 0) and �2 =
�
0;
p
3
2

�
. The unit vectors show in Fig.2-3 as following

and the shape of grid is rectangle.

The boundary condition for rectangle is periodic boundary condition with magnetic trans-
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Figure 2-3: The unit vectors and vortex distance. a� is the distance between vortex, where
de�ne in Eq.(2.14).�1; �2 are and unit vectors, where de�ne in Eq.(2.13)

formation group which is similar as hexagonal grid. The relation between order parameters on

the boundary is

 0;n2 = exp
h
i
� �
s2
L
�i
 L;n2 ; L+1;n2 =

h
i
� �
s2
L
�i
 1;n2 (2.31)

 n1;0 = exp
h
i
� �
s2
L
�i
 n1;L; n1;0 =

h
i
� �
s2
L
�i
 n1;L+1:

Chose sample L = 2Ns2, the boundary condition became following

 0;n2 =  L;n2 ; L+1;n2 =  1;n2 (2.32)

 n1;0 =  n1;L; n1;0 =  n1;L+1:

In rectangle gird, link variables only have two directions, one for x direction another for

y direction. The formula for link variable U = exp
�
�i�n1;n2

�
, where  = 1; 2. The must

di¤erent of link variables between hexagonal grid and rectangle grid is �n1;n2 ,for the link variable
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represent the phase di¤erent between order parameters, in the other word, link variables are

di¤erent in di¤erent shape of grid. The formula of �n1;n2 as following(detail see Appendix )

�1n1;n2 = �
p
3

4

a24
s2
bn2 (2.33)

�2n1;n2 =

p
3

4

a24
s2
bn1:

Although the formulas seem the same, but there are di¤erent link directions. Substituting

Eq.(2.14) into Eq.(2.33), the �nal formulas are

�1n1;n2 = � �

s2
n2 (2.34)

�2n1;n2 =
�

s2
n1:

2.2.6 Free energy and TDGL equation in rectangular grid

Similar as hexagonal grid, varied the di¤erential terms with link variable d
dx (x)!

NP
n=1

U(x) n+1(x)� n(x)
d .

The free energy f = fgrad + fpot ,where

fgrad = �
 p

3

2

! nmaxX
n1;n2=1

1

2
 �n1;n2

8>>><>>>:
U1n1;n2 n1+1;n2 +

�
U1n1;n2

��
 n1�1;n2+

4
3U

2
n1;n2 n1;n2+1 +

4
3

�
U1n1;n2

��
 n1;n2�1

�14
3  n1;n2

9>>>=>>>; (2.35)

fpot =

p
3

2

a2�
s2

nmaxX
n1;n2=1

�
� (1� t0)

2

�� n1;n2��2 + 12 ��� n1;n2���4
�
:

The factor 4=3 cause by the lattice distance for x direction(d) and y direction
�p

3
2 d
�
are di¤erent.

And
p
3=2 come form volume integration.

Replace continuum free energy by discretized free energy in Eq.(4.3), the formula is
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d

dt
 n1;n2 =

p
3

4

24 U1n1;n2 n1+1;n2 +
�
U1n1;n2

��
 n1�1;n2+

4
3U

2
n1;n2 n1;n2+1 +

4
3

�
U2n1;n2

��
 n1;n2�1 �

14
3  n1;n2

35 (2.36)

+

p
3

2
d2
�
(1� t)
2

 n1;n2 �
�� n1;n2��2  n1;n2� :

Next, discrete time part
d

dt
 n1;n2 =

 n1;n2(t+�t)� n1;n2
�t

: (2.37)

Similar as discretized TDGL equation in hexagonal grid, the TDGL equation can be written as

equation of motion of order parameter �nally. The formula is

 n1;n2 (t+�t) =  n1;n2 (t) + �tF
�
 n1;n2 ; Un1;n2

�
; (2.38)

where

F
�
 n1;n2;Un1;n2

�
= (2.39)

p
3

4

24 U1n1;n2 n1+1;n2 +
�
U1n1;n2

��
 n1�1;n2+

4
3U

2
n1;n2 n1;n2+1 +

4
3

�
U2n1;n2

��
 n1;n2�1 �

14
3  n1;n2

35+
+

p
3

2
d2
�
(1� t0)
2

 n1;n2 �
�� n1;n2��2  n1;n2� :

2.3 Simulation result and comparison of two grids.

2.3.1 Rectangular grid

The theory of


 2LLL

�
was de�ned by D. Li, A. M. Malkin, and B. Rosensten[15], the de�nition

as following



 2LLL

�
=
ah
�A

; (2.40)
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Figure 2-4: Average super�uid density
D
j j2

E
as function of magnetic �eld(rectangular grid).

The red line is values for the analytic expression Eq.(2.40).The blue points are simulation values
for rectangular grid.

where �A =
h 4i
hj 2ji2 = 1:16 for hexagonal structure[32].When the magnetic �eld is high enough(ah

� 1), the order parameters belong in LLL. Fig2-4 show relation between


 2
�
and b in t = 0,

The red line is theory value for Eq.(2.40), and the blue points are simulation values. When

ah become smaller, the
D
j j2

E
for theory and simulation are closer. Superconductivity would

totally break down when ah < 0, since there is no condensation potential. The vortex structures

in di¤erent magnetic �elds are shown in following (Fig.2-5~Fig.2-7).

It�s clearly that the distribution of vortex structure is hexagonal(vortex solid). The vortex

density become larger when magnetic �eld become larger. Moreover, the values for


 2
�
become

smaller. The Cooper pairs are broken by the magnetic �eld.

2.3.2 Hexagonal grid

Hexagonal gird is similar as Arbikosove lattice, the relation between average order parameters

 2
�
and magnetic �eld show in Fig.2-8
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Figure 2-5: Vortex structure( b = 0:1). The picture (a) is vortex lattice in real space, the
vortex structure have the hexagonal symmetry. The picture (b) is the vortex spectrum in
qusi-monentum space, the peaks are sharp and the peak distribution has hexagonal symmetry,
therefore, this tell that the vortices in the solid phase.
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Figure 2-6: Vortex structure( b = 0:3). Similar as Fig.2-5, the vortex lattice in real
space(picture(a)) has hexagonal symmetry, and the peak distribution for the vortex spec-
trum(picture(b)) still has hexagonal symmetry. The order parameters(j j2) in large magnetic
�le(b = 0:3) are smaller than small magnetic �eld(b = 0:7), because of the Cooper pairs are
broke by the magnetic �eld
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Figure 2-7: Vortex structure( b = 0:7). Similar as Fig.2-5, the vortex lattice in real
space(picture(a)) has hexagonal symmetry, and the peak distribution for the vortex spec-
trum(picture(b)) still has hexagonal symmetry. The order parameters(j j2) in large magnetic
�le(b = 0:7) are samller than small magnetic �eld(b = 0:3).
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Figure 2-8: Average super�uid density
D
j j2

E
as function of magnetic �eld(hexagonal grid).

The red line is values for the analytic expression Eq.(2.40). The purper points are simulation
values in hexagonal grid, and almost the same as values for rectangular grid.
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The red line is theory value where come form Eq.(2.40), the purple points are simulation

value. The value for


 2
�
rectangular grid and for hexagonal grid are almost the same. The

vortex structure in di¤erent magnetic �eld as shown in the following, see Fig.2-8~Fig.2-10.

Similar as vortex structure on rectangular grid, the vortex structure are also has hexagonal

symmetry. The hexagonal grid is more symmetric than rectangular grid, however, the vortex

lattice structure on the rectangular grid is more beautiful than on the hexagonal grid, since the

relaxation time for hexagonal grid is larger than rectangular grid.

Figure 2-9: Vortex structure( b = 0:1). The vortex lattice has hexagonal symmetry.
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Figure 2-10: Vortex structure( b = 0:3). The vortex lattice also has hexagonal symmetry.

Figure 2-11: Vortex structure( b = 0:7). The vortex lattice also has hexagonal symmetry, and
the values of order parameters become samller, the Cooper pairs are broken by the magnetic
�eld.
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Chapter 3

Model and simulation method for

the vortex dynamics in clean system

3.1 Time Dependent Ginzburg-Landau theory in continuum

3.1.1 Electric �eld in a mixed state superconductor and the �ux �ow

In previous chapter I discussed the static vortex system. The system would eventually relax to

a lowest free energy state. The relaxation dynamics was not realistic in a sense that e¤ects of

the electric �eld were neglected (which is not essential for the static properties of the system

since the �nal state is the same). In this chapter I start to consider dynamics of a type II

superconductor in external magnetic and electric �elds. When the electric �eld applied to the

system, it acts on vortices as an external force. Consequently the TDGL equation should be

modi�ed as following



2

~2

2m�

�
@

@t
+
ie�

~
�

�
	 = ��F [	;A]

�	�
; (3.1)

where the free energy was de�ned in Eq.(chapter II). Here, � is an electric potential and  is

the inverse di¤usion constant. The electric �eld is E = �r� � 1
c
@A
@t , while the magnetic �eld

is given by B = r�A. The TDGL equation is invariant under the gauge transformation
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	 = 	exp

�
�i e

�

~c
�

�
; (3.2)

A = A+r�;

� = �� 1
c

@�

@t
;

where � is an arbitrary function of space and time. Choosing the zero scalar potential gauge is

convenient for the simulations which follow:

� = 0 (3.3)

A =
�1
2
Bxbi+ �1

2
By � cEt

�bj:
Here both magnetic and electric �elds are assumed to be constant. Dynamics of electromagnetic

�eld should in principle also taken into account by the Maxwell quietens. However as explained

in chapter II, for strongly type II superconductors magnetization is of order 1=�2 and hence

negligible. Vortices overlap and their magnetic �elds become homogeneous. Electric �elds in

the �ux �ow state are also homogeneous (except at very low values in the presence of pinning,

see chapter IV) and their dynamics can be neglected as well except for the normal conductivity

J = �nE: (3.4)

Substituting the free energy F [	; A] of Eq.(chapter II) into equation, the TDGL equation

becomes



2

~2

2m�
@

@t
	 =

~
2m�

�
r� ie

~c
A

�2
	+ �Tc

�
1� t0

�
	� b0 j	j2	: (3.5)

The formula is formally identical to the static TDGL equation, however the vector potential now

contains a time dependent part. The time derivative term is purely dissipative (relaxational)

and carries an implicit the information about the vortex velocity. When vortices move faster

the frequency of phase change becomes larger, and �nally, the vortex structure would break

down and the order parameter goes to zero. Because of the energy dissipation, resistance of
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type ll superconductors is not zero. The formula for supercurrent density is the same as in the

static case.

Js = i
e�~
2m� (	

�r	�	r	�) + e�2

msc
j	j2A: (3.6)

Note that the supercurrent density is also invariant under gauge transformation.

3.1.2 Dimensionless electric �eld and conductivity

Using the same units as in static case, �; tGL, the derived units of electric �eld is EGL =

ctGL
� Hc2 =

c�
2 Hc2 . In Y BCO this �eld is very large. Therefore the dimensionless electric �eld

will be de�ned as

� = E=EGL: (3.7)

Consequently the dimensionless vector potential is

a =

�
�1
2
by;

1

2
bx� �t

�
; (3.8)

here x and y in unit of �, and t in unit of tGL. The velocity of vortices, which in physical units

is V = cE=B, in dimensionless units reads:

v = V
tGL
�
=
cE

B

tGL
�
=

E

EGL
� Hc2

B
=
�

b
:

The dimensionless TDGL equation takes a form

@

@t
 = bH � ah + ( � ) ; (3.9)

where bH = �1
2D

2 � b
2 ,

ah =
1� t0 � b

2
; (3.10)

and the dimensionless supercurrent density

js =
i

2
( �r �  r �) + j j2 a; (3.11)
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are the same as in the static case, with the only di¤erence being the electric �eld term in vector

potential, Eq.(3.8).

3.2 Discrete TDGL equation on rectangular grid

3.2.1 Rectangular grid

The discretized version of the dynamic TDGL equation is similar to the statistic one, the only

di¤erence being the link variables for the gauge �eld. The link variable

Un1;n2 = exp
�
���n1;n2

�
; (3.12)

where AB phase

�n1;n2 = d

Z 1

0

�
d��xax (r

 (�)) + �yay (r
 (�))

	
: (3.13)

For the nonequlibrum system, the link variables change with time, the link variables in �1 and

�2 directions are

�1n1;n2 = �1
2

aM
s
by (3.14)

�2n1;n2 =

p
3

4

aM
s
bx�

p
3

2

aM
s
�t;

where the distance between vortex aM =
q

4�p
3b
, x = a�

s n, y =
p
3
2
a�
s n2. Substitute aM, x and

y into Eq.(3.14),

�1n1;n2 = � �

s2
n2 (3.15)

�2n1;n2 =
�

s2
n1 �

p
3

2

aM
s
�t:

The discretized dynamic TDGL equation is similar as static case, the only di¤erence is the link

variables. The formula show as following
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d

dt
 n1;n2 =

p
3

4

24 U1n1;n2 n1+1;n2 +
�
U1n1;n2

��
 n1�1;n2+

4
3U

2
n1;n2 n1;n2+1 +

4
3

�
U2n1;n2

��
 n1;n2�1 �

14
3  n1;n2

35 (3.16)

+

p
3

2
d2
�
(1� t)
2

 n1;n2 �
�� n1;n2��2  n1;n2� :

3.2.2 Discretized supercurrent density

The the de�nition of supercurrent density

j� =
�fgrad
�a�

; (3.17)

where � = 1; 2, f is the dimensionless free energy. The supercurrent density in x and y direction

as following

jx =
i

2a�s

�
U1n1;n2 

�
n1;n2 n1+1;n2 � c:c

�
(3.18)

jy =
i

2
�p

3
2
a�
s

� �U2n1;n2 �n1;n2 n1;n2+1 � c:c� :
Next, I expand discretized supercurrent density formula to get continuum formula. Use

Taylor expansion to expand link variables Un1;n2 and order parameters / n1;n2 ,

Un1;n2 = exp
�
�i�n1;n2

�
' 1� i�n1;n2 (3.19)

 n1+1;n2 =  +
a�
s

@

@x
 

 n1;n2+1 =  +
3

2

a�
s

@

@y
 ;

where  = 1; 2, both �1n1;n2 and �
2
n1;n2 were de�ned in Eq.(3.14). The discretized supercurrent

density in x direction can be write as
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Similarly, The discretized supercurrent density in y direction
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Both the continuum limit for discretized supercurrent density in x and y direction are the some

as continuum formulas Eq.(3.11).

3.3 Simulation result and discussion

3.3.1 Parameters for Y BCO

To the following parameters of Y BCO sample as used. Tc = 100K, Hc2 = 140T , m� = 2me.

The coherence length and the penetration depth:

� =
~

(2m��Tc)
1=2

= 1:53nm! � =
~2�

2m�Tc�
2
� = 0:94; (3.20)

� =
c

2e�

r
m�b0

��Tc
= 140nm! b0 =

4��Tce
�2�2

c2m� = 1:8 � 10�35Cm
5G

s2
:
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The Lattice spacing is

�a4 =

s
2�0p
3B

=

s
2�0p
3Hc2

b�1=2 = 4:1nm b�1=2; a4 =

s
4�p
3b
: (3.21)

magnetic �eld b = 0:1 in this simulation a�� ' 13nm. The unit of time is:

�n =
c2
8��2

= 5 � 103ohm�1cm�1 = 5
1:1 � 10

3 � 1012 sec�1 = 4:545 � 1015

!  = 8��2

c2
�n =

8�( 1401:53)
2
(4:545�1015)

(3�1010)2 = 1:06 s=cm2

tGL = �2=2 = 1:24 � 10�14s; (3.22)

and unit of electric �eld

EGL = Hc2
�

ctGL
= 578G1=2Cm�1=2Sec�1 = 1:7 � 105V ot=Cm (3.23)

For sample size ymax = 10 � 13 � 10�7Cm = 1:3 � 10�5Cm, voltage is

V = Eymax = 2:21V ot: (3.24)

Super�uid density:

	20 = �Tc=b
0 =

m�c2

4�e�2�2
= 7:2 � 1020cm�3 (3.25)

The supercurrent density:

JGL =
~e�

m��2
j	0j2 = 1:7 � 1025

G1=2

Cm3=2Sec2
= 5:7 � 1015 A

Cm3
(3.26)

3.3.2 Super�uid density at �ux �ow

In contrast to the static case, under the in�uence of the Lorentz force the vortices move.

At low electric �elds, the vortex structure approximately remains hexagonal for an isotropic

material (assumed in the present study) in directions perpendicular to magnetic �eld. See Fig.

3.1(a) compared to perfect hexagonal lattice in statics at the same �eld b = 0:4. The moving

lattice is not exactly hexagonal since electric �eld breaks explicitly the hexagonal symmetry,
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Figure 3-1: Super�uid density with small electric �eld. The picture(a) show the vortex lattice
without electric �eld. As show in previous chapter, the vortex lattice has hexagonal symmetry.
The picture(b) show the vortex lattice with small electric �eld. The electric �eld apply in
y direction, and the vortices move in x direction. The moving vortex lattice is not exactly
hexagonal.

see theoretical symmetry considerations in[7]. In the large electric �elds, the vortex matter

�ows in my simulation like a liquid(In fact, the theoretical results for moving lattice still has

hexagonal). For example, when I consider the vortex �ow for ah = 0:45 and electric �eld �

applied in the y direction, the vortex structures in di¤erent electric �eld show in Fig.3-1.

3.3.3 De�nition of nonlinear conductivity and comparison of simulation with

the analytic results

Using expansion in small parameter

ah (v) =
1

2

�
1� t� b� v2

�
=
1

2

�
1� t� b� �2

b2

�
: (3.27)

D. Li, B. Rosenstein and M. Malkin [15] calculated the nonlinear conductivity for clean type-ll

superconductors. In the �ux �ow regime, in addition to the normal state conductivity, there is

a large contribution form the Cooper pairs represented by order parameter �eld. The nonlinear
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Figure 3-2: Moving lattices with pinning. Two snapshots at times t=2000 (a) and t=2100 (b).
The vortices move in the x direction

conductivity will be de�ned as follows

�s =
Js
E
= � i~e�

2mE
	�
�
r+ ie�

~c
A

�
	+ cc: (3.28)

Using the unit �0 = 4��2

c2
, the dimensionless nonlinear conductivity in the LLL approximation

is proportional to the super�uid density,

�LLL =
i

2v
h �LLL@y LLL �  LLL@y �LLLi =

D
j LLLj2

E
=
ah (v)

�A (v)
ev

2
: (3.29)

Numerical simulation allows to check the analytic theory and extend it beyond perturbation

theory applicability range.

I simulated the case b = 0:9, t = 0, for which the parameter ah (v) = 0:05 is small, the

order parameters are within the LLL approximation applicability range. For velocity is low

(corresponding to low electric �eld), so that the Abrikosov beta does not change from its static

value, �A (v) ' 1:16. The comparison of the analytic theory and the simulation is shown in

Fig.3-3. For �A (v) 6= 1:16 at large electric �eld �, the value for the theoretical line have to be

modi�ed. As expected, the di¤erence between the theory and the simulation becomes smaller

when ah (v) become smaller. That is, when number of Cooper pairs in becomes smaller, most

of them stay in LLL.
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Figure 3-3: Comparison of simulated �ux �ow nonlinear conductivity with the analytic results.
The blue points are simulation values for j=�. The red points are simulation value for



 2
�
=

�LLL which provides the �rst approximation and the green line is the full analytic expression
Eq.(3.29).
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Figure 3-4: Comparison of simulated nonlinear j � � curve with analytic result. The green line
is theory value Eq.(3.29). The red points are simulation values for �LLL � �.The blue points are
simulation for supercurrent density values.

Next, the j � � characteristic is shown in Fig.3.4. The blue points are simulation result for

supercurrent density, and the red points are simulation result for super�uid density multiplied

by electric �eld,


 2
�
� �. Note that



 2
�
is the LLL conductivity according to Eq.(3.29). The

green line �t well with red points when ah become small.

The theory is inapplicable when ah (v) is large, so I consider two cases with large ah (v). In

the �rst the magnetic �eld b is �xed at b = 0:4, while temperature t0 has two values 0:0 and 0:3

(just change of ah, without thermal noise on the mesoscopic level). Electric �eld � ranges from

0 to 0:2. The parameters ah (0) for this case are therefore, 0:3 and 0:15 respectively. See Fig.3-

5. The red triangles are values for ah = 0:3, while the blue squares are values for ah = 0:15.

The supercurrent current density at higher temperature is smaller since the temperature breaks

Cooper pairs.

In the case II, the magnetic �eld b has two values 0:4 and 0:7, while the temperature t0 is

�x, t0 = 0:0. Electric �eld from 0 to 0:2. The parameters ah (0) for case Il are, therefore, 0:3

and 0:15 respectively. See Fig3-6. The supercurrent density in large magnetic �eld(b = 0:7) is
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Figure 3-5: J-E curve for di¤erent ah (�x b). The red triangles are values for ah (0) = 0:3.
The blue squares are values for ah (0) = 0:15.
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Figure 3-6: J-E curve for di¤erent ah (�x t). The red triangles are values for ah (0) = 0:3. The
blue squares are values for ah (0) = 0:15:

smaller the small magnetic �eld(b = 0:3) under the same electric �eld, for Cooper pairs density

are less in large magnetic. In addition, the j � � curve in b = 0:7 is more linear then in b = 0:3,

the reason is that when vortex move faster, the Cooper pairs are more di¢ cult to transport.
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Chapter 4

Vortex statics and dynamics in

superconductor with periodic

pinning.

4.1 Time dependent Ginzburg-Landau theory with periodic pin-

ning

The di¤erence between the clean superconductor�s GL free energy and the energy in the presence

of the arti�cial pinning centers located ra is the pinning potential:

V (r) = Tc
X
a

U (r� ra) : (4.1)

The TDGL equation should be modi�ed as follows



2

~2

2m�
@

@t
	 =

~
2m�

�
r� ie

~c
A

�2
	+ �Tc

�
1� t0 + U (r� ra)

�
	� b0 j	j2	: (4.2)

Using the same unitsas in the clean case, the dimensionless TDGL equation becomes

@

@t
 =

1

2
(r� ia)2 + 1

2

�
1� t0 + u (r� ra)

�
 � ( � ) ; (4.3)
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where u(r � ra) is the dimensionless pinning potential. The dimensionless current density as

de�ned before j = jn + js, where

jn = �GL� (4.4)

js =
i

2
( �r �  r �) + j j2 a:

As discussed in previous, the dissipation mainly comes from the vortex �ow. The electric

resistance comes also from normal electrons, when the electric �eld is "allowed" to enter the

sample due to the �ux �ow. Pinning slows and eventually stops vortices from moving. This is

the reason why there exists the critical current.

4.2 Pinning distributions

Two kinds of pinning array are discussed in this thesis. The �rst one assumes that small parts

of the sample are normal or even insulating. An example is the columnar defect or simply a

hole. Obviously the order parameter inside such a center (neglecting the proximity e¤ects) is

always zero. The weaker �Tc pinning is just a local modi�cation of the critical temperature

at the center�s site. It in�uences the condensation potential, Eq.(4.6). In other words, the

vortices will not be always con�ned to the pinning centers. The simulation results are shown

in following subsections.

The shape of pinning sites I simulated are rectangles. The pining distribution is hexagonal,

as shown in Fig.4-1. I assume that vortices outnumber the pinning sites, namely, the magnetic

�eld is above the so called matching �eld. Therefore the �lling factor parameter de�ned as,

f =
pinning sites0 number

vortices0 number
; (4.5)

. For example the f = 1=2 case is shown in Fig.4-1

46



Figure 4-1: Pinning distribution. The black rectangles are pinning sites. The distribution of
their centers is hexagonal, commensurate with the Abrikosov lattice.

4.3 Strong pinning array

The magnetic �eld b = 0:4 and the temperature t = 0 in the following simulation.

4.3.1 Super�uid density

The vortex distribution is in�uenced by pinning. In this simulation all the pinning distributions

are hexagonal, however the size of the pinning sites varies (pinning size 4; 9; 16). The pinning

factor f = 0:5. The results are shown in Fig.4-2~Fig.4-4. In Fig.4-2 for the size of 4, the vortex

structure still has hexagonal symmetry, while for larger sited in Fig.4-3 and Fig.4-4, the vortex

structure does not remain hexagonal.

4.3.2 Dynamics in the presence of pinning.

a. Interstitial vortices

The vortices in the superconductors with arti�cial pinning array can be separated into two

di¤erent sets: the pinned vortices which are trapped on the pinning centers, and the interstitial

vortices which can be considered as "free vortices". If the number of vortices is smaller than

the number of pinning sites, all of them are likely to be pinned. If magnetic �eld is equal

to the matching �eld, there are no interstitial vortices, however when vortices outnumber the
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Figure 4-2: Vortex structure with periodic pinning (pinning size = 4 ). The vortex lattice still
has hexagonal symmetry, while the vortex core in the pinning centers are larger then that of
the intersticial vortices.

Figure 4-3: Vortex structure with periodic pinning(pinning size = 9 ). The vortex structure is
di¤erent compared to the clean system. Pinning leads to expansion of the vortex cores.
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Figure 4-4: Vortex Structure with periodic pinning(pinning size = 16 ). Similar to Fig.4-3, the
pinning vortices lead the vortex distortiontion increasing the unit cell

sites, some of them will be "liberated" due to repulsion from the vortices already pinned. On

Fig.4-5 the dynamics of the interstitial vortices is shown. The electric �eld is applied in the y

direction, thus the vortices move along the x direction. The parameters for the simulation are:

the electric �eld � = 0:0001. Pinning centers size is 4. Two snapshots at times t = 2000 (a)

and t = 2100 (b) for the case when for each rectangular pinning center there are two vortices.

Two di¤erent kinds of vortices are seen: the interstitial vortices have smaller cores and move,

and the pinned vortices which have larger cores (like in the static case) and don�t move.

For the pinning force is larger that the driving force, the pinned vortices are not moving,

while the interstitial are pushed by driving force. The �ux �ow therefore is due to interstitial

vortices.

b. I-V curves

In this subsection the dependence of the �ux �ow current on the electric �eld is presented. One

should be warned that the simulation is reliable only when the supercurrent is smaller than

the normal current. Otherwise the electric �eld in the superconductors is not uniform and a

much more complicated system of equations including the Maxwell equations for the electric

�eld should be solved. Thus the simulation results for currents approaching the critical current
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Figure 4-5: Moving lattices with pinning. Two snapshots at times t=2000 (a) and t=2100
(b) for the case when for each rectangular pinning center there are two vortices. Two di¤erent
kinds of vortices are seen: the interstitial vortices have smaller cores and move, and the pinned
vortices which have larger cores and don�t move.

are not correct.

In Fig. 4-6, the J � E curves for the clean superconductors and the superconductors with

pinning array are compared. The parameters in the simulation are: the electric �eld � from 0

to 0:2, pinning factor f = 0 (clean) and 0:5. The size of pinning centers is 9. When the electric

�eld is large the behavior of J�E curve for the clean superconductors and superconductors with

pinning array are similar. However when electric �eld is small but larger than pinning force, the

current for superconductors with pinning array is larger than the clan superconductors. The

reason is that the pinning array reduces the velocity of moving vortices. If the driving force is

smaller than the pinning, the resistance is zero inside the superconductors.

4.4 Weaker pinning array

The magnetic �eld b = 0:4 and the temperature t = 0 in the following simulation.
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Figure 4-6: Comparison J�E curve for clean superconductors and superconductors with pinning
array. The red triangle represent clear system. The blue rectangle represent system with
pinning in size of 9.
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Figure 4-7: Comparison of vortex lattices for clean superconductors and superconductors with
pinning array. The picture in the left hand side show the vortex lattice in clean superconductors,
and the picture in the right hand side show the vortex lattice in superconductors with pinning
array. The di¤erent between two pictures is that the positions of vortices are shifted by the
pinning array.

4.4.1 Super�uid density

The comparison of vortex lattice for the clean superconductors and superconductors with pin-

ning array is shown in Fig.4-7. The pinning factor f = 0 (clean) and 1, and the pinning size is

9. As Fig.4-7 shown, the vortices are trapped on the pinning centers. The pinned vortices in

strong pinning array and in weaker pinning array are di¤erent. For the strong pinning array the

size of vortex cores dependent on the pinning size (see Fig.4-3), while for the weaker pinning

array the size of vortex cores is almost the same as vortex in clean superconductors.

4.4.2 I-V curves

The condensation potential is in�uenced by the pinning array, it can be seem as the critical

temperature is changed. The average condensation potential is modi�ed as following

1

N

NX
n=1

� (1� t� u (rn � ra)) =
1

N

NX
n=1

�
�
1� t0

�
; (4.6)
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where ra represent the pinning positions, t is the original critical temperature and t0 is the new

critical temperature. Note that t0 > t, which means the critical temperature Tc become smaller.

However, this work compared systems with the same critical temperature, a constant � is added

into the condensation potential, so that

1

N

NX
n=1

� (1� t� u (rn � ra) + �) =
1

N

NX
n=1

� (1� t) ; (4.7)

where

� =

NX
n=1

u(rn � ra)

N
: (4.8)

The comparison of J � E cures for di¤erent strength of pinning potentials as shown in

Fig.4-8. The parameters for the simulation are: the electric �eld form 0 to 0:4. The pinning

factor f = 1, and size of pinning center is 1. The strength of pinning potential are 0 (clean

system), 1 and 10. The values of critical current are dependent on the strength of pinning

potential. When pinning potential is large, the vortices are more di¢ cult to escape from the

pinning centers. The resistance is zero when vortices are trapped. As shown in Fig4-8, the

superconductors with pinning array can bear stronger electric �eld. The reason is the velocity

of moving vortices is reduced by the pinning force, in other words, the energy dissipation is

reduced. All in all, the pinning e¤ect increase both the critical current and critical electric �eld

(critical velocity of moving lattice), while the critical temperature is decrease.
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Figure 4-8: Comparison of J � E curve for di¤erent strength of pinning potential (u = 0; u =
0:5; u = 1). The red triangles are values for clean superconductor, the blue circle are values
for superconductors with weaker pinning array (u = 1), the purple diamond are values for
superconductors with stronger pinning array (u = 10). The pinning e¤ects are obvious when
electric �eld is small, and when electric �eld near critical electric �eld.
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Chapter 5

Conclusion

The statics and dynamics of vortex lattices in highly anisotropic layered type II superconductors

has been studied by using the 2D time-depentent Ginzburg-Landau equation. The U �  

algorithm was used to simulate the TDGL equation numerically. Both the order parameters

describing the vortex lattice and the non-linear J � E characteristics were calculated. Two

di¤erent cases were investigated in this thesis, one is the clean superconductors and another

one is superconductors with arti�cial pinning array commensurate with Abrikosov lattice.

In clean superconductors, the static super�uid density (square of the order parameter j j2)

decreases as the magnetic �eld increases approaching the upper critical �eld Hc2 (T ) and van-

ishes when magnetic �eld is larger then Hc2 (T ). The statics con�guration of vortex lattice has

hexagonal symmetry. When the electric �eld enters the superconductors, the vortices would

move due to the Lorentz force and the vortex con�guration is deformed. Furthermore, the

super�uid density also decreases with electric �eld increase. The relation between super�uid

density, magnetic �eld and electric �eld are well represented by the bifurcation expansion for-

mula j j2 = ah=�A;where the parameter ah = (1�t�b� �2

b2
)=2 (the super�uid density becoming

zero when ah � 0). Deviations from this formula at large currents (electric �elds) were found.

In small electric �led region the J � E characteristic is linear, while in large electric �eld the

J � E characteristic is non-linear. The simulation result for J � E characteristic �t in with

analytical result in small ah. I also compared J �E characteristics with di¤erent ah including

di¤erent temperature t and di¤erent magnetic �eld b.

In superconductors with arti�cial pinning array, the vortices are trapped by the pinning
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centers. Two di¤erent strength of pinning arrays are considered in this work. I compared

vortex con�guration in statics and dynamics for di¤erent pinning sizes (form small to large),

numbers and kinds (from a very strong pinning by a normal islands to weak �Tc pinning). The

order parameter and supercurrent con�guration, which is in clean material dominated by the

repulsive inter - vortex forces is deformed by the pinned vortices. The J �E characteristics are

also strongly in�uenced by the pinning array. When the electric �eld is smaller than the pinning

force, the vortices are standing on the pinning centers and reduce the energy dissipation(Joule

heat). When the electric �eld is larger than the pinning force, the velocity of moving vortex

is reduced by the pinning array. Therefore the superconductors with pinning array can bear

stronger electric �eld. All in all, the pinning e¤ect increase both the critical current and critical

electric �eld (critical velocity of moving lattice), while the critical temperature is decrease.

The model in this thesis only consider the uniform electric �eld, therefore this model only

can applied when normal current is larger than supercurrent. The full electrodynamics have

to be considered when normal current smaller than supercurrent. In addition, the model does

not contain the in�uence of thermal �uctuation which are especially important for high Tc

superconductors. When temperature approach Tc, the thermal �uctuation would dominate the

physical quantities such as vortex structure (structure factor), heat capacity and conductivity.

In the future, the full electrodynamics and thermal noise would add into the model.
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Appendix A

Dimensionless formulas

Start from physical unit Gibb�s free energy without pinning potential

F =

Z
d2r

~2

2m�

�����r� ie�

~c
A

�
	

����2 � �Tc (1� t) j	j2 + b0

2
j	j4 (A.1)

=

Z
d2rFn

with �Tc = ~2
2m��2

, b0 = 2�~2�2e�2
�2c2m�2 , where Fn is energy density. Let unit of length is �, unit of

gauge is H�, unit of order parameter is
p
2	0 =

p
2 (�Tc) =b0, the equation above can be write

as following

F

b0 j	0j4
=

~2

2m�b0 j	0j4

�����1�r0 � ie�

~c
(Hc�a)

�
	

����2 � �Tc

b0 j	0j4
(1� t) j	j2 + 1

2
j j4 ; (A.2)

where 1
b0j	0j4

= ~2c2
8��2�2e�2

=
(Hc�2)

2

8��2�2
= H2

c
8��2

, and e�Hc�2

~c = 2�
�0
Hc�

2 = 1. Let dimensionless energy

f = 8��2

H2
c
F , therefore the dimensionless Gibb�s free energy can rewrite as following

f =

Z
d2r

1

2

���r0 � ia� ��2 � (1� t)
2

j j2 + 1
2
j j4 : (A.3)

Next, I chose symmetric gauge, A =
��1
2 By;

1
2Bx� cEt

�
, while the dimensionless gauge as
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following

a =
A

Hc�
=

�
�1
2

By

Hc�
;
1

2

Bx

Hc�
� cEt

Hc�

�
(A.4)

=

�
�1
2
by;

1

2
bx� �t

�
;

with � = E=EGL, t = t=tGL, where unit of electric �eld EGL =
�

ctGL
Hc2 =

2
c�Hc2.

Third, the TDGL equation


2

~2

2m�
@ 

@t
= � �f

� �
; (A.5)

@ 

@t
= � �f

� �
(A.6)

=
1

2

�
r0 � ia

�2
 � (1� t)

2
 + j j2  ;

with the unit of time tGL =
~2
4m� .

Finally, supercurrent density,

Js =
i~e�

2m� (	
�r	�	r	�) + e�

m�c
A j	j2 = e�~

m��
j	0j2 js (A.7)

=
cHc2

2���2
js,

where cHc2
2���2

=
c ~c
�2e�
2���2

= ~c2
e�2���2

= ~c2
e�2��

e�24�j	0j2
m�c2 = 2~e�

m�� , and
e�Hc�2

c~ = 2�
�0
Hc�

2 = 1, therefore

the dimensionless supercurrent density

j =
i

2

�
 �r0 �  r0 �

�
+ j j2 a: (A.8)
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Appendix B

Link variables

The link variable vector U de�ne as following

U = exp
�
�i�n1;n2

�
; (B.1)

where phase �n1;n2 =
R n+�=s
n a � dr is the Aharonov-Baohm(A-B) phase, with a is the dimen-

sionless vector potential, n is the link�s origin, while it ends at n + (a�=s)� .he line integral

is taken along the straight line. In order to simplify the calculation of the line integration, we

de�ne a parameter 0 < � < 1:

d

d�
r (�) =

a4
s
� ;

where  = 1; 2; 3 and � is the unit vector.

The general formula for �n1;n2 is

�n1;n2 =

Z 1

0
d�

��
d

d�
x (�)

�
ax (r

 (�)) +

�
d

d�
y (�)

�
ay (r

 (�))

�
(B.2)

=
aM
s

Z 1

0
d�
�
�xax (r

 (�)) + �yay (r
 (�))

	
;

where ax and ay were de�ned in Eq.(A.4). For hexagonal grid, the unit vectors are
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�1 = (1; 0) ;�2 =

 
1

2
;

p
3

2

!
;�3 =

 
�1
2
;

p
3

2

!
;

The A-B phase for �1 direction:

r1 (�) =
a�
s

 
n1 + �+

n2
2
;

p
3

2
n2

!
! (B.3)

�1n1;n2 =
a�
s

Z 1

0
d�
�1
2
by (B.4)

= �
p
3

2

a2�
s2
bn2

Similarly, the A-B phase for �2 and �3 direction

r2 (�) =
a�
s

 
n1 +

n2 + �

2
;

p
3

2
(n2 + �)

!
! (B.5)

�2n1;n2 =
a�
s

Z 1

0

"
�1
2
by +

p
3

2

�
bx� �t

�#
d� (B.6)

=

p
3

4

a2�
s2
bn1 �

p
3

2
�t;

r3 (�) = a

 
n1 � �+

n2 + �

2
;

p
3

2
(n2 + �)

!
! (B.7)

�3n1;n2 =
ba

2

Z 1

0

"
1

2

p
3

2
y +

p
3

2

�
bx� �t

�#
d� (B.8)

=

p
3

4

a2�
s2
b (n1 + n2)�

p
3

2
�t:

For rectangular grid, the unit vectors are

�1 = (1; 0) ;�2 =

 
0;

p
3

2

!
: (B.9)

The A-B phase for �1 and �2 directions
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r1 (�) =
a�
s

 
n1 + �;

p
3

2
n2

!
! (B.10)

�1n1;n2 =
a�
s

Z 1

0
d�
�1
2
by (B.11)

= �
p
3

4

a2�
s2
bn2;

r2 (�) =
a�
s

 
n1;

p
3

2
(n2 + �)

!
! (B.12)

�1n1;n2 =
a�
s

Z 1

0

p
3

2
d�

�
1

2
bx� �t

�
(B.13)

=

p
3

4

a2�
s2
bn2 �

p
3

2
�t:
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Appendix C

Contimuum limit

In this work, I introduced lattice gauge theory to get the discretized TDGL equation and free

energy. This appendix proof that the limit of discretized formulas are the same as continuum

formulas. About the free energy on hexagonal grid:

f =

nmaxX
n1;n2=1

fgrad + fpot; (C.1)

fgrad = �
 p

3

2

!
nmaxX

n1;n2=1

2

3
 �n1;n2

8>>>>>><>>>>>>:

26664
�
U1n1;n2 n1+1;n2 �  n1;n2

�
+�

U2n1;n2 n1;n2+1 �  n1;n2
�
+�

U3n1;n2 n1�1;n2+1 �  n1;n2
�
37775

+cc

9>>>>>>=>>>>>>;
(C.2)

fpot =

p
3

2
d2

nmaxX
n1;n2=1

�
�
�
1� t0

� �� n1;n2��2 + 12 ��� n1;n2���4
�
;

with lattice distance a�
s = d, where symbol U represent the link variable which de�ned in

Eq.(B.1).
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fgrad = � 2p
3

nmaxX
n1;n2=1

 �n1;n2

8>>>>>>>>>>>><>>>>>>>>>>>>:

26666666666664

exp
�
�i�1n1;n2

�
 n1+1;n2+

exp
�
i�1n1;n2

�
 n1�1;n2+

exp
�
�i�2n1;n2

�
 n1;n2+1+

exp
�
i�2n1;n2

�
 n1;n2�1+

exp
�
�i�3n1;n2

�
 n1�1;n2+1+

exp
�
i�3n1;n2

�
 n1+1;n2�1

37777777777775
� 6 / n1;n2

9>>>>>>>>>>>>=>>>>>>>>>>>>;
(C.3)

=
2p
3

nmaxX
n1;n2=1

 �n1;n2
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26666666666666666664

�
1� i�1n1;n2 +

(�1n1;n2)
2

2

�
 n1+1;n2+�

1 + i�1n1;n2 +
(�1n1;n2)

2

2

�
 n1�1;n2+�

1� i�2n1;n2 +
(�2n1;n2)

2

2

�
 n1;n2+1+�

1 + i�2n1;n2 +
(�2n1;n2)

2

2

�
 n1�1;n2+�

1� i�3n1;n2 +
(�3n1;n2)

2

2

�
 n1�1;n2+1+�

1 + i�3n1;n2 +
(�3n1;n2)

2

2

�
 n1+1;n2�1

37777777777777777775

� 6 n1;n2

9>>>>>>>>>>>>>>>>>>=>>>>>>>>>>>>>>>>>>;

:

Expend the order parameters  n1+1;n2 ,  n1;n2+1, and  n1�1;n2+1 by using Taylor explanation.

The Eq.(C.3) become as following

fgrad = � 2p
3

nmaxX
n1;n2=1

 �n1;n2

8>>>>>><>>>>>>:

h�
�1n1;n2

�2
+
�
�2n1;n2
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�
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�2i
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3
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3
�
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3
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� @ n1;n2
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3
2

@2 n1;n2
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+ 3
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(C.4)

= � 2p
3
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�
3

2

�
@2

@x2
+

@2

@y2

�
� i3

�
ax

@

@x
+ ay

@

@y

�
� jaj2

�
 n1;n2

= �
Z
d2r �n1;n2

�
r2 � 2a � r+ a2

�
 n1;n2 :

Note that A-B phases for unit vectors can be written as �1n1;n2 = �
p
3
4 bd

2n2 = �1
2bdy, �

2
n1;n2 =

bd
4

�p
3x� y

�
, �3n1;n2 =

bd
4

�p
3x+ y

�
, therefore,
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�
�1n1;n2

�2
+
�
�2n1;n2

�2
+
�
�3n1;n2

�2
=

3

4

�
d2b2x2 + d2b2y

�
= d2

3

2

�
a2x+a

2
y

�
(C.5)

2�1n1;n2 � �
2
n1;n2 + �

3
n1;n2 =

3

2
bdy = d3ax

�2n1;n2 + �
3
n1;n2 =

p
3

4
bdx =

d
p
3

2
ay:

Put fgardt and fpot together, It�s clear that the formula for discretized free energy and continuum

free energy are the same. Similarly, the discretized TDGL equation is the same as continuum

TDGL equation.

For discretized free energy on rectangular grid, the potential term is nothing di¤erent,

however, the gradient term has to modify. The gradient term for free energy is

fgrad =

nmax

�
X

n1;n2=1

 �n1;n2

8>>><>>>:
24 �

U1n1;n2 n1+1;n2 �  n1;n2
�
+

4
3

�
U2n1;n2 n1;n2+1 �  n1;n2

�
+

35
+cc

9>>>=>>>; (C.6)

=

nmax

�
X

n1;n2=1

 �n1;n2

8>>><>>>:
24 exp

�
�i�1n1;n2

�
 n1+1;n2 + exp

�
i�1n1;n2

�
 n1�1;n2+

4
3 exp

�
�i�2n1;n2

�
 n1;n2+1 +

4
3 exp

�
i�2n1;n2

�
 n1;n2�1+

35
�14
3 / n1;n2

9>>>=>>>;
Similarly as discretized free energy on hexagonal grid, both the link variables and order para-

meters are expend by using Taylor explanation.
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fgrad =

nmaxX
n1;n2=1

 �n1;n2

8>>>>>>>>>>>>><>>>>>>>>>>>>>:
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Note that A-B phases for unit vectors can be written as �1n1;n2 = �
p
3
4 bd

2n2 = �1
2bdy, �

2
n1;n2 =p

3
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Appendix D

The Forward-Di¤erence Method

Forward-Di¤erence method is base on �nite di¤erence method which is one of the most pop-

ular method to solve partial di¤erential equations with boundary conditions. Similar as �nite

di¤erence method, discrete space part and replace the space derivative.

@2 

@x2
(xi; tj) =

 (xi + h; tj)� 2 (xi; tj) +  (xi � h; tj)
h2

� h2

12

@4 

@x4
(�i; tj) ; (D.1)

where �i 2 (xi�1; xi+1). Similar as space, discrete time part and replace the time derivative.

@

@t
 (xi; tj) =

 (xi; tj + k)�  (xi; tj)
k

� k

2

@ 

@t2
�
xi; �j

�
; (D.2)

for some �j 2 (tj ; tj+1). The local truncation error for this di¤erence equation is

� ij =
k

2

@2 

@t2
�
xi; �j

�
� h2

12

@4 

@x4
(�i; tj) : (D.3)

For linear di¤usion equation, it�s convenient to write equation represent as matrix, the system

could implied as the tridiagonal form. For non-linear equation, it�s di¢ cult to calculate by

matrix, thus, we solve equation of motion directly.

69


	Contents.pdf
	Final_MIT



