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Student: Tsung-Wei Pai  Advisor: Dr. Han-Ping D. Shieh
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Institute of Electro-Optical Engineering
National Chiao Tung University

Abstract

In order to achieve more natural 3D sensory images from displays, many studies
have been devoted to 3D display technology developments. Furthermore, 3D
interaction based on existing 3D display structure is a popular research topic. Most
existing 3D interactive displays are composed of a 3D display and extra sensing
components which increase interactive system volume. When 3D interactive displays
use a camera as the sensing component, 3D interactive displays do not work in the
region near the panel because of a‘limited capturing angle. Therefore, 3D interaction
without increasing system volume is an important issue. In this thesis, we propose a
novel structure for 3D interactive displays. The 3D interactive display is designed by
combining a panel with embedded optical sensors and barriers to display 3D images
and produce 3D interaction simultaneously. By using an embedded optical sensors
panel, the 3D interactive system can capture the image in the region near the panel. As
a result, the interactive range is widened to the region near panel.

In the experimental results, the interactive range was about 4cm in lighting mode
and 5cm in blocking mode. These interactive ranges still can be applied to mobile

applications whose depth information is within 5cm.
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Chapter 1

Introduction

1.1 Preface

The developments of display are motivated by rendering more natural image.
Therefore, the next generation of display systems is thought to be auto-stereoscopic
(3D) displays. 3D displays provide a new type of visual perception. This display
introduces humans to real life images, because 3D images contain three-dimensional
coordinate information [1]. Thus, peop’le pef'c:’e-i_ye a life-like image, as shown in Fig.

1-1.

Fig. 1-1 Auto-stereoscopic display [2].

Many displays on the market provide 3D images but few have interactive
function. To create a more convenient human-machine interface, the 3D interactive
system is considered to be an essential part of future display systems [3]. Thus, 3D
displays with 3D interactive function are potential candidates for future display

systems.



1.2 2D Interactive Technology

More products on the market offer touch functions (as shown in Fig. 1-2). These
technologies can be roughly classified into three types: resistive, capacitive, and
optical (as shown in Fig. 1-3). However, these technologies are not suitable for 3D
interactive applications. 2D interactive technology only recognizes panel coordinates,
which means users have to touch panel to operate a computer. Therefore, 2D

interactive interfaces cannot offer touch function to 3D displays.

Fig. 1-3 Three types of touch panels. From left to right: resistive [5], capacitive, and
optical [6].



3D interactive technologies are used as a human-machine interface between
humans and 3D displays (Fig. 1-4). A 3D interactive interface can identify hand
position which does not contact with panel through a computer. With this feature, 3D
interactive interfaces can interact with 3D display images that contain
three-dimensional coordinate information. Conventional 2D touch panels are
inadequate for interacting with 3D displays because 2D touch panels recognize only
two coordinates. Therefore, 3D interactive technology can give the spatial hand
coordinates to machine and provide feedback to the user. With this technology,

humans can interact with 3D displays.

i 3D Interactive Interface
3D Display _ : %

Computer

Fig. 1-4 3D interactive system.

1.3 3D Interactive Interface

3D interaction can be designed in different ways. Differing from 2D touch panels,
the 3D interactive technologies can be classified into two types: optical and
machinery based, as shown in Fig. 1-5. Optical based interactive interfaces use

cameras Or sensor arrays as sensing components while machinery based interactive



interfaces use transmitters and receivers as sensing components.

1
3D Interactive
Interface
I

I I
] ]
Optical Based Machinery based

|
| |
] ] ]
Camera Sensor Amay Transmitter/Receiver

Fig. 1-5 3Duinteractive interface.

Optical Based

An optical based 3D interactive irllAterface IS shown in Fig. 1-6. The optical based
interfaces use cameras or sensor arrays to capture images. This characteristic offers
users to use their bare hands to operate computer. By analyzing captured images, hand
position can be identified. However, there are some issues in this system. The system
volume is larger than a flat panel display, and it does not work in the region near panel

because of limited capturing angle.



Fig. 1-6 Optical based 3D interactive interface [7].

Machinery Based
The machinery based interface uses computerized clothing to recognize physical

gestures. Users wear particular comp@er;ged clothlng to operate a computer. After

43 - *J 0.
N
recognizing these gestures, feed.‘j_‘ mf lgraﬁanﬂ; received by users. Finally, these
= :-.'»

machinery based interfaces (Fgg iZB ,pPQVrﬂe/use@ a convenient human-machine

interface. Although it provides ’Hﬁers ’aMeaﬁhuman machine interface, it still
‘J'“ £

4-|¢-

has some issues. The system volurrfé“‘ |s‘1‘arger than a flat panel display, and the

structure is more complicated than a flat panel display.

Fig. 1-7 Machinery based 3D interactive interface [8].



1.4 Motivation and Objective

The volume is still an issue to an optical and machinery based interactive
interface. The system volume is larger than a flat panel display. The system volume is
increased, because these conventional 3D interactive interfaces require extra optical
sensing components to achieve 3D interaction. Furthermore, when an optical based
interactive interface uses a camera as a sensing component, the system cannot work in
the region near the panel because of limited capturing angle. As a result, volume and
interactive range are key issues when developing 3D interactive technology. Despite
these two issues, 3D displays with 3D interactive function can also be used in many
applications, such as medical treatment, map guiding (Fig. 1-8), and communication
(Fig. 1-9).

In this thesis, we proposed a novel structure for a 3D interactive interface which
produced the 3D interaction without increasing system volume and included the

region near panels into interactive'range simultaneously.



Fig. 1-8 3D map guiding system [9].

Fig. 1-9 3D communication system [9].



1.5 Organization of This Thesis

The organization of this thesis is as following: some existing technologies are
illustrated in Chapter 2. In addition, the drawbacks of existing technologies are also
discussed. In Chapter 3, the structure and algorithm of proposed 3D interaction
display are presented. After that, the simulation results are discussed in Chapter 4 and
the experimental results are discussed in Chapter 5. Finally, the conclusions and

future works are in Chapter 6.



Chapter 2

Prior Arts of 3D Interactive Systems

Several representative technologies of 3D interactive system will be reviewed
and illustrated. The configurations, algorithms, and issues for each technology will be

described in detail.

2.1 Classification of 3D Interactive Systems

The main 3D interaction technologies are divided into two types: optical and
machinery based. These two technologies. have the same merit; 3D interactive
displays can be developed by.‘combining: 3D interactive systems and displays.
Therefore, depending on the application, these two interfaces are used in different

fields.

2.1.1 Optical Based Interface

An optical based interactive interface is developed by using one or more optical
sensing components. A schematic overview of the 3D interactive system is shown in
Fig. 2-1. When users wave their hand in front of panel, the camera captures these
images. Continuously captured images are treated as video. Then, this video is
analyzed to identify hand and gesture data using a hand tracking unit. After obtaining
these data, the content generation unit generates images. Finally, the visualization unit
produces content for display. Virtual reality interaction is completed when the
processed content is displayed. Thus, users can interact with what they see by using
their bare hands just like interacting with real objects. This characteristic offers a more

9



convenient interface to users which can operate a computer without any other device.
For this reason, main applications for optical based interfaces are entertainment,

communication, and remote control.

Ca,

Mer, Video
w
1 Hand Tracking Unit
|

(77 3 O . o

8 Content Ge_neration
3Dpan Unit

e/
Processed Content l

Visualization Unit

Fig. 2-1 Schematic qverview of 3D interactive system.

2.1.2 Machinery Based Interface

A machinery based interface is developed by combining computerized clothing
with a receiver. The schematic overview is shown in Fig. 2-2. Before users operate a
computer, users have to wear specialized components such as a remote control or a
data glove to transmit gesture information to the receiver. These components are hand
and gesture driven. The interactive unit recognizes these gestures by checking
pre-saved image data. After recognizing gestures, the image content generation unit
generates images. Finally, the visualization unit produces content for display. Thus,
humans can experience events that cannot be perceived in the real world. The main
applications for machinery based interface are medical treatments and physical
training. In these applications, users need feedback to operate computer more

precisely.
10



|
R'el

Ceive, Gesture
1 Interactive Unit

|
Gesture Data
= v
Content Generation
D bang Unit
Processed Content l
Visualization Unit

|

Fig. 2-2 Schematic overview of 3D interactive system.

According to the structural description of these two interfaces, the system
volume issue is common to both types. Because the structure of machinery type is
much more complicated than optical type, the machinery based interface can offer
users a precise operating interface. However, an optical based interface can allow
users to interact with what they see by using their bare hands. The differences in

structure also result in differences in algorithm.

2.2 Algorithm for 3D Interactive Systems

The algorithm for 3D interactive systems depends on their structures. Algorithms
for optical based interfaces are based on digital image processing. However,
algorithms for machinery based interfaces are based on a machine language.

Therefore, there are differences in algorithm on these two interfaces.

11



2.2.1 Algorithm for Optical Based Interface

The algorithm for optical based interface is illustrated in Fig. 2-3. First, images
are obtained by the sensing component. Second, the region of interest is obtained
through an image difference. Third, position and direction of hand are found by finger
shape finding. Fourth, hand posture is recognized by checking hand posture
classifications. Finally, these posture data are put into the application. In the second

and third steps, the hand position is variously identified.

I I 111 v \'%
Image Image Finger Shape Hand Posture -
Process | acquisition Differencing Finding Classification Application
Region of Position & Hand Posture
O Ut p Ut Eland Intags Interest Direction Type

Fig. 2-3 Algorithm for-optical based‘interface [10].

To verify hand position requires extracting hand position from a vast amount of
data (Fig. 2-4). Typical hand segmentation techniques are based on stereo information,

color, contour detection, connected component algorithms, and image differencing

[10].
C""'or., c"”’ra ca%"
v D D g D
/ /
3DPane 3DDane S Pang

Fig. 2-4 Extracting hand position from reference. From left to right: input image,
reference image, output image.

12



Each technique has its specific features:

Stereo image based segmentation is accomplished by analyzing relative depth
information between the hands and objects in an image, as shown in Fig. 2-5.

Color segmentation uses color as an index to separate hands from the
background, as shown in Fig. 2-6.

Contour detection is accomplished by detecting a hand shaped object in the
captured image, as shown in Fig. 2-7.

Connected component algorithms scan an image and groups its pixels into

components based on pixel connectivity, as shown in Fig. 2-8.

Image differencing analyzes differences between images to find hand position.

Fig. 2-5 Stereo image based segmentation. Left: original image. Right: processed
image [11].

h |

v RGB Image Vie\ « & x| ‘v Segmented Vie\ « 5 X

NS S o4

Fig. 2-6 Color segmentation. Left: original image. Right: processed image [12].
13
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Fig. 2-7 Contour detection. Left: original image. Right: processed image [13].

Fig. 2-8 Connected component algorithm. Left: original image. Right: processed
image [14].

Although these methods are able to identify hand position, there are still
disadvantages for each technique:

Stereo image based segmentation requires a hardware setup that is currently
only found in laboratories.

Color segmentation is sensitive to changes in overall illumination. In addition,
it is prone to segmentation errors caused by objects with similar colors in the image.

Contour detection tends to be unreliable in cluttered backgrounds. Greater
14



stability is obtained by using a contour model and post-processing.

Connected component algorithms tend to be heavy in computational
requirements, making it impossible to search through the whole image in real-time.

Image differencing generally only works well for moving objects and requires
sufficient contrast between the foreground and background.

As a result, an optical based interface takes several steps to obtain the required

data.

2.2.2 Algorithm for Machinery Based Interface

The algorithm for machinery based interface is illustrated in Fig. 2-9. Because
users have to wear particular computerized clothing to operate the computer, hand
postures can be identified through computerized clothing. Then gestures can be put

into applications.

|
Hand
Process Posture
Classification

J

Application

\

—

Hand Posture

Output Type

Fig. 2-9 Algorithm for machinery based interface.

Algorithm for machinery based interface takes only one step while the algorithm
for optical based interface takes more than three steps. Algorithm differences between
these two interfaces result from structural differences. A machinery based interface
has a much more complicated structure which helps reduce algorithm complexity. An
optical based interface has a much more complicated algorithm which helps reduce
structural complexity. As a result, there is a tradeoff between algorithm complexity

and structure.
15



2.3 Summary of 3D Interactive Systems

Current algorithms in 3D interactive displays depend on system structures. A
simpler structure requires a more complicated algorithm to identify hand position. A
more complicated structure requires a simpler algorithm. Therefore, a 3D interactive
display is still not able to have a simple structure and a simple algorithm
simultaneously. Besides, 3D interactive display volume is larger than a conventional
flat panel display, a drawback for consumer applications. Current displays trend
toward being thinner and lighter. 3D displays which provide 3D interactive functions
and maintain their volume (as shown in Fig. 2-10 ) are what consumers want. The
objective of this thesis is to produce 3D interaction without increasing volume. The
volume of our 3D interactive display‘is thezsame as a flat panel display and uses
embedded optical sensor panel. Furthermore, our algorithms match the simplicity of
the machinery based interface.

Current depth information provided for 3D displays is only a few centimeters in
height, which is very close to 3D panels. The interactive range for 3D interactive
systems uses a camera as a sensing component and cannot be applied to the region
near panels because of a limited capturing angle. In this thesis, an embedded optical
sensor panel captures the image in the region near the 3D panel, which helps

overcome the interactive range issue.

Fig. 2-10 3D interactive display.
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Chapter 3

Novel 3D Interactive Display

In order to overcome volume issue and interactive range issue, the novel 3D
interactive display with embedded optical sensors is proposed. The proposed structure
is based on mobile LCD applications. Therefore, the interactive range covers region

close to panels.

3.1 Structure of 3D Interactive Display

The 3D interactive display is proposed by combining a panel with embedded
optical sensors and barriers. The cross section'. view of conventional flat panel
display is shown in Fig. 3-1 and‘the cross -section view of proposed structure is
shown in Fig. 3-2. More than a-display, there are 3D barrier and embedded optical
sensor in the proposed structure. 3D barriers are composed of black strips which are
design by using the drawing software (AutoCAD), as shown in Fig. 3-3. Width of
these black strips is close to the pixel size which is about two hundred micrometer.
This panel is the same as optical 2D touch panel. After adhering barriers to panel,
display and interactive systems are completed. Barriers block half pixel from ambient
light so that sensors receive different light intensities. In interactive system, barriers
not only guide the left and right image pixels into different directions (Fig. 3-4), but
also guide ambient light to be received by different sensors. The pixel layout is shown
in Fig. 3-5. Each pixel contains four optical sensors: two sensors in blue subpixel and
two sensors in green subpixel. By analyzing light distribution obtained from sensors,
hand position can be identified without touching panel.

17
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Fig. 3-1 Cross section view of conventional flat panel display.

f’g:-:-:-:-:-:-: —> 3D Barrier
LR ok T T T T T T -r-%rP'dlarlzer

| | — Top Substrate
l I

s e e TS

- - = - = —> Liquid Crystal
O [ = [
0 0 0 0

5

TP < Il
sl R xS I

| | —> Bottom Substrate

I | —> Polarizer

Fig. 3-2 Cross section view of proposed structure.
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Fig. 3-4 Barriers guide the left and right image pixels into different directions.

Blue subpixel Red subpixel  Green subpixel

Fig. 3-5 Pixel layout of panel with embedded optical sensors.
19



When humans wave their hands in front of the panel, ambient light is partially
blocked. Light distribution on the panel is recorded by optical sensors. This light
distribution data is mapped to a 10 bits data. Mapping processes are illustrated in Fig.
3-6. First, optical sensors turn received ambient light illumination into leakage
currents. Second, these currents are mapped to voltages. Finally, these voltages are
divided into a 10 bits data. Ambient light distribution can be identified by analyzing

10 bits data. A 10 bits data provides more precise hand identification.

Ambient light Leakage _
illumination current Voltage 10 bits data

Fig. 3-6 Data mapping processes.

3.2 Algorithms for 3D Interactive Display

When humans wave their hand to operate a.computer, the ambient light received
by sensors is partially blocked by a hand and barriers (Fig. 3-7). First step to analyze
ambient light is to group sensors into two groups: odd column sensors and even
column sensors. We treat these two group sensors as human eyes. Odd column sensors
are referred to left-eye sensors (L-sensor) and even column sensors are referred to
right-eye sensors (R-sensor). For different environments, ambient light has two
different conditions: one is bright state, another one is dark state. Therefore,
algorithms for 3D Interactive Display have to be divided into two modes as well.

Lighting mode is for dark state and blocking mode for bright state.
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Barrier

Fig. 3-7 Operating 3D interactive display.

3.2.1 Algorithms for 3D Interactive Display in Lighting Mode

In lighting mode, we operate a computer by using a light source, as shown in
Figs. 3-8(a) and (b). When object height-is zero, the locations of maximum intensity
received by L-sensor and R-senser are under:the light source. If object height
increases, the locations of maximum intensity move away from the locations of zero
object height. Light distributions of these two groups of sensors are shown in Figs.
3-8(c) and (d). Barriers guide ambient light so that light distributions are different
with different object height. After horizontally plotting light distributions of these two
groups of sensors in the same chart, these two charts are shown in Figs. 3-8(e) and (f).
Each group has a peak in the chart. Distance between L-sensor peak and R-sensor
peak is defined as ‘’Disparity”’. There is larger disparity because of higher object
height. Light distributions of these two groups of sensors over whole panel are shown
in Fig. 3-9. Coordinate z can be identified by disparity and coordinate x can be
identified by middle point of these two peaks. Coordinate y can be identified by peak

in light distribution plotted along direction of barrier strip (Fig. 3-10).
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(©)

(e) Y.
Fig. 3-8 Algorithms for 3D interactive display in lighting mode, (a) object height is
zero, (b) object height is d, (c) & (d) L-sensor and R-sensor light distributions, (e) &
(f) L-sensor and R-sensor light distributions plotted in the same chart.

Intensity

? L-sensor R-sensor

ll(; Disparity (z) . s

Central point(x)

Fig. 3-9 Light distributions of two groups of sensors over whole panel.
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Intensity /

Fig. 3-10 Light distribution plotted along direction of barrier strip.

3.2.2 Algorithms for 3D Interactive Display in Blocking Mode

In blocking mode, we operate computer by using hand which blocks ambient
light. Shadows increase as object height iqcreases, as shown in Figs. 3-11(a) and (b).
Variation in shadow size is enhanced beca:Jse of barr’iers. Before barriers are adhered
to panel, shadow size varies slowly asA_Obj;trﬁigh‘t varies. After barriers are adhered
to panel, shadow size varies noticeably ‘as object height varies. Therefore, a
minimized shadow size is observed when object height is zero. When object height
increases, shadow size increases as well. Object height can be identified by analyzing
shadow size. Coordinate x can be identified by middle point of shadow and coordinate
y can be identified by a transitional point in light distribution plotted along direction
of barrier strip. The transitional point is occurred at where light intensity changes

rapidly.

23



(a) (b)
Fig. 3-11 Algorithms for 3D interactive display in blocking mode, object height is (a)
zero, and (b) d.

The algorithms for the 3D interactive display depend on the geometrical structure
of the 3D interactive display. The geometrical structure can be analytically described
by mathematical model. Thus the algorithms for the 3D interactive display can be

interpreted further by this mathematical model.

3.3 Mathematical Model for 3D Interactive Display

The algorithms for the 3D interactive display were developed from a geometrical
structure. A side view of the geometrical structure in lighting mode is shown in Fig.
3-12 and the object is a light source. There are three parameters in the structure: d, B,
and h. The disparity is denoted as d. The angle B is defined by two points where
R-sensor and L-sensor receive maximum intensity and a vertex is where the light
source is located. The object height is denoted as h which is given in Eq.3-1. In

Eq.3-1, the object height is linearly proportional to the disparity because the cotangent
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of angle B is a constant. Angle B is fixed because of the dependence on the structure.
For a given structure and object height, 3D barriers block the major parts of sensors
from light illumination. Sensors in a small region beneath the light source are
illuminated. The R-sensor and L-sensor receive maximum illumination in this region.
The locations of maximum illumination depend on glass thickness and the alignment
between barriers and pixels. Illuminated region is larger because of higher object
height, which results in a larger disparity. Therefore, the object height can be

calculated by applying Eq.3-1.

ék— Light Source

3D Barriers

N Y XY YYY class
d > Sensors

N

Fig. 3-12 A side view of the geometrical structure in lighting mode.

h = d cotﬁ (3-1)
2 2

For a 3D interactive display operating in blocking mode, the light source was
replaced with our hands and the light illumination was treated as a shadow. However,

different objects have different shadow sizes. Instead of observing disparities,
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variations in shadow size were observed to identify object heights. Therefore, Eq.3-1
was revised to Eq.3-2. When the object height is zero, the shadow size is denoted as D.
In Eq.3-2, subtracting D from d provides information to identify object height. As a

result, the object height was calculated in lighting and blocking modes.

h =92 o8 (3-2)
2 2

3.4 Summary

A panel with embedded optical sensors solved volume and interactive range
issues. Algorithms for 3D interactive display.in the lighting and blocking modes were
developed based on panel structure. A.mathematical model was also established to
further interpret the algorithms. “The panel and algorithms were applied in the

following simulations and experiments to verify the proposed structure.
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Chapter 4

Simulation for 3D Interactive Display

To verify the proposed 3D interactive display, simulations were proceeded. In the
simulation results, the 3D interactive display was verified in bright and dark states.
Furthermore, system tolerances were analyzed in both states to assure experimental

results.

4.1 Simulation Results of 3D Interactive Display

Simulation results of a 3D interactive display operated in both states were
completed using optical software (LightTeols). A 2.83 inch QVGA panel with a VGA
sensing resolution was built in the optical software: The environmental conditions
were simplified to verify the proposed algorithms. In simulations, the only variable

was the object height.

4.1.1 Simulation Results in Lighting Mode

When a 3D interactive display was operated in lighting mode, a point light
source was used as an input device. The simulation model is shown in Fig. 4-1. A 2.83
inch panel with embedded optical sensors was illuminated using a light source. There
were barriers on the panel. The barrier aperture ratio was 40% and the width of black
and white segment was 354 m which was twice the pixel size. Rays were guided by
barriers so that there were disparities, as shown in Fig. 4-2. Disparities were used to
identify z coordinates and the central point of these two peaks was used to identify x
coordinates. Light distribution plotted along the barrier strip direction is shown in Fig.
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4-3. The y coordinates are indicated by maximum light intensity in Fig. 4-3. Therefore,
spatial object coordinates were identified by analyzing light distribution. The relation
between heights and disparities is shown in Fig. 4-4. The object heights are linearly
proportional to the disparities within 0-120mm. When object height exceeded 120mm,
there was lack of effective rays in the optical software to analyze the model. Therefore,
the object heights were not linearly proportional to the disparities when object height

exceeded 120mm.

| Research Associates) - [3D_Demo.1 1] BX
Imaging Hlumination Tools Window Help g

FEEFRREOREDR I ERRED 0la]
e

Nov 25, 2008

Demo.1

LightTools 5.1.0 K|

K |

Indicate entity to select. (Millimeters) X: =-5.142971 Y: 3.832950 Z: 5.314672
>

Fig. 4-1 The simulation model in lighting mode.
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Fig. 4-2 Light distributions received by two groups of sensors in lighting mode.
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Fig. 4-3 Light distribution in lighting mode plotted along the barrier strip direction.
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Fig. 4-4 The relation between heights and disparities.

4.1.2 Simulation Results.in'‘Blocking Mode

When a 3D interactive display-was operated in blocking mode, a hand was used
as an input device. The simulation model-is-shewn in Fig. 4-5. A planar light source
whose position was fixed was built‘to simulate ambient light and a hand size opaque
object was built to simulate a hand. The only variable was the hand height. Different
shadows resulted from different hand heights, as shown in Figs. 4-6(a) and (b). The
barriers enhanced differences between different shadows. When hand height was zero,
the shadow size was about the size of a hand. The shadow size increased gradually as
the hand height increased. According to the variation in shadow size, hand height was
identified. The x coordinates were identified by a central point in the shadow. After
the light distribution along barrier strip was plotted, a transitional point was identified,
as shown in Fig. 4-7. The transitional point represented for coordinate y. As a result,
spatial hand coordinates were identified by analyzing shadows. The relation between

heights and variations in shadows is shown in Fig. 4-8. The hand heights were linearly
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proportional to shadows within 0-45mm. When hand height exceeded 45mm, there

was lack of effective rays in the optical software to analyze the model. Therefore,

shadows were too blurry to identify hand heights after hand height exceeded 45mm.
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Fig. 4-5 The simulation fnodel in blocking mode.
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0.25

0.2

0.15

Transitional point

Intensity(W/mm?)

50 100 150 200 250 300

Position(pixel)

Fig. 4-7 Light distribution in blocking mode plotted along barrier strip direction.
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The simulation model in blocking mode was more complex than in the lighting
mode. Therefore, effective rays in optical. software decreased quickly in blocking
mode, which increased simulation errors. Interactive.ranges were limited by errors. As
a result, the interactive range in blocking mode was narrower than that in lighting
mode. However, these interactive ranges were adequate for interacting with mobile
displays image contents. According to the simulation results, system tolerances should

also be taken into consideration.

4.2 System Tolerances of the 3D Interactive Display

Two different system tolerances were analyzed. First, impacts of lighting profiles
on the relation between heights and disparities were discussed in lighting mode. For
each lighting profile, a relation between the object heights and disparities was
identified. The divergent angles of lighting profiles were 5, 14, and 45 degrees. Each
divergent angle was aimed to analyze the relationship between divergent angles and
maximum interactive ranges. Accordingly, a suitable lighting profile was adopted in

experiments and applications.
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Second, impacts of barrier alignments on relations between heights and shadows
were discussed in blocking mode. Misalignments were two different conditions: one
was a quarter of pixel size; another was half a pixel size. These analyses helped

experiments to be proceeded.

4.2.1 Impacts of Lighting Profiles in Lighting Mode

The relationship between divergent angles and maximum interactive ranges was
obtained through simulations using different lighting profiles, as shown in Fig. 4-9.
The maximum interactive ranges were 120mm when lighting profiles of 5 and 14
degree divergent angles were used. The ranges were limited by lack of effective rays
in the optical software when analyzing the model. However, the maximum interactive
range was about 70mm when a lightingsprofile with 45 degree divergent angle was
used. The range was narrower when a lighting profile with 45 degree divergent angle
was used. Light distribution was mare varied under light illumination with a larger
divergent angle. A more varied light distribution resulted in a limitation of maximum
interactive range. The light distribution was recorded using optical sensors so that
disparities were analyzed to obtain the height of an object. Once maximum disparity
was obtained, there was no larger disparity when object heights increased. Therefore,
under the light illumination with a 45 degree divergent angle, disparities did not
increase when object heights exceeded 70mm. Consequently, a lighting profile with a

14 degree divergent angle was suitable for experiments.
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Fig. 4-9 The relation between heights and disparities under the illuminations of
different lighting profiles.

4.2.2 Impacts of Barrier Misaiig'nmenté in Blocking Mode

Aligning barriers and the pénel _dfii"'fered from"the process of adhering barriers to
the panel. When aligning barriers ahd the baﬁel, 0, 25 and 50 percentages of the
misalignment were used. The relations between heights and shadow sizes under
different percentages of the misalignment are shown in Fig. 4-10. These three curves
largely overlapped. The maximum interactive ranges were all 45mm. As a result, the

misalignments did not affect maximum interactive ranges.
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In lighting mode, lighting profiles ,with larger divergent angles had narrower
interactive ranges than lighting profiles.with smaller divergent angles did. Therefore,
the lighting profile with a 14 degree divergent angle was adopted to be used in the
experiment. In blocking mode,- interactive ranges- were the same under different
percentages of misalignment. Consequently, ‘misalignments did not affect interactive

ranges.

4.3 Summary

Simulation results provided criteria to conduct experiments in lighting and
blocking modes. According to simulation results, the maximum interactive ranges
were 120mm in lighting mode and 45mm in blocking mode, which were adequate for
interacting with mobile displays. Furthermore, system tolerance analyses showed that
human factors would not greatly affect experimental results. Thus, these simulation
results agreed with the proposed concept. Following these simulations, experiments

were conducted to further verify the proposed structure.
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Chapter 5

Experimental Results

After simulations, experiments in lighting and blocking mode were conducted to
further verify the 3D interactive display. A 2.83 inch QVGA panel with a VGA
sensing resolution was used to capture images. Barriers were adhered to the panel.
Experimental hardware was set up on an optical bread board to reduce artificial errors.
All the experiments were conducted in a dark room and all the variables were fixed

except object height. Thus a relation for identifying object heights was obtained.

5.1 Experiments in Lighting:Mode

Experiments in lighting mode ‘were conducted using a 14 degrees divergent angle
white LED as an input device. To verify a relation between height and disparity, there
was only light illumination from LED. “The illumination intensity was about 3500 lux
when the LED was driven by 3V. Barriers guided the light illumination so that
disparities were observed. The experimental setup is shown in Fig. 5-1. An optical rail
was used to help the light source to move vertically. The panel was maintained
steadily. Therefore, all the parameters were fixed except object height. Images were
captured through the panel, as shown in Fig. 5-2. Before images were analyzed to
identify spatial coordinates, some image defects had to be eliminated. An object
image minus a background image left a pure light distribution image. The background
image was captured through the panel without any illumination. A flowchart of

defects elimination is shown in Fig. 5-3.
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Fig. 5-2 The captured image.

Fig. 5-3 The flowchart of defect elimination.
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The object heights were identified by analyzing the defects eliminated images.
Analyzed light distributions are shown in Figs. 5-4(a) and (b). There was the smallest
disparity when object was zero. Disparities increased gradually as object heights
increased. Therefore, object heights were identified through disparities. A relation
between heights and disparities is shown in Fig. 5-5. The object heights were linearly
proportional to disparities within 0-45mm. When object height exceeded 45mm, the
illuminated area was larger than the panel. As a result, disparities did not change when
object height exceeded 45mm. The central point of disparity represented for x
coordinates. The y coordinates were indicated by maximum light intensity in Fig. 5-6.

Therefore, spatial object coordinates were identified by analyzing light distribution.
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Fig. 5-4 Light distributions received by two groups of sensors in lighting mode, object
height is (a) Omm, and (b) 20mm.
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Fig. 5-6 Light distribution in lighting mode plotted along the barrier strip direction.

After obtaining the maximum interactive range, 3D interactive display sensing
resolution was verified. The sensing resolution was defined as the minimum
distinguishable variation in height. In the workable interactive range, object heights
were varied by 1mm intervals, as shown in Fig. 5-7. The disparities increased when
heights increased by 1mm. Therefore, the sensing resolution was 1mm in lighting

mode.
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In addition to the maximum interactive range and the sensing resolution,
environmental impact on the 3D.interactive display was analyzed by varying the
surrounding illumination intensity..lllumination intensities were 0, 50 and 330 lux.
The relations between heights and disparities-under different illumination intensities
are shown in Fig. 5-8. The maximum.interactive ranges were 45mm under three
different illumination intensities, which resulted from a stable input signal. The input
illumination intensity was so bright that surrounding illumination did not decrease
input signal. Therefore, environmental impact was slight on the 3D interactive display

in lighting mode.
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5.2 Experiments in Blocking.Mode

When the 3D interactive display-was verified in blocking mode, the experimental
setup was almost the same as in lighting mode except the input device and ambient
light condition. The LED was replaced by a hand size opaque object and a table lamp
whose illumination intensity was about 700 lux was used to provide planar light
illumination. The planar light illumination reduced the ambient complexity. The
experimental setup is shown in Fig. 5-9. Images were captured through the panel, as
shown in Fig. 5-10. Before images were analyzed to identify spatial coordinates, some
image defects had to be eliminated. A background image minus an object image left a
pure shadow image. The background image was captured through the panel without
any input device. A flowchart of defects elimination is shown in Fig. 5-11. The
shading areas became brighter than the illuminated areas due to the defects
elimination process.
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The object heights were identified by analyzing the defects eliminated images.
Analyzed shadows are shown in Figs. 5-12(a) and (b). Shadows increased gradually
as object heights increased. Therefore, object heights were identified through shadows.
A relation between heights and variations in shadow sizes is shown in Fig. 5-13. The
shadow size was about object size when object height was zero. The shadow sizes
changed linearly before object height exceeded 50mm. When object height exceeded
50mm, shadows were too blurry to identify object heights. The x coordinates were
identified by a central point in the shadow. After the light distribution along barrier
strip was plotted, a transitional point was identified, as shown in Fig. 5-14. The
transitional point represented for coordinate y. As a result, spatial hand coordinates

were identified by analyzing shadows.
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After obtaining the maximum interactive range, 3D interactive display sensing
resolution was verified. In the workable, interactive range, object heights were varied
by 1mm intervals, as shown in ,Fig..5-1_5,: The éhadow sizes increased when heights

CIOAT™ W

increased by 5mm. Therefore, the sensing r,eSbiUtion Was 5mm in blocking mode.
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Fig. 5-15 The relation between heights and shadow sizes.
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5.3 Summary

The interactive ranges were 45mm in lighting mode and 50mm in blocking mode,
which were adequate for interacting with mobile displays. The lighting profile in
lighting mode was more varied than the shadow in blocking mode did. Therefore, a
maximum disparity in lighting mode was obtained for a lower height. As a result, the
interactive range in lighting mode was slightly narrower than that in blocking mode.
In the interactive range, a sensing resolution was inversely proportional to minimum
distinguishable height. Therefore, the sensing resolution in lighting mode was higher
than that in blocking mode. Furthermore, the 3D interactive display in lighting mode
was verified to be workable under different illumination intensities. Consequently, the

experimental results agreed with the proposed:concept.
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Chapter 6

Conclusions and Future Works

6.1 Conclusions

The 3D interactive display is a potential future display system, not only
displaying 3D images but also providing 3D interactions. Nevertheless, system
volume and interactive range are still issues when users operate the 3D interactive
display.

In this research, a 3D interactive display system with embedded optical sensors
was proposed and demonstrated.t0 overcome' system volume and interactive range
issues. The experimental results showed that the interactive ranges were 45mm in
lighting mode and 50mm in blocking-mode. The lighting profile in lighting mode was
more varied than the shadow in blocking mode did. Therefore, a maximum disparity
in lighting mode was obtained for a lower height. As a result, the interactive range in
lighting mode was slightly narrower than that in blocking mode. For mobile LCD
applications, these interactive ranges were adequate due to depth information
provided by a mobile LCD which was within 50mm [15]. Furthermore, the sensing
resolutions were 1mm in lighting mode and 5mm in blocking mode. In lighting mode,
a 1mm sensing resolution provided humans a large operational flexibility. However, in
blocking mode, a 5mm sensing resolution was adequate for a 3D interactive display to
interact with a 5mm finger. As a result, the proposed system produced 3D interaction
without increasing system volume and included the region close to the panels into
interactive range simultaneously.
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The proposed system was verified under controlled ambient and experimental
conditions. When conducting experiments, input devices were moved vertically in a
dark room. Therefore, to implement the proposed system in applications, there must

be system and algorithms modifications.

6.2 Future Works

The proposed system was designed to be used in mobile LCD applications.
When implementing the proposed system in applications, ambient conditions and
object movements will differ from that in experiments. In the experiment, input
devices were moved vertically, however, under real conditions, a variety of
movements will be required. Therefore, the .computer vision technology should be
applied in algorithms for lighting and blocking modes to have abilities to analyze

oblique input signals [16], as shown in Figs. 6-1(a) and (b).
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(a)

Fig. 6-1 3D interactive display operated by different input signals (a) vertical input
signals, (b) obligue input signals.
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Although the experimental results showed that the proposed system was
applicable to mobile LCD applications, there is still room for improvement in
blocking mode sensing resolution. Images which were captured by the panel with
embedded optical sensors were too blurry to have a higher sensing resolution. A panel
with embedded infrared transmitters and receivers (T/R) could capture clearer images
by emitting infrared and receiving infrared which is reflected by input devices, as
shown in Fig. 6-2. Therefore, the panel with embedded infrared T/R could be a
possible solution. As a result, a 3D interactive display using the panel with embedded
infrared T/R and applying algorithms will provide humans a more convenient

interface in the future.
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<« Transmitter
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Fig. 6-2 A panel with embedded infrared transmitters and receivers (T/R) [17].
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