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Multiple Bayesian Segmentation for Process Improvement in

Semiconductor Manufacturing

Student: Ming-Syun Huang Advisor: Horng-Shing Lu

ABSTRACT

Because the semiconductor industry is a high-invest industry, all companies invest a lot
of money in the process. So, it is an important.target to make the process stable for every
company. Because the target is:to make the process stable, when some changes occur to the
process, engineers néed to find the position where a change oceurs. Because the
semiconductor industry’s process-1s quite.complex, there are many different parameters that
are relating to the process. When there are some changes.in the process, how do engineers use
these parameters’ data to find the position where therchange occurs is an énormous challenge
for engineers.

In currentliterature, the most methods are using one parameter’s data to find a position
where changes occur to the process. Therefore;itis very important to develop a system that
can use all parametets’ data to find a position where the change of‘the process occurs. In this
paper, we will establish a‘'model using mathematics, provide a multivariate method to detect
the process, and provide engineers a more effective solution to find the position where change
occurs.

The main ideal of this paper comes from SBS (Single variable Bayesian Segmentation)
that was investigated in Zheng-Yan Lai (2008). This paper improves on it and provides a new
method that can use many parameters’ data to find the position where change occurs. In the
manufacturing process in the semiconductor industry, outliers often occur and affect the
model that is established in mathematics. Therefore, this paper also provides a method to

solve it.
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Chapter 1. Introduction

In the semiconductor industry, the cost of a 12-inch silicon wafer fab is around 90 billion
dollars, and the cost of a modern wafer fabrication facility is around 1 billion dollars. Thus,
the semiconductor industry is a high-investment industry. Semiconductor engineers always try
to make the process stable and improve the yield of the process. They will use any possible
methods to help them study and monitor the process and avoid changes in the process.
Possible methods can be divided into on-line methods and off-line methods.

The purpose of on-line methods is to use process parameters to monitor the process.
Semiconductor engineers also can usejon=line-methods:to find the'position where the process
change occurs ima minute. This is the advantage of on-line methods; and many studies are
about on-line:methods. Popular on-line methods that are used by semiconductor engineers are
univariate statistical ‘process control (SPC) and multivariate statistical process control
(MVSPCQ).

Important reasons that off-line’ methods exist are: (1) some data.can’t be retrieved in a
minute, (2) sometimes on-line SPC can’t be used because the eontrol limit is unreasonable, (3)
according to all parameters’shistorical data, the semiconductor engineers can use off-line
methods to study and understand the process. In this' paper, I will introduce the Single
Variable Bayesian Segmentation method (SBS) first. SBS is an off-line Bayesian method. It
was investigated in Zheng-Yan Lai (2008). The purpose of SBS is to segment one parameter’s
historical data at a time and help semiconductor engineers study the process. Then, I will
provide a new method, called Multivariate Bayesian Segmentation (MBS). MBS is similar to
SBS. MBS is also an off-line Bayesian method, and the purpose is to help semiconductor
engineers understand the process. The difference between MBS and SBS is that MBS can be

used to segment more than one parameter’s historical data at a time.



The motive of my study is that SBS can only be used to segment one parameter’s
historical data at a time, but there are many different parameters that are related to the process
in the semiconductor industry. For example, a wafer’s data from start to finish is around
10~100 MB. There are many kinds of the parameters, and the amount of the parameter’s
historical data is huge. It is assumed that semiconductor engineers can only segment a
parameter’s historical data at a time. If there are S different parameters now, they need to
segment S times. When there are more kinds of parameters, semiconductor engineers need to
segment more times. That is not efficient. If there is a method that can be used to segment all
different parameters’ historical data at a time, it is.more efficient when semiconductor
engineers study the"process: Besides, interactions between every parameter are hard to be
quantified and récorded. If semiconductor engineers segment one parameter’s historical data
at a time, they can’t consider the effect that comes from interactions between every parameter.
For example, there are two different parameters’ historical data as shown in Figure 1. The
correlation is at the level of 0.8. Because the correlation is very large, these two parameters’
historical datashave similar trends most of time. That is, when oneiparameter’s historical data
tend to increase" significantly, another parameter’s historical data also tend to increase
significantly. However, parameter 1’s data increase Jbut parameter 2’s data decrease
significantly. So position' B could be the position where: there is a change occurring to the
process. But if we only use parameter 1’s data to find the position where the change occurs to
the process, we may consider that position A is the position where the change occurs to the

process because the value at position A is more similar to the values after position.
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Chapter 2. Literature Review

2.1 Introduction of Single variable Bavesian Segmentation (SBS)

The purpose of SBS is to segment one parameter’s historical data, and the main idea is to
find the position where a mean-shift occurs from one parameter’s historical data. A mean-shift
means that the data is composed of different distributions, and their means are different. For
example, a parameter’s historical data are shown in Figure 2. From Figure 2, we can find that
the data before position A and the data after position A come from different distributions, and
their means are different. So posi‘gign A is aposition where the mean-shift occurs. Because the
mean-shift only occurs inzpoesition A, the data‘is spfit into two groups. The first group is the

part of the data in front of position A, and second group is the part of the data after position A.
‘ ‘
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Figure 2. mean-shift occurs in position A.



Definition 1. Segmentation point: a position where mean-shift occurs.

For example, position A is a segmentation point in Figure 2.

Definition 2. Y is a sequence of observation with length N, ¥ =(Y,--,Yy),
and Y, can be described as the following formula for 1<i< N:
Y,=p+e, 1<i<N, & ~N(0, 07), (2.1)
where g, is the mean of i-th component,
o’ is the varianee ‘of i-th component,

N is the sample size.

Definition 3. R is a binary sequence with length Ny R=(R,-::,R, ), R, is assumed to

1 if a mean-shift occurs to the i-th position,

be i.i.d, wheter R, :{ I<i<N; (2.2)

0 if a'mean-shift doesn't‘occur to the i-th position,

the probability of R, =1 i8S 4
a 0<A<1.

the probability of R, =0 is 1=4,

Assume there are ;K —1 segmentation points in the' data, and their locations are
Loty b, with 1=¢ <t <--*<f <tp =N Because there are K -1 segmentation
points now, the observation sequence Y is split into K groups. We call them

G,,G,,---,G ; 1n order, and let their means are 6,,6,,---,0, in order. That is, if ¥, belongs
to G,, u isequalto 0,.

Because we don’t know the real number of groups and the right locations of
segmentation points, the number of groups ( K) and the locations of segmentation points are
unsure. Here, I will apply Bayesian method and SBS to find the most probable segmentation

points and their locations. In the following, SBS is discussed:
5



We know that P(Ruz):woc P(Y|R)P(R),
_0:6)’
K e 2o
P(Y|R)= ,
lk:!:yieg;[lpk 1'271'0'5

and P(R) = A% (1- 1)V "

From (2.3),(2.4),(2.5) , We can get

(2.3)

(2.4)

(2.5)

(2.6)

(2.7)

, & (x,—6,) -2
oc Mm’m,tk_l z z T+K log(T) (because 4 and o, are constant)

k=1 y;eGroup k &

K —
o« Min {Z > (xi—ﬁk)2+2ofolog(%)},

KOOt k=1 y;eGroup k

where K is the group number.

(2.8)



Here, we let

where N is the number of data points,

K is the group number,

ék is the sample mean of group £.

Because §° is the unbiased estimator of o, we use § to estimate o .

&

Because A ‘ ybabili ift, ans_ the probability of unusual

will be in [jp=2 5.4 0.2 cc that ¥ will be outside of

[, — 5. ). ver : than u —30,, the

(2.10)

The other choices of A are possible to descriiae the probability of process change.



2.2 The influence of outliers

In real cases, because the semiconductor process is quite complex, sometimes data must
be taken down by people, and some unpredictable measurement deviations occur to the
measurement apparatus. Outliers may occur in the process. Here, there is an outlier detection

method that can avoid an outlier’s effect.

The outlier detection method includes two steps:
(1) Choosing the possible outliers, first.
(2) Checking the possible-outliers in order. If the possible outlier will affect the result, we

will considerthat the possible outlier is an outlier and delete it.

The usual” method of outlier detection is to' check, any observation lower than

Q, —SxIQRor higher than Q,+SxIQR . If there is an observation lower than Q, —SxIQR

or higher than" Q,+SxIQR , we consider that the observation is an outlier. In step (1), SBS

lets S=1.5 and uses the same method to find a possible outlier. That is, for each group, if any

observation thatsbelongs tosthe same groupris lower than Q, —1.5xIQR or higher than
Q,+1.5xIQR, we will consider that the observation is a possible outlier.

If a possible outlier ‘exists, in step (2);-we 'will delete the possible outlier from the data

and segment the data again. If we can get the same result, we consider that the possible outlier

is not an outlier. If we can’t get the same result, we consider that the possible outlier is an

outlier and delete it.



2.3 The algorithm

(1) Let input data = initial data, and initial group number( K,) = 1.

(2) Using input data to estimate o’ under K, group.
g mp B ; group

(3) Using §* to segment each group, and get new group number X,,,.

(4) Find a possible outlier from each new group. If a possible outlier exists, go to step (5).
Else, go to step (6).
(5) Check “Is the possible outlier an outlier?” If the possible outlier is an outlier, then delete

the outlier from the inp

ep (3). Else, go to step (6).

(6) Check “Does ., 7 If not equal, then le

i+l *

and go to step (2).Else,
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Figure 4. The process flow of the outlier detection (SBS)
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Chapter 3. New Method

3.1 Introduction of Multivariate Bayesian Segmentation (MBS)

Multivariate Bayesian Segmentation extends from Single variable Bayesian
Segmentation. The purpose of MBS is to segment many parameters’ historical data at a time.
In other words, the purpose of MBS is to find segmentation points from many parameters’
historical data.

Here, a segmentation point is a position where a mean-shift occurs to more than one
parameter’s data. For example, thete are 3 differentsparameters’ data as shown in Figure 5. In
Figure 5, we can find:

(1) In position:A; a mean-shift occurs'to parameter 1’s data.

(2) In position B, a mean-shift occurstto parameter 1’s data and parameter 2’s data.

(3) In position C, a mean-shift occurs to all parameters’ data.

So therejare threc segmentation points_in the data, and their locatiens are A, B, and C.
Because there.are three segmentation-points in the data, the data is split into four groups. We

call them G,,G,,G,.G, in order.

parameter

Y-glue
DENEY R

parameter

Taghe
201468

]

0

0

0

parameter

Y-uglue

20 2 4

0

1
ok
Sl

)

i

Figure 5. There are 3 segmentation points in the data.
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Next, I will introduce MBS:

Assume there are S different parameters and N observation vectors (¥,,---,Y, ).

For i=1,---,N, 171 can be shown in the following formula:

Vi Hi €

o}
Il
Il
+
Il
]
+
1
Il
J—l
=
M
l
Z
[%5)
—_
=
™M
SN—

(3.1)

Vis His Eis

where /i is the meanyecto ! bservation vector Y,

tiy ot Wi

For example, if there are 3 different parameters, there are 8 different change situations as

shown in Figure 6.
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Assume that the probability o

=P(E,)=A"-(1-2)"".

Because we don’t know the real number of groups and the right locations of the

segmentation points and the change situations of the segmentation points,

K.0 “"eK’p]’“"pN’El"“’E to, et

.0, LT «1 are unknown. Here, I will apply Bayesian

method and MBS to find the most probable segmentation points and their locations.
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P(J;“...’J;N |E1a"'aEN)'P(E1a"'aEN)
P(j’l:"'aj;N)

P(EP“"EN |J71’""37N)=

OCP(J~’19"")~’N |E1a"'»EN)'P(E1a"'aEN)

Jj=1 yiEGj

AT [0 ) of-365-0) s G- {10 00

And the maximum of the posterior probability is

L max
K.0 ., 0¢.py Py By

K,ép“',éx ’pla""pN’El BN

K60k 1>+

KGO i

K00 .pyooo

Here, we still need to solve so
1. How do we estimate the mean vectors?
2. How do we estimate the covariance matrix?

3. How do we choose the parameter A ?

3.1.1 How do we estimate the mean vectors?

We can use the change situation of the process to estimate the mean vector (éj). For

example, there are 3 different parameters and N observation vectors now. And there are 3

14



segmentation points in the data. Their locations are ¢,t,,t; with 1=¢ <t <t, <t,;<t,=N.
(1) In position ¢, a mean-shift occurs to parameter 1’s data.
(2) In position ¢,, a mean-shift occurs to parameter 1°s data and parameter 2’s data.
(3) In position ¢,, a mean-shift occurs to all parameters’ data.

And we can show them in Figure 7.

- - —~ -
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\
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20 40 & 80 100 12
tifhe
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. Paeeth_ oo = o
5 o
pararneter  « 2,000 o G S ;
- PR DN P
o 5 o=t e o
2 = ) o 0 Ped o o o B oo oo o o b
I i i IR B
20 40 & 80 100 12
tifhe
Singlp_C
o
- |5 o, e Y
o oo f% M Se nST
parameter o = G\OO . s ooooc! U\c"{ d %d  8Y° ]‘;
3 = FoS e, o0 A fin oo od Hiflo i T A i
= 5 T L v = =3
2 [F TR N Y e
20 40 & &0 100 12
fD [ [
fl fz r3 r4

Figure 7. There are 3 segmentation points in the data

Because there are 3 segmentation points in the data, the data can be split into 4 groups.
We call them G,,G,,G,,G, in order. That is, If )71 €G,, then I?l ~ N, (éj,E); é =

j=1,2,3.4.

For each éj, the usual method is using the data that belong to G, to calculate the

15



sample mean (S_(]. = 3_(.(2) ), and let éi be equal to S_(j; j=1,2,3,4. For example, if we

want to estimate 6?1(2) and 492(2), we can use parameter 2’s partial data that is in [z7,,7] to
calculate its sample mean (X_(](z) ), and let \_(1(2) be the estimator of «91(2). We can use
parameter 2’s partial data that is in [¢,,7, ] to calculate its sample mean (\_(2(2)), and let X_(Z(z)

be the estimator of 92(2).That is, let él(z) be equal to \_(,(2) and éz(z) be equal to \_(2(2).
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| | | I
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£
i} ‘fl fz f3 rq.

Figure 8. There are 4 groups in the data

Here, I will consider the change situation of the process to get the better estimator of ] .

Following the previous example, we want to estimate 191(2) and 92(2). But in position ¢, we

16



can find that a mean-shift only occurs to parameter 1. A mean-shift doesn’t occur to parameter

2 in position ¢,. 91(2) and 492(2) should be equal, and we can estimate them together. So we
can use parameter 2’s partial data that is in [7,,¢, ] to calculate its sample mean (S_('l 202) ), and

let Y

12y D€ the estimator of 6, and 6,, . Thatis, let 0

1(2)

3.1.2 How do we estimate the covariance matrix?

Definition 4.

A 1] & A T
z=ﬁj:l ;iegupj(K_Y")(z_Yj) , (3.4)
where. N 1s the numberof observations,
K isithe group number.
It is assumed that data is sufficiently large to estimate covariance matrix. Because S s
an unbiased estimator of ¥, I will use 3 to estimate = . Following:the previous example,
there are 3 different parameters’ and N observation vectors now. And there are 3

segmentation points in'the data; The data is shown as Figure'7. Because there are 4 groups

(G,.G,,G,,G,), K 1sequalto 4. And we can use the method that is introduced in the section

3.1.1 to estimate the mean vectors (91,92,53,674 ). Let the estimator of 51,92,93,54 be

671*, 92 ,53*, 54 . Finally, we put the information into the formula (3.4) , and we can get

:NLZ 3 (70)(7-4)"

3.1.3 How do we find the parameter lambda?

Because A is the probability of a mean-shift, 4 means the probability of unusual

conditions occur to the data. If a semiconductor engineer is interested in a certain parameter
17



X , X follows Normal(ux,of). There is a 99.73% chance that X will be in

[ 4, —30,, u +30, ], and there is a 0.27% chance that X will be outside of
[p,—30,,u +30,.]. So if X is bigger than x +30, or smaller than u -30 , the
semiconductor engineer will consider that an unusual condition occurs to the process. That is,
the semiconductor engineer will consider that there is a segmentation point in the process and

that the capability of the process has changed. Here, we let
A=P(X>u +30,)+P(X <y, —30,)=0.0027. (3.5)

But the semiconductor engineer can use the property-of the product process to determine

3.2 How to find the optimal.solution quickly:

From the formula ( 3.2) and the formula (3.3) , we know that

max {P(El,"',EN |J~’1:"'aJ~’N)}

K,0 0k Droiss Py sE s E oty oty

o min {i z()71.—~].)TZ_l(j)i—é/.)+2~10g[%j.2pl}.

K,61 ,'”,9,{ sP1 2PN sEl s'“,Eg\r RPN A j=1 }7‘ EG/-

So our purpose is to find a change situation that can minimize

K o \T - 1_2 N
> Z(yl—ef) z-l(y,.—aj)u-log[—j-Zp,
j=1 5,€G i=1

But if the number of the parameters or the number of observation vectors increase, the
possible change situation will increase. For example, assume there are 2 different parameters
and N observation vectors. For each observation vector, there are 4 different change

situations. They are

18



(1) No mean-shift

(2) A mean-shift occurs to the first parameter.

(3) A mean-shift occurs to the second parameter.

(4) A mean-shift occurs to the first and the second parameter.

Then, the number of the possible change situation is 4" .

Assume there are 3 different parameters and N observation vectors. For each
observation vector, there are 8 different change situations. They are

(1) No mean-shift.

So I will provide a me g d a change situation that can minimize

D

i > (3- j)TZ‘l(fi—éj)+2.1og(%).gpi_

Jj=1 yieGj

The method includes 3 steps:
(1) Decide the order of the segmentation points.
(2) Decide the change situation of the segmentation points.

(3) Decide the best solution from all possible change situations.
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3.2.1 Decide the order of the segmentation points

My idea is to find a position from all the positions first. Then I want to find a position
from the positions that remain. By the same way, I can decide the order of segmentation
points.

So we need to know how to choose a position from the possible position. Next, I will

explain how to choose a position from the possible position with an example. Assume there

Yiqy
are 3 different parameters and N observation vectors ( J,,---,7,), and y, = Yoy |
Yi3)
i=1,---,N. Assume we h y ne ation points in the data, and

Let

4.
Yiy ™ _S+2,1

N _ _ . | o
+_z |:yi(1) Y50 Vi)~ Y522 Yig) ~ Ysn3 :| Z Vi) ™ Ysi0s
) Yiz) T L5423

Lo s
where g e{2,,N}\{t, -1},

and (ul,u2,~~-,us+1):theorderof (tl,tz,-n,ts,q),where U <--<yg,,.
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and Y ,Y,,Y3.% .5, 5, Y0 1, Y05, Y5 p 5 ¢ the sample mean of some

I, I Fsva
l \
A —
parameter ‘
1 —
= )i g
}1 5 zl_z }S+Z.1
l \
parameter
2 — — v
}13 }%3 1 S+2.1
l \
parameter
3
b2 Vi Vi, e e Vitgu Vi
Figure 9.

We pluggin values from small to large in {2,---,N } \{tl,m,ts} as) g, and we calculate

the value of Fy(g). Then we can, choose a position whose value of F; (¢) is the minimum,
and let the pesition . be the S+1 -th segmentation point. That is, if
he{2,---,N}\{t,---,t5} and Fs(h)zmin{ Fs(q)|‘v’qe{2,...,N}\{tl,...’tS} }’ 5, is the

S +1-th segmentation point. By the same way, we can decide the order of the segmentation

point.

3.2.2 Decide the change situation of the segmentation points

In section 3.2.1, we learned how to decide the order of the segmentation points. In this
section, I will decide the change situation of the segmentation points. First, we used the

method that was introduced in section 3.2.1 to find the order of the segmentation points.
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Second, according to different situations, we used the method that was introduced in the

section 3.1.1 to estimate 67/,. Finally, we need to choose a situation that can minimize

i (}i_é/)T Zl(f’i_é,‘)“‘z'log(%j'i:pi- (3.6)

For example, there are 3 different parameters and 5 observation vectors (J,, -+, 75 ). And
we use the method that was introduced in the section 3.2.1 to get the order of the
segmentation points: y, — y, =¥, —> Js. Becausesthere are only 3 parameters, there are 7
possible change situations of a segmentation point.

(1) A mean-shift oceurs to the firstjparameter:

(2) A meansshift occurs tothe second-parameter.

(3) A mean-shift occurs to the third parameter.

(4) A mean-shift occurs to the first and the second parameters.

(5) A mean-shift occurs to the first and the third parameters.

(6) A mean-shift occurs'to the second and the third parameters.

(7) A mean-shift occurs to all parameters.

First, we assume only J; i1s a segmentation point, and others are not segmentation points.

1. Let a mean-shift occur to the first parameter in y,, and use the method that was

introduced in section 3.1.1 to estimate the mean vector (éj ). Then we input them into

the formula (3.6) and get a value (called value 1).

2. Let a mean-shift occur to the second parameter in y,. In the same way, we can
estimate the mean vector (é ) and get a value (called value_2).

3. Let a mean-shift occur to the third parameter in y, . In the same way, we can estimate
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the mean vector ( éi) and get a value (called value 3).

Let a mean-shift occur to the first parameter and the second parameter in j,. In the
same way, we can estimate the mean vector (éj) and get a value (called value 4).

Let a mean-shift occur to the first parameter and the third parameter in y,. In the
same way, we can estimate the mean vector (éj) and get a value (called value 5).

Let a mean-shift occur to the second parameter and the third parameter in . In the
same way, we can estimate the mean vector (éj) and get a value (called value 6).

Let a mean-shift occur to all the parameters'in._y;. In the same way, we can estimate

the mean vector (éj) and get a value(calledwalue 7).

Then we choose a situation.whose value is the minimum of (value 1, value 2, value 3,

value_4, value 5, yalue 6, value 7), and let the change situation of _p, be that situation.

Here, we assume that the change situation of y; is(m), 1<m<7.

Second, we assume both y, “and y,| ate s€égmentation points and the change situation

of y, is(m). By the same way, we can let

1.

2.

A mean-shift occurs to the first parameter in..7, .

A mean-shift occurs to the'second parameter in y, .

A mean-shift occurs to the third parameter in j, .

A mean-shift occurs to the first and the second parameters in y,.
A mean-shift occurs to the first and the third parameters in y,.

A mean-shift occurs to the second and the third parameters in y,.

A mean-shift occurs to all the parameters in y,.

Then we use the method that was introduced in section 3.1.1 to estimate the mean vector

(éj) in order. And we input them into the formula (3.6). We will get a value for each
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situation, and we will have 7 values. Finally, we choose a situation whose value is the

minimum of the 7 values, and let the change situation of y, be that situation. In the same

way, we can decide all the change of the segmentation points.

3.2.3 Decide the best solution from all the possible change situations

In this section, I will use the formula (3.3) to decide the number of the segmentation
points. And we can find the best solution of the formula (3.3). If there are N observation
vectors now, the possible number of the segmentation points is from 0 to N —1. Assume that
the number of the segmentation pointsis 7 and 0 <7< N,—1. Then we can use the method
that was introduced insthe section 3.2.1 to find the first™ 7 segmentation points. And we can
use the method that was introduced jin section 3.2.2 to decide the change situations of the first

r segmentation points. Let » be from 0 to. N —1. We use the method that was introduced
in section 3.1.1 to estimate 67]. and put them into the formula (3.6) for each r. Finally, we

only want to find a change situation whose value is the minimum.

3.3 The influence of outliers

In real case, because thessemiconductor process is‘quite complex, sometimes data must
be taken down by people, or some unpredictable measurement deviations occur to the
measurement apparatus. Outliers might occur in the process. In the section 2.2, SBS provided
an outlier detection method to avoid the influence of outliers. In this section, I will use the
outlier detection method that was introduced in the section 2.2 to avoid the influence of
outliers.

The outlier detection method includes two steps:
(1) Choosing the possible outlier first.

(2) Checking the possible outliers in order. If the possible outlier will affect the result, we
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will consider that the possible outlier is a outlier and delete it.

The usual method of outlier detection is to check that is any observation lower than
Q, —SxIQR or higher than Q,+SxIQR . If there is an observation lower than Q, —SxIQR
or higher than Q,+SxIQR, we consider that the observation is an outlier. In step (1), SBS
lets S=1.5, so I also let S=1.5 here. And we use the same method to find a possible outlier.
That is, for each group, If any observation that belongs to the same group is lower than
Q, -1.5xIQR or higher than Q,+1.5xIQR, we will consider that the observation is a
possible outlier.

If a possible outlier exists, in step (2), we will delete the possible outlier from the data and
segment the data“again: If we-can-get the same result, we. consider that the possible outlier is
not an outlier. Tf we can’t get the same result, we consider that the possible outlier is an outlier

and delete it. When the remaining data is too few, we may not consider outlier detection.

3.4 The algorithm

(1) Let input data = initial data, and initial group number(XK,) = 1.

(2) Use the input data to estimate X under K, group.

A

(3) Use X to segment each group, and get new group number K., .

(4) Find a possible outlier from each new group. If a possible outlier exists, go to step (5).
Else, go to step (6).

(5) Check “Is the possible outlier an outlier?” If the possible outlier is an outlier, then delete
the outlier from the input data, let K, =1, and go to step (3). Else, go to step (6).

(6) Check “Does K, equal K, ?”Ifnotequal, thenlet i=i+1 and go to step (2). Else,

break and output the result.
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Chapter 4. Experiment
In this chapter, we will discuss many cases of three dimensional simulation results. We
can use these cases to compare Multivariate Bayesian Segmentation with Single Variable
Bayesian Segmentation. In each case, the data are simulated by joint distribution of several
distributions (E,,E,,---), where E, is a multivariate normal distribution. E,E,,--- with the

same covariance matrix( > ) but different mean vectors. That is,

E, ~ Multinormal (/,,2); k=1,2,---,

is the standard

The main cases we want to discuss following below:
(1) No shift.
(2) Shift three times and balanced.

(3) Shift three times and unbalanced.
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Here, no shift means that there are no segmentation points in the data, and shift three
times means there are three segmentation points in the data. Balanced means that every
group’s number is the same, and the levels of the shifts are the same. Unbalanced means that

every group’s number is different, and the levels of the shifts are different.

For each main case, we will discuss the levels of the correlation coefficient (p), so we
will let p equal 0, 0.4, 0.8. We will discuss the effect of the standard deviations (o,,0,,0;),
so we will let them be the same or be different. We will discuss the effect of an outlier, so we
will replace two outliers from the data,whose values are 5 and 6 times IQR higher than the

third quartile. In each case, we.will simulate 500 times to the simulated classification rate.

4.1 No Shift Case

Table 1 Resultl of no shift

No Adding Adding outlier

outlier
case mean size (0'1,0'2,0'3) P SBS MBS SBS MBS
1 0 50 @€,1,1) 0 97.6% | 98.2%u| 98.2% | 98.2%
2 g 50 (1,1,1) 04 |97.4% | 97-8% | 98.2% | 98.8%
3 50 (1,1,1) 0.8 97.8% | 98.4% | 99% | 99.6%
4 0 50 (1,2,3) 0 96.8% | 97.2% | 98.4% | 98.4%
5 g 50 (1,2,3) 04 | 97.8% | 98.6% | 98.8% | 99%
6 50 (1,2,3) 0.8 | 97.6% | 98.6% | 99.2% | 99.8%
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Table 2 Result2 of no shift

No Adding Adding outlier

outlier
case mean size (0'1 ,0,,0, ) P SBS MBS SBS MBS
7 0 100 (L,1,1) 0 97.2% | 98% | 98.4% | 98.6%
8 0 100 (1,1,1) 0.4 | 95.8% | 97.4% | 98.6% | 99.2%
9 100 (1,1,1) 0.8 | 98.4% | 98.6% | 98.8% | 99.8%
10 0 100 (1,2,3) 0 96.2% | 97.6% | 98.6% | 98.4%
11 g 100 (1,2,3) 0.4 | 97.6% | 98:4% | 98.8% | 98.8%
12 100 (1,2,3) 0.8 [:97.8% |"98.6% | 99.4% | 99.8%

From Table 1 and Table 2, we can find that the results of MBS are all better than the

results of SBSfor any situation.

4.2 Shift three-times and Balanced Case

Table 3 Result] of shift three times and balanced

No:Adding Adding

outlier outlier
case mean size (01,02,63) P | SBS | MBS | SBS | MBS
13 574 | 51.8 | 60.8 | 56.3
(30,30,30,30) | (1,1,1) 0
3 % % % %
14 60.8 | 63.2 | 61.6 | 61.2
3|3 (30,30,30,30) | (1,1,1) | 0.4
ol 13 % % % %

61 | 88.4 | 6l 84

15 (30,30,30,30) | (1,1,1) | 0.8
% % % %
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Table 4 Result2 of shift three times and balanced

No Adding Adding

outlier outlier

case mean size (6.,0,,0) | P | SBS | MBS | SBS | MBS

16 61 552 | 634 | 51.6
(30,30,30,30) | (1,2,3) 0

% % % %

OLP3 3 58 60.2 | 58.6 | 584

17 | {lo] |o| [42| |42]| | (30,30,30,30) | (1,23) | 04 5 . . .

ol (0] |0]]|52 /o /o /o /o

18 604 | 8.4 | 614 | 814
(30,30,30,30) | [(1}23)" 0.8

% % % %

19 57.8 | 532 | 59.6 | 55.4
(50,50,50,50) | (1,1,1) |0

3 % % % %

61 62.8 | 614 | 61.4
20 043 (50,50,50/50) 1 (1,1,1) | 0.4

ol lo % % % %

21 6112 | 88.8" 60.8 | 84.8
(50,50,50,50) | (1,1,1) | 0.8

% % % %

22 608 | 53.8 |;61.2 | 52.8
(50,50,50,50) | (1,23) | 0

% % % %

SE3 3 57.8 61 58 58.2

23 Of (4201 42|| | (50,50550,50) | (1.23) 104" } . o

0|0 | [52 /o % /o /o

24 61.2// 89.8 | 60.6 | 80.6
(50,50,50,50) | (1,23) | 0.8

% % % %

From Table 3 and Table 4, we can find that if the correlation coefficient (p) is 0 and that
the results of MBS are worse than the results of SBS. If the correlation coefficient (p) is
bigger than 0.4, the results of MBS are better than the results of SBS. And if we add outliers

into the data, we still can find the same results.
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4.3 Shift three times and Unbalanced Case

Table 5 Result of shift three times and unbalanced

No Adding Adding
outlier outlier
case mean size (6,0,,6;,) | P | SBS | MBS | SBS | MBS
25 58 | 564 | 54 | 528
(10,25,50,35) | (1,1,1) | 0
% % % %
01222 54 | 602 | 54.6 | 55.8
26 o |o] [7| |7 (10,25,50,35) L (1,L1) |04 | . . o
0| |o| |o] |10 4 %o % %
27 592 | 704 | 60 | 73.6
(10,25,50,35) | (1,1,1) | 0.8
% % % %
28 60.8 [ 58 | 56.8 | 52
(10,25,50,35) | (1,2.3) 1" 0
% % % %
O |21 2 628 | 654 | 56 | 57
29 0 991 199 | (10255035)| - (1,2,3) | 044 = " . .
0 0| 17 % ¥ % %
30 63.2 | 71.4 |'56.2 | 78.6
(10,25,50,35) | - (1,2.3) | 0.8
% % % %
31 572 | 56.2+| 53.8 | 52.6
(15,35,7030)|  (1,1,1) | 0
% % % %
R 54.4 11612 | 54.8 | 55.2
32 0| (0| 7] |7 (15,35,70.30) | (LL1) “[04 |~ ~ o . .
0| |o| |of"t10 % s % %
33 5841712 | 60.2 | 74.4
(15,35,70,30) | (1,1,1) |-0.8
% % % %
34 61.4 | 58 | 58.2 | 54.2
(15,35,70,30) | 1(1,23)" |" 0
% % % %
0 2112 622 | 64.8 | 56.8 | 57.6
35 |]lo 99| [99|| | (15,35,7030) | (1.23) |04 | y . .
0 0|17 % %o % %
36 64 | 72.8 | 54.8 | 76.4
(15,35,70,30) | (1,2,3) | 0.8
% % % %

From Table 5, we can find that if the correlation coefficient (p) is 0 and the results of

MBS are worse than the results of SBS. If the correlation coefficient (p) is bigger than 0.4,
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the results of MBS are better than the results of SBS. And if we add outliers into the data, we

still can find the same results.
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Chapter 5. Conclusion

In this paper, MBS is used to segment many parameters’ historical data at a time and find
the position where the change occurs to the process. In Chapter 4, we used many differences
to compare MBS with SBS. From the comparison process and the result, we can find:

(1) If there are many different parameters, SBS must be run several times, but MBS only
need to run one time. so MBS is more efficient than SBS.

(2) Under the no shift case, thelresults of MBS are always better than the results of SBS.

(3) Under shift three times and balanced case, if the degree.of the correlation coefficient is
bigger, theiresult of MBS is better:

(4) Under -shift three [times and unbalanced' case, if the, degree of the correlation

coefficient is bigger, the result of MBS is also better.

So, if there.are many parameters.in the data, and the correlation coefficient is not small, it
is suitable to use. MBS to operate the data. MBS may be applied in the semiconductor industry,
because there are many:different parameters relating to the processy If an engineer uses MBS
to find the segmentation point, we only need to run it one time. The engineer will work more
efficiently. And we can use MBS to get a right segmentation point with consider the effect of

the parameters’ interaction. SBS can’t be used to do that.

In future work:
(1) When correlation coefficient is small, SBS is better than MBS. When correlation
coefficient is large, MBS is better than SBS. So we can investigate a method that can

determine whether MBS or SBS shall be used.
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(2) In this paper, our condition is laid in multivariate normal distribution with unchanged
covariance matrix. Therefore, we could discuss the classification of random
assignment material with the changes of covariance matrix in the future. If the
covariance matrix has changed, we need to discuss how to detect the position where

the covariance matrix has changed.
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