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We study the existence of positive radially symmetric solutions of 
Au + g(lxj) f(u) = 0 in annulus with Dirichlet (Dirichlet/Neumann) boundary 
conditions. We show that the equation has a positive radial solution on any 
annulus if f and g are positive and f is superlinear at 0 and co. 0 1989 Academic 

Press, Inc. 

1. INTRODUCTION 

In this paper we consider the existence of positive radial solutions of the 
equation 

~u+g(lxl)f(~)=o in R-c 1x1 CR, (1.1) 

x E R”, n 2 2, with one of the following sets of boundary conditions: 

u=O on (xl =R and u=O on 1x1 =R, (1.2a) 

u=O on 1x1 =R and 
l3U 
&=O on 1x1 =R, (1.2b) 

$=O on 1x1 =R and u=O on 1x1 =R. (1.2c) 

Here r = 1x1 and a/& denotes differentiation in the radial direction. 
This paper was motivated by the recent works of Bandle, Coffman, and 

Marcus [l] and Garaizar [6]. When g(r) = 1, Bandle et al. [ 1) proved 
that the problems (1.1 ), (1.2) have positive radial solutions for any annulus 
in KY, n 2 3, under the assumptions 
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(A-O) f~Cl(R),f(t)>O for t>O, andf(O)=O, 

(A-l) f is nondecreasing in (0, co), 
(A-2) lim,,,f(u)/u= co, 

(A-3) lim, _ 0 f(u)/u = 0. 

In [6], Garaizar proved various existence and nonexistence results. Among 
them, existence of positive radial solutions on any annulus was proved by 
assuming (A-O), (A-3), and 

(A-2), there are b > 0, constants d,, d, > 0, and k > 1 such that 
d,uk<f(u)<d2uk for u>b. 

It is easy to see that Conditions (A-2) and (A-3) are in a sense necessary 
for the existence of positive radial solutions on all annuli (see, e.g., [ 11). In 
this paper we will show that they are sufficient too. In fact, we prove the 
existence of positive solutions on any annulus for (l.l), (1.2) when f 
satisfies (A-2), (A-3), and 

(A-O)’ (i) f EC’(R), f(u)>Ofor u>O, 

(ii) gE C’((0, co)), g(r)>0 for r>O and is not identically zero in 
any finite subinterval of (0, co). 

The method used here is the shooting method combined with the Sturm 
Comparison Theorem. 

Various uniqueness and nonuniqueness results for Problem (l.l), (1.2a) 
have been obtained by many authors (see, e.g. [3,9, lo]). Existence results 
for positive non-radially symmetric solutions were observed in [2,4]. The 
problems of non-radially symmetric bifurcation from the radial solutions 
were studied by Dancer [S], Smoller and Wasserman [ll], and Lin [8]. 

2. 

Since we are interested in a radial solution u = U(T), we shall write (1.1) 
in the form 

n-l 
d’(r)+ r - u’(r) + f.?(r) f (u(r)) = 0 in (R, R). (2.1)* 

Thus, for n > 3, in terms of variables 

s= {(n-2) F*}-’ and 4s) = 4-L 

Eq. (2.1)* can be rewritten as 

4s) + p(slf(4s)) =0 in (so, s,), (2-l ) 
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where 

p(s)= [(n-2)s]-kg([(n-2).$““-2), 

2n-2 
kc- 

n-2’ 

so= {(n-2)R”-2}-‘, 

and 

sl= {(n-2)Rflp2}-‘. 

As for n = 2, in terms of variables 

s=+-logR+logr and 4s) = u(r), 

Eq. (2.1)* can also be written as (2.1) with 

p(s) = R2e2Sp1g(ReS-“2) 

and 
sg = $ and s,=$-logR+logR. 

It is clear that p satisfies (A-O)‘(ii). 
The boundary conditions become 

u(s()) = u(s*) = 0, (2.2a) 

u’(s,) = U(Sl) = 0, (2.2b) 

u(sJ = u’(s1) = 0. (2.2c) 
From now on, we shall concentrate on Problem (2.1), (2.2). 

Using backward shooting, we consider the family of solutions of the 
initial value problem 

es) + 74s) f(u(s)) = 0 for s<si (2.3) 

u(s,)=O, u’(s,) = -b, (2.4) 

where b > 0 is the shooting parameter. 
Here S, > 0 will be kept fixed throughout the paper. 
For every b > 0, Problem (2.3), (2.4) has a unique solution u( .) = u( ., 6) 

with the maximal domain of existence (s(b), sl). 
It is easy to check that (2.3), (2.4) is equivalent to the integral equation 

u(s)=b(sl-s)-jSI’(r-s)p(t)f(u(t))dt, s<sl (2.5) 
s 
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and solution u also satisfies 

z+)=u(S)+u’(S)(~--S)+~S(t-~)p(t)f(~(t))dt 
s (2.6) 

for S, SE (s(b), sl). 
From (2.5), if u is positive in some interval (~1, si) with ~12 0, then 

U(S)<b(.s, -s) in (a, sl). (2.7) 

If u has a zero in (s(b), si), denote s,(b) = inf{s,: U(S, b) > 0 in (so, si)}. 
By standard results in o.d.e., the functions (s, b) + U(S, b) and (s, b) -+ 

u’(s, b) are continuously differentiable in the set 

Since u’(sO(b), 6) > 0, by the implicit function theorem, the set 

I- (b>O:s,(b)>O) (2.8) 

is open and sO( .) E C’(Z). 
For Problem (2.1), (2.2b), we need to consider the set 

I, = {b > 0: a’(~, b) = 0 for some T  E (0, s,) and U(S, b) > 0 in (T, s,)}. (2.9) 

If b~l, then 

f(U(T, 6)) > 0. (2.10) 

Otherwise, iff(u(r, b)) = 0 then the initial value problem 

W) + P(S)f(U(S)) = 0 in (T, s1)9 

U(T) = U(T, b), 

u’(t) = 0 

has solution U(S) = U(T, b) for any s in (0, s,). Therefore, the uniqueness of 
initial value problem of o.d.e. implies U(S, b) = U(T, b) for any s in (0, sl), a 
contradiction. By (A-O)’ and (2.10), if b E I, and a’(~, b) = 0, then 

u’(s, b) < 0 for s E (z, sr), 

u’(s, b)>O for s E (f(b), T), 
(2.11) 

where S(b) = s,(b) if b EZ and S(b) = 0 if -b#Z. Therefore, we shall denote 
this unique T  by t(b) which is also the maximum point of u( ., 6) in 
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(I, s,). It can b e verified that I, is an open set and T( -) E C’(I,). It is also 
clear that 

ZCII. (2.12) 

Let 

and 

.I= {s,(b): b E Z} 

J, = {T(b): bEI,}. 

Then (2.1), (2.2a) and (2.1), (2.2b) have positive solutions if we can prove 
(0, si) c J and (0, si ) c J, , We need several lemmas to achieve these results. 

We begin with the study of I when b is sufficiently large. 

LEMMA 2.1. Assume conditions (A-O)’ and (A-2) are satisfied. Then r(b) 
is defined when b is sufficiently large and 

lim r(b) = si. 
b+w 

(2.13) 

Furthermore, we have 

lim u(r(b), 6) = co. 
b-m 

(2.14) 

Proof: If the lemma were false there would be a point to E (0, s,) and a 
sequence bk + co with 

4(s) ’ 0 and u;(s) < 0 in bo, s1 1, (2.15) 

where u,Js) = U(S, bk). 
Let S= (r. + s,)/2, we claim that 

lim sup uk(S) = co. 
k-m 

(2.16) 

Suppose that this is not the case. Then there exists a constant M > 0 such 
that 

Uk(S) s M for all k,. (2.17) 

Now, by (2.5) and (2.17), 

uk(S)=bk(F)-j:i (t-s)p(t)f(u,(t))dt 

-C 
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for some constant C 2 0. But, by (2.17), this is impossible. Therefore (2.16) 
holds. By choosing a subsequence of 6, if necessary, we may assume 

lim uk(S) = cc. 
k+m 

(2.18) 

By (A-O)‘, there exists a subinterval (sb, s;) of (r,, S) such that 

P(S)>Po>O in (sb, s;). (2.19) 

Denote 

then 

By (2.18) and (A-2), 

lim M,=co. 
k-too 

(2.20) 

By (2.3), uk satisfies 

d(S) + p(s) Ilk(S) u(k) = 0 in (sb, 41, 

where 

Now, 

hktS) ~ f(‘&)) 
uk(s) 

and 

let uk be a solution of 

h) hk(S) 2 P&k in (sb, s;). (2.21) 

u”(S) + poM,u(s) = 0 in (sb, s;). 

(2.19) and (2.20) imply that vk has at least two zeros in (sb, s;) when k is 
sufficiently large. By (2.21) and the Sturm Comparison Theorem, uk has at 
least on zero in (sb, s;). But, by (2.15), this impossible. Hence, (2.13) holds. 

Next, we will prove (2.14). Suppose that (2.14) does not hold. Then there 
exist a sequence b, -+ co and a constant A4 > 0 such that 

where 

uk(rk) d M for all k, (2.22) 

uk(s) = u(S, bk) and zk = $bk). (2.23) 



and define 

V(s) 3 V(s, b) = ;d2(s) + p(s) F(u(s)). 

Since 

V’(s) = P’(S) F(u(s)), 

(2.24) 

(2.25) 

(2.24) 

I+,) = V(r(b)) + j-“ p’(t) F(u(t)) dt. 
r(b) 

Therefore, we have 

(2.27) 

(2.22) implies that the right hand side of (2.27) is bounded; this is 
impossible. Therefore (2.14) holds. This completes the proof. 

When p(r) is decreasing, as in the case g z 1 and n > 3 in [ 11, by 
the result of Gidas et al. [7], r(b)< (s,(b) + s,)/2, which implies 
lim b-cc s,(b) = si. But we are not assuming g is decreasing, so we need a 
similar argument as in the previous lemma to prove s,(b) -+ sr as b + 00. 

LEMMA 2.2. Assume conditions (A-O)’ and (A-2) are satisfied. Then s,,(b) 
is well-defined when b is sufficiently large and 

lim s,,(b) = sl. 
b-m 

(2.28) 

Proof. If (2.28) were false there would be a point SUE (0, sl) and a 
sequence b, + co with 

Uk(S) ’ 0 and u;(s) 2 0 in (so, tk), (2.29) 

where uk and rk are as in (2.23). 
Denote 

so+s, S=T. 

By (2.13) we may assume S < rk for any k. We claim that 

lim sup z+JS) < co. 
k-m 

(2.30) 



Utherwise, by tne bturm Lomparlson lneorem again, uk nas zeros in 
(S, TV) when k is sufficiently ;arge, which is impossiXe by (2.29). (Tote that 
T~+J’~ as k-+co.) 

Using (2.6), we have 

Therefore, (2.14) and (2.30) imply 

lim u;;(S) = 00. 
k-cc 

Since un < 0, 

lim u&J = co. 
k+w 

By (2.6) and (2.30), 

(2.31) 

uk(s) = ukh) + u;(sO)(s- h3) + j-F tt -s’) dt) f(Uk(t)) dt 
30 

2 l&(so) @l -so) -- 
2 

c 

for some constant C. Hence, (2.31) implies 

lim uk(S) = 03, 
k-m 

but this is impossible by (2.30). This completes the proof. 

Next, we will study the behaviour of r(b) and s,(b) as b +O+. The 
results depend on the integral jz tp(t) dt. We shall investigate the problem 
in the following two cases: 

Case 1. JS: tp(t) dt = 03, (2.32) 

Case 2. S: tp(t) dt < 00. (2.33) 

Case 1 occurs when n 2 3 and g(0) > 0 or g(r) -+ 0 slowly as r --) O+. Part 
of Case 1 has been studied in [ 11. Case 2 occurs when n = 2 or n 2 3 with 
g(r) + 0 rapidly as r + O+. 

LEMMA 2.3. Assume conditions (A-O)’ and (A-3) are satisfied. Then for b 
sufficiently small we have 
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(a) s,(b) > 0 if (2.32) holds andf(u) > 0 in (0, uO) for some u,, > 0; 

(B) lims+o u(s, b) > 0 zj- (2.33) holds; 

(y) b 4 I, if p satisfies the condition 

I 
SI 

p(t) dt < 00. 
0 

(2.34) 

Proof: To prove (a), it suffices to show 

(CC) if b is sufficiently small and u( -, 6) > 0 in (0, si), then 
lim .+ou(s,b)=O. 

Proof of (~1’). Since u >O and concave in (0, s,), lim,,,+ u(s, b) = 
u1 > 0. If u1 > 0, then there exists a constant c > 0 such that f(u(s)) > c for 
SE (0, sJ2). Therefore, by (2.5), for any SE (0, sJ2) we have 

u(s)<b(s, -s)-jS”* (t-s)p(t) f(u(t))dt 
s 

I 
a/* 

db(s,-s)-c (t-s) p(t) dt. 
s 

Hence, for any s E (0, sJ2) 

I 
Sll2 

C (t-s)p(t)dt<bsI. 
s 

But this is impossible in view of (2.32). Therefore u1 = 0 and (a’) holds. 

Proof of (/I). Assumption (A-3) implies that for any E >O there exists 
6>0 such that 

f(u) 6 El4 

whenever 0 < u < 6. 
Let M=j: tp(t) dt. 

and F(u)+* (2.35) 

Using (2.5), for b<</s, and SE (0, s,/2), we have 

u(s)>b(s,-s)-&j-“(1-s)p(t)u(t)dt 
s 

> b(s, -s) - .&bs, 

Hence, (B) holds when E (and so 6) is small. 

505/8l/2-2 
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Proof of (7). Let M, = sz p(t) dt. Then, for b < 6/s,, 

u’(s)= -b+lS’p(t)j-(u(t))dt 
5 

6 -b+Mlbsl 

= -b(l -sM1.sl). 

Therefore, u’(s) < 0 in (0, sr) if E is small. This completes the proof. 

LEMMA 2.4. Assume conditions (A-O)’ and (A-3) are satisfied. Then we 
have 

(a) if(0, b,)cZ,for some b,>O, then 

lim z(b) = 0; 
b-0 

(2.36) 

(a) if (0, b’) c Z for some 6’ > 0, then 

lim s,(b) = 0. 
b-0 

(2.37) 

Proof In the casef(u) > 0 for u > 0, (a) and (fi) can be proved by using 
estimates for eigenvalue problems in o.d.e. as in [ 11. Here, we give another 
proof. By (2.25), (2.26), and (2.35), for b<S/s,, we have 

dr(b)) F(u(@))) = ; - c, p’(t) F(u(t)) dt 

9 (2.38) 

where v + = max(v, 0). 
If (2.36) were false there would be a point t0 > 0 and a sequence b, -+ 0 

with z(bk) > ro. Then 

jj = sup p(z(b,)) < +co 
k 

and 

s :,1,, W(t)) + dt G s” ‘o W(t))+ dt< ~0. 
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Therefore 

F(u(r(b,))) 2 $ (2.39) 

by choosing an E which is sufhciently small in (2.38). 
On the other hand, (2.35) implies 

a contradiction to (2.39). This proves (IX). 
Since Ic I, and s,(b) <z(b), (2.37) follows from (2.36). This completes 

the proof. 

LEMMA 2.5. Assume conditions (A-O)‘, (A-2), and (A-3) are satisfied. 
Then we have 

(i) for any connected component (b,, 6,) of Z, 

lim 
b-6; 

sO( b) = 0; (2.40) 

(ii) for any connected component (a,, g,) of I,, 

lim r(b) = 0. 
b-b,+ 

Here I and I, are given in (2.8) and (2.9). 

ProoJ Let (6,) 6J be a connected component of Z. 
In Case 1, i.e., (2.32) holds, either 6, =0 or 6, > 0. If 6, =0 the result 

follows from Lemma 2.4(p). In case 2, i.e., (2.33) holds, by Lemma 2.3(/I) it 
is necessary that 6, > 0. We shall prove (2.40) when 6, > 0. Suppose that 
this is not the case; then there exist a point s0 > 0 and a sequence bk + 6, 
with s,(b,) + se. Then u(sO, 6,) = 0, i.e., i;, E 1, a contradiction to (6,) 6,) is 
a connected component of I. This proves (i). 

Next, let (gl, a,) be a connected component of I,. 
If 6, =0 the result follows from Lemma 2.4(a). If 6, > 0 and 

iim b-g,+ r(b) #O, then there exist a z,, > 0 and a sequence b, + 5, with 
$bk) + rO. Since u’(T(bk), bk) = 0, u’(r,,, 5,) = 0 i.e., 5, E I,, a contradiction. 
This proves (ii). 

The proof is complete. 

For problem (2.1), (2.2c), we can apply the result of Bandle et al. [ 11: 
Suppose that (A-3) holds and Problem (2.1), (2.2a) has a positive solution 
for every sO, s, such that 0 < s0 < s, < 00, then (2.1), (2.2~) has a positive 
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solution for every sO, s1 as above. However, we can use the forward 
shooting method to obtain the same result. Here, we only sketch the main 
steps and results. 

For a fixed s0 > 0, consider the family of positive solutions U(S) = u(s, a) 
of the initial value problem 

u”(S) + P(S) f(e)) = 0 for s>sO, 

4%) = 0, U’(Q) = a, 

where a > 0 is the shooting parameter. Define the set 

I0 = {a > 0: u’(r, a) = 0 for some r > s0 and U(S, a) > 0 in (s,,, r)}. 

For UEZ,, denote the unique maximum point r,(u); then I,, is open and 
zO( .) E C”(Zo). By similar arguments as in Lemmas 2.1, 2.4, and 2.5, we can 
prove 

LEMMA 2.6. Assume conditions (A-O)‘, (A-2) and (A-3) are satisfied. 
Then we have 

(a) for sufficiently large a, ~~(a) is defined and lim,, o. ro(u) = so; 

(B) let (a,, u2) be a connected component of I,; then we have 

(i) lim .+,: To(a)= a; 
(ii) if a, < co, then lim,,a2- ~~(a) = co. 

As a consequence of Lemmas 2.1-2.6, we have 

THEOREM 2.1. Assume conditions (A-O)‘, (A-2), and (A-3) ure satisfied. 
Then (l.l), (1.2a), (1, l), (1.2b), and (l.l), (1.2~) have at least one positive 
radial solution for all R, R such that 0 -C R -C i? -C co. 

Proof Lemma 2.2 implies I# 4 and there exists 6, > 0 such that 
(61, co)c 1. Lemma 2.5(i) implies the set {s,(b): bE (6,, co)} I (0, s,). This 
proves that (2.1), (2.2a) has a solution for any so c sr . 

Lemma 2.1 implies I, #d and there exists 8, >O such that (gI, co) c Z. 
Lemma 2S(ii) implies (z(b): b E (a,, co)} I (0, sl). Hence, (2.1), (2.2b) has 
a solution for any so < sr. 

Similarly, Lemma 2.6 implies (2.1), (2.2~) has a solution for any so < s,. 
This completes the proof. 

Remark. With a slight modification of the previous arguments, we can 
obtain existence results for positive radial solutions of the equation 

du+f(lxl, u)=O in R<jxl <R 



POSITIVE RADIAL SOLUTIONS ON ANNUL1 233 

with boundary condition (1.2a) (or (1.2b) or ( 1.2~)) on any annulus when 
f(r, U) satisfies some appropriate conditions. Here we give assumptions as 
follows: 

(A-O)” f(r,u)eC’((O, co)xR),f(r, u)>Ofor u>Oandf(r,O)=Ofor 
r > 0, 

(A-2)” lim, _ co f(r, u)/u = cc uniformly on any finite subinterval 
CR,, &I = (0, ah 

(A-3)” there exists a positive function p( .)E C”((0, co)) such that 
lim U+o+ f(r, u)/p(r) u = 0 uniformly on any finite subinterval [R,, R,] c 
(0, a). 
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