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A variables sampling plan for processes with multiple characteristics

Student: Jia Huei Lee Advisor: Dr. W. L. Pearn

Department of Industrial Engineering and Management

National Chiao Tung University

Abstract

Acceptance sampling plans have been one of the most practical tools used in
classical quality control applications. It is a practical tool for quality assurance
applications involving quality contract on product orders. The sampling plans
provide the vendor and buyer decision rules for product acceptance to meet the
present product quality requirement. A well-designed sampling plan can
effectively reduce the difference between the actual supply quantity and order
quantity. According to today’s modern quality improvement theory, the
manufactured product involving more than one quality characteristic is quite
common. Therefore, in this paper, we introduce a new variables sampling plan
based on process capability iddex S;k to. deal with product acceptance
determination for multiple charactenistics: Practitioners can use the proposed
method to determine the number of required-in section units, the critical
acceptance value, and make reliable decisions in product acceptance. At the end,
a case study is also presented. to illustraterhow the proposed procedure can be
constructed and applied to the real applications.

Keywords: Acceptance sampling plans, Process capability index, Process yield,
Multiple characteristics, Critical acceptance values, Decision making.
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Chapter 1. Introduction
1.1. Research Background and Motivation

Inspection of raw materials, semiconductor finished products, or finished
products are one aspect of quality assurance. Acceptance sampling plans are
practical tools for quality assurance applications, which involves quality contract
on production orders between the factories and customers. Acceptance sampling
plans provide the producer and the consumer general decision rules for product
acceptance while meeting their needs for product quality. A well-designed
sampling plan can effectively reduce the difference between the actual supply
quantity and order quantity. Acceptance sampling plan, however, cannot avoid
the risk of accepting bad product lots or rejecting good product lots even when
100% inspection is implemented, because of human error and fatigue, we are
never ensured that the decision will be the right one. Acceptance sampling plans
set the required sample size for product inspection and the associated acceptance
or rejection criteria for sentencing each individual product lot. However, the
criteria used for measuring the performance of an acceptance sampling plan is
usually based on the operating characteristic (OC) curve quantifying the risk for
producer and consumer.

The operating characteristic, (OC) curve is often viewed in the sense of an
adversary relationship between.the. producer .and the consumer. Figure 1 displays
the OC curve of the sampling plan. The OC curve plots the probability of
accepting the lot against actual lot fraction defective, which displays the
discriminatory power of the sampling-plan., That is, the OC curve shows the
probability of accepting a lot submitted with a certain fraction of defectives which
results in the producer and the consumer having a common base for judging
whether the sampling plan is appropriate. The producer is primarily interested in
insuring that good lots are accepted while the consumer wants to be reasonably
sure that bad lots will be rejected. Therefore, for product quality protection and
company’s profit, the producer or suppliers usually look at a specific level of
product quality on OC curve, traditionally referred to as average quality level
(AQL), which would yield a high probability of acceptance. The AQL presents
the poorest level of quality for the producer’s process that the consumer would
consider acceptable as a process average. The consumer would seek a sampling
procedure with OC curve providing a high probability of acceptance at the AQL.
The consumer would also look at the other end of the OC curve, called lot
tolerance percent defective (LTPD). The LTPD is the poorest quality level that
the consumer is willing to accept.
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Figure 1. OC curve of the sampling plan.

Acceptance sampling plan basically éonsists of a sample size for inspection
and an acceptance criterion. Therefore, sampling involves risks that the sample
will not adequately reflect the totality of quality conditions of the product. « is
the probability of the Type I-error, for a’given sampling plan, of rejecting the
product that has a defect level'equal to'the AQL. The producer suffers when this
occurs because a product with"acceptable-quality-is rejected. Type II error () is
the probability, for a given sampling plan, of accepting the product with defect
level equal to the LTPD. The consumer suffers when this occurs, because product
with unacceptable quality is accepted. A well-designed sampling plan must
provide the probability of at least 1—a of accepting a lot if the lot fraction of
defectives is at the contracted value AQL. Analogously, the sampling plan must
also provide the probability of acceptance no more than £ if the lot fraction of
defectives is at the LTPD level which is an undesired level designated by the
consumer. That is, the acceptance sampling plan must have its OC curve passing
through those two designated points (AQL,1—« ) and (LTPD, g).

1.2. Research Purpose and Objectives

There are a number of different ways to classify acceptance sampling plans.
One major classification is by attributes and variables. When a quality
characteristic is measurable on a continuous scale and is known to have a
distribution of a specified type, it may be appropriate to use variables sampling
plans rather than attributes sampling plans for product acceptance applications.
The variables sampling plan has the primary advantage that the same operating
characteristic curve can be obtained with a smaller sample size than would be
required using an attributes sampling plan. That is, a variables sampling plan that
has the same protection as an attributes acceptance sampling plan would require



less sampling. The precise measurements required by a variables plan would
probably cost more than the simple classification of items required by an
attributes plan, but the reduction in sample size may more than offset this
increased cost. Such savings may be especially marked if the inspection is
destructive and item is expensive (see, e.g., Schilling (1982), Duncan (1986),
Montgomery (2001)).

For the attributes and variables sampling plans, there have been many
researchers who have investigated the sampling plans problems. In the attributes
sampling plans, Guenther (1969) developed a systematic search procedure, which
can be used with published tables of binomial, hyper-geometric, and Poisson
distributions to obtain the desired acceptance sampling plans. Stephens (1978)
provided a closed form solution for single sample acceptance sampling plans
using a normal approximation to the binomial distribution. Hailey (1980)
presented a computer program to obtain single sampling plans with a minimum
sample size based on either the Poisson or binomial distribution. Hald (1981)
gave a systematic exposition of the existing statistical theory of lot-by-lot sampling
inspection by attributes and provided some tables for the sampling plans.
Comparisons between variables sampling plans and attributes sampling plans
were investigated by Kao (1971) and Hamaker (1979), who concluded that the
expected sample size required bysvariables sampling is smaller than those for
comparable attributes sampling plans.

As for the variables sampling plans;- the basic concepts and models of
statistically based on variables sampling plans were introduced by Jennett and
Welch (1939). Lieberman and. Resnikoff (1955) developed extensive tables and
OC curves for various AQLs for MIL-STD-414 sampling plan. Owen (1967)
considered variables sampling plans ‘based on the normal distribution, and
developed sampling plans for various levels of probabilities of type I error when
the standard deviation is unknown. Das and Mitra (1964) have investigated the
effect of non-normality on the performance of the sampling plans. Bender (1975)
considered sampling plans for assuring the percent defective in the case of the
product quality characteristics obeying a normal distribution with unknown
standard deviation, and presented a procedure using iterative computer program
calculating the non-central t-distribution. Govindaraju and Soundararajan (1986)
developed variables sampling plans that match the OC curves of MIL-STD-105D.
Suresh and Ramanathan (1997) developed a sampling plan based on a more
general symmetric family of distributions. In addition to the graphical procedure
for designing sampling plans with specified OC curves, tabular procedures are
also available for the same purpose. Duncan (1986) gave a good description of
these techniques.

As the rapid advancement of manufacturing technology, suppliers require
their products to be of high quality with a very low fraction of defectives. Due to
the sampling cannot guarantee that every defective item in a lot will be inspected,
the sampling involves risks of not adequately reflecting the quality conditions of
the lot. Particularly, when the fraction of nonconforming products is required



very low, such as the required fraction of defectives is often lower than 0.01%, and
i1s measured in parts per million (PPM). Unfortunately, traditional methods for
calculating the fraction nonconforming no longer work since any sample of
reasonable size will probably contain no defective product items. An alternative
method of measuring the fraction of defectives is to use process capability indices.
However, the manufactured product has multiple correlated characteristics is quite
common. Therefore, in this paper we introduce an effective acceptance sampling
plan for lot sentencing based on the index SZk as a quality benchmark for
product acceptance, specifically for normally distributed processes with low
fraction of defectives.

1.3. Thesis Organization

This thesis is organized as follows. First, we introduce the research
motivation and purpose in Chapter 1. Secondly, a brief introduction of variables
acceptance sampling plans for index C,, C,, and C,, in Chapter 2. In
Chapter 3, we introduce the process capability indices and introduce estimation
of Sf;k and it sampling distribution. In Chapter 4, we introduce the calculation
of S;k variables sampling plans, and show the sampling procedure and decision
making. For illustrative purpose, an example to demonstrate the model used for
S]fk sampling plans is presented in Chapter 5. Finally, we give some conclusions

in Chapter 6.



Chapter 2. Literature Review

The acceptance sampling plans had been many researched. But as today’s
modern quality improvement philosophy, suppliers require their products to be of
high quality with a very low fraction of defectives. Acceptance sampling plans of
traditional methods for calculating the fraction nonconforming no longer work.
An alternative method of measuring the fraction of defectives is to use process
capability indices. Therefore, in this section, we will review these papers about

acceptance sampling plans for index C,,, C,, and C,,.

2.1. Acceptance Sampling Plans Based on C,

Process capability analysis has become an important and integrated part in
the applications of statistical process control for continuous improvement in
productivity and quality assurance. Process capability indices (PCls), establishing
the relationship between the actual process performance and the manufacturing
specifications, have been the focus of recent research in quality assurance and
statistical literature. The most commonly used indices include C,, C,, C,,
and C,,. The C, and C, have been proposed for a long time and widely
discussed in the paper of Kane (1986). The indices C,, and C,, were
originally developed by Chan er al+(1988)rand Pearn et al. (1992), respectively.
Based on analyzing the PClIs, a‘production.department can trace and improve a
poor process so that the quality level can be enhanced and the requirements of the
customers can be satisfied. Index' C, hasbeen defined as C, =(USL-LSL)/ 60,
where USL and LSL are the upper, andlower specification limit, respectively, o
is the process standard deviation. In process capability analysis, C,, is the most
popular index. It has been defined as:

c, :min{USL—y ,u—LSL}’

306 ' 3o

where USL is the upper specification limit, LSL is the lower specification limit, u
1s the process mean, and o is the process standard deviation.

The C, index is an appropriate measure of progress for quality
improvement paradigms in which reduction of variability is the guiding principle
and process yield is the primary measure of success. Pearn and Wu (2007)
provided an acceptance sampling plan for C, index as a quality benchmark for
product acceptance. Since the quality characteristic is variable, the lower
specification limit and the upper specification limit can be used to define the
acceptable values of this parameter. It is easy to design a sampling plan with a
specified OC curve. Let (AQL,1—-« ) and (LTPD, £) be the two points on the OC
curve of interest.

For processes with target value set to the mid-point of the specification limits
(i.e. T=M ), the index may be rewritten as C, = (d/0—|§|)/3 , Where
E=(u-M)/o, Tis the target value, d =(USL-LSL)/2 is the half length of the
specification interval, m=(USL+LSL)/2 is the midpoint of the specification

5



limits. It’s noted, the sampling distribution of C = (d —‘)? -M ‘)/ 3§ is
expressed in terms of mixture of the chi-square and the normal distributions.
Given C,=C, b=d/o canbe expressed as b=3C +|§| . Thus, the probability
of accepting the product can be expressed as

72'A(c)=P(CA'p,e ZCO‘Cpk =)

ZJMGLM-W} —rfJx(ﬂﬁgmma—é&»dr

0 9nc,

where G(:) is the cumulative distribution function of the chi-square distribution
with degree of freedom n— 1, y2,, and ¢() is the probability density function
of the standard normal distribution N (0, 1).

Therefore, the required inspection sample size # and critical acceptance
value ¢, for the sampling plan are the solutions to the following two nonlinear
simultaneous equations:

sl(n,co)=jjﬁc((”‘”(9’j;f‘” ]x(¢(r+§ﬁ>+¢<r—§&»dt—(1—a),

sz<n,c0>=If”0[(”‘”‘9”;f‘”zJx(¢<r+§¢2)+¢(r—5&»dr—ﬂ,

where b =3C,,, +|¢| and B, =3C, .y +[E| .7 Cp, >Crppp . Here C,, and
C,», represent the capability requiremhents corresponding to the AQL and the
LTPD based on C,, index, respectively.

For practical application purposes;:we ‘calculate and tabulate the critical
acceptance values (¢,) and required sample sizes (#) for the sampling plans, with
commonly used «, B, C,,, and C,,,. The results obtained are useful to the
practitioners in making reliable decisions.

2.2. Acceptance Sampling Plans Basedon C,,

Pearn and Wu (2006) developed the acceptance sampling plan for C,,
index. Hsiang and Taguchi (1985) introduced the index C,,, which was also
proposed independently by Chan ez al. (1988). The index is related to the idea of
squared error loss loss(X)=(X —T)*. This loss based process capability index
C,, has also been called the Taguchi capability index. The index emphasizes on
measuring the ability of the process to cluster around the target, which reflects the
degrees of process targeting (centering). The index C,, incorporates with the
product variation with respect to the target value and the manufacturing
specifications preset in the factory. The index C,, is defined as

c . USL-LSL
pm 2 2’
6o +(u~T)

where p is the process mean, o is the process standard deviation, and T is the



target value.

According to today’s modern quality improvement philosophy, customers do
notice unit-to-unit differences in these characteristics, especially if the variance is
large and /or the mean is offset from the target. With the increasing importance
of clustering around the target rather than conforming to specification limits, the
understanding of loss functions is the guiding principle to assess the process
capability. Therefore, for this reason the C,, index can be used as a quality
benchmark for acceptance of a production lot.

The probability of accepting the lot can be expressed as:

7 ,(c) =P(épm > ¢, ‘Cpm =)

:jbﬁ/3(60)G[192_71_Izjx(¢(t+§\/;)+¢(t—§\/;))dt ,

0 9¢;

where b=d/o, £=(u-T)/o, G() is the cumulative distribution function of
the »° distribution with degree of freedom n — 1, y°,, and ¢() is the
probability density function of the standard normal distribution N (0,1). Therefore,
the required inspection sample size 7 and critical acceptance value ¢, of C -
for the sampling plans can be obtaified by solving the following two nonlinear
simultaneous equations:

by~In/3(cy)
S,(n,¢,) = G

0

(bl—”—rZJx<¢(r+§JZ)+¢<r—§¢2))dr—(l—a>,

2
9¢,

S,(nyc,) = ij“G[b;Cf —r2]x<¢<r+§&)+¢(r—§ﬁ»dr—ﬂ,

0

where b =3C,,,(1+&°)"? and b, =3C,,,,(1+ &), Cu >Cpppy - Here C,,
and C,,,, represent the capability requirements corresponding to the AQL and
the LTPD based on C,, index, respectively.

Pearn and Wu (2006) also tabulated the required sample size # and the
critical acceptance value ¢, for various « -risks, f-risks, and the fraction of
defectives of process that correspond to acceptable quality levels. Practitioners can
determine the number of required inspection units and the critical acceptance
value, and make reliable decisions.

2.3. Acceptance Sampling Plans Based on C

pmk

The index C,,, is constructed by combining the yield-based index C,, and
the loss-based index C,,, taking into account the process yield (meeting the
manufacturing specifications) as well as the process loss (variation from the
target). So, the C . index is defined as

pmk

C.., ~min USL-p__ __p-ISL |
3Jo? +(u-T) 3Jo? +(u—-T)




where USL is the upper specification limit, LSL is the lower specification limit,
i 1s the process mean, o is the process standard deviation, and T is the target
value.

When the process mean u departs from the target value 7', the reduced
value of C,,, is more significant than those of C,, C,, and C,, . Hence, the
index C,, responds to the departure of the process mean u from the target
value T faster than the other three basic indices C,, C,, and C,, , while it
remains sensitive to the changes of process variation (see Pearn and Kotz,
1994-1995). Thus, the index C,,, indeed provides more quality assurance with
respective to process yield and process loss to the customers than the two indices

C, and C,, .

pk

According to today’s modern quality improvement theory, reduction of the
process loss is as important as the process yield, C,,, can be used as a quality
benchmark for acceptance of a product lot. Therefore, Wu and Pearn (2008)
provided the acceptance sampling plan for C,,, index.

The probability of accepting the lot can be expressed as:
7,(c)= P(épmk > ¢, ‘Cpmk =)
_J-bﬁ/(1+3c0) G[ (b\/; %) t)2 B

0 9¢]

ﬁjx<¢(t+g¢z)+¢(t-g¢;))d/

where b=d/o, &=(u-T)lo, G(:) .18 the cumulative distribution function of
the chi-square distribution with degree of freedom n — 1, »’,, and ¢(-) is the
probability density function of the standard normal distribution N (0,1). Therefore,
the required inspection sample size # "and critical acceptance value ¢, of épmk

for the sampling plans can be obtained by solving the following two nonlinear
simultaneous equations:

i) (b\n —1)? e
0 9.2

Si(mcp)= | Jx(¢(r+5ﬁ)+¢<r—§ﬁ))dr—(l—a),

0

byn/(1+3¢y) b \/Z—t 2

S,(me)= | G[%—#]XW(H5\/5)+¢(t—§x/5))dt—ﬁ,
0

where b =3C,, 1+ &) +|&| and b, =3C, 1 (1+E) 2 +|E] , Chor > Cropp -

Here C,, and C,,,, represent the capability requirements corresponding to

the AQL and the LTPD based on C, , index, respectively.

pmk

Wu and Pearn (2008) developed a method of acceptance sampling plan for
obtaining the required sample size for inspection and the corresponding critical
acceptance values based on the exact sampling distribution, which provides the
desired levels of protection for both producers and consumers.



Chapter 3. Process Capability Indices
3.1. Process Capability Indices and Product Quality

Process yield 1s the most common and standard criteria used in the
manufacturing industries for judging process performance. Process yield is
currently defined as the percentage of processed product unit passing inspection.
That is, the product characteristic must fall within the manufacturing tolerance.
For processes with high yield, it produces few percentages of non-conforming
products. That is, most of the products produced in this process satisfy the
requirement of specifications. Enterprises get more profit and cost down with
high process yield, hence companies make their efforts to increase the process
yield. Thus, the connections between the capability indices and the process yield
are important. However, none of the above indices can provide good enough
measure on the production yield. To overcome this shortage, Boyles (1994)
proposed a yield index referred to as §,, for normally distributed processes. The
index S, is defined as below, where ®(-) is the cumulative distribution function
(CDF) of the standard normal distribution, and @ (-) is the inverse function of
OC):

S, g {l®(—USL_”j+l®[—”_LSLj}.
3 2 o 2, o
To estimate the yield measure S, we consider the following natural estimator
S L., involving the statistics X = ?zlxi In, and S:[Zin:l(xi -X)?/(n-D]"* are
the sample mean and the sample standard deviation being the conventional
estimators of x and o, respéctively, obtained from a well-controlled process.
The estimator is evidently

S,pk:lq)1{1®(USL—xj+l®(x—LSLJ}.
3 2 s 2 s

The index C, measures the overall process variation (process potential or
process precision) relative to the specification tolerance, therefore it only reflects
the consistency of the product quality characteristic. The index C,, takes into
account the magnitude of process variation as well as the departures of process
mean from the mid-point of specification limits. However, it can only provide
approximate measure on the production yield. The index C,, emphasizes
measuring the ability of process to cluster around the target, which reflects the
degrees of process loss. The index C, . is constructed by combining the
yield-based index C,, and the loss-based index C,,, taking into account the
process yield (meeting the manufacturing specifications) as well as the process
loss (variation from the target). Thus, the index C,,, indeed provides more
quality assurance with respective to process yield and process loss to the
customers than the two indices C,, and C,, . Unfortunately, the C,, index
still can not provide an adequate measure on production yield. Only the index
S, establishes a one-to-one relationship between the index value and the



production yield. For normally distributed processes, the number of
non-conformities corresponding to a capable process with §,, =1.00 is 2700 ppm,
a satisfactory process with S, =1.33 is 63 ppm, an excellent process with
S, =167 is 0.6 ppm, and a super process with §,=2.00 is 0.002 ppm, as
summarized in Table 1. Therefore, for a process with §,, = ¢, the process yield
can be expressed as Yield=2®(3S,)-1. Obviously, there is a one-to-one
relationship between §, and the process yield. Thus, the yield index §,

p
provides an exact measure of the process yield.

Table 1. Some minimum capability requirements of § .

S, Processyield Production process types
1.00 0.997300204 Capable process
1.33  0.999933927 Satisfactory process
1.67 0.999999456 Excellent process
2.00  0.999999998 Super process

3.2. Processes with Multiple Characteristics

The mentioned indices C,, C,, C,, C,, and S, are appropriate to be
used for processes with a single characteristic. Often, a manufactured product is
described in multiple characteristics..That. is, manufactured items require values
of several different characteristics for adequate description of their quality.
However, capability measurement; for processes with multiple characteristics is
comparatively neglected. For processes with multiple characteristics, Chen et al.
(2003) propose the following capability index, which is referred to as S;k :

S =§c1>-1 {ﬁ(mwsﬂj)—l)n} /2}

where S, denotes the §, value of the jth characteristic for /=1,2,...,», and v is
the number of characteristics. The index Szk can be viewed as a generalization
of the single characteristic yield index §,,, proposed by Boyles (1994). The index
provides an exact measure of the overall process yield while the characteristics are
mutually independent and normally distributed. A one-to-one correspondence
relationship between the index S;e and the overall production yield can be
expressed as follows:

Yield = [ [ [ 20(3S,,,)~1]=2d(3S},) 1.
j=1
For example, if the capability value of a process is S;k = 1.00, then the entire
process yield is exactly 0.997300204. Table 2 displays the corresponding
production yields as well as non-conformities in parts per million (PPM) for

Sjk =1.0(0.05)2.0, including the some commonly used performance requirements:
1.00, 1.33, 1.50, 1.67 and 2.00.
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Table 2. Various S Zk values and the corresponding process yield.

SL, Yield  PPM SL, Yield PPM SL, Yield PPM
1.00 0.9973002 2699.79  1.35 0.99994878 51.21  1.70 0.99999966 0.340
1.05 0.9983672 1632.70  1.40 0.99997330 26.69  1.75 0.99999984 0.152
1.10 0.9990331 966.848  1.45 0.99998638 13.61  1.80 0.99999993 0.067
1.15 0.9994394 560.587  1.50 0.99999320 6.795  1.85 0.99999997 0.029
1.20 0.9996817 318.217  1.55 0.99999668 3.319  1.90 0.99999998 0.012
1.25 0.9998231 176.835  1.60 0.99999841 1.587  1.95 0.99999999 0.005
1.30 0.9999038 96.193  1.65 0.99999925 0.742  2.00 0.99999999 0.002
1.33 0.9999339 66.073  1.67 0.99999945 0.544

3.3. Estimation of S, . and Its Sampling Distribution

In order to handle the issue for cases with multiple quality characteristics,
Pearn et al. (2006) derived the asymptotic distribution for an estimator of S;k.
The natural estimator S7, . 18 defined as

8t = %Cl)l {ﬁ(m(s@kj)—n + 1} /2} ,

where S denotes the estimator of S, and all S L S are mutually independent.
Consequently, the distribution of S;k cans be shown as an asymptotic normal
distribution as

S AN ST V{(am,f{n (2065,)-D ” |

™ 36n(p(3S )’ (20(3S,,)-1)

where
L1 1—cd,j.¢£1—Cdﬁ]+1+cdd¢[1+cdﬁ] b:¢(1—cd,j}_¢(1+cdﬁ]
' 2 Cdpj Cdpj Cdpj Cdpj ' Cdpj Cdpj
(4; —m,) o
Cer: Jd : ’Cdpj_d_]’

m, =(USL; +LSL,)/2 is the midpoint of the specification limits of the jth
characteristic, d; =(USL; -LSL;)/2 is the half length of the specification interval
the jth characteristic, and ¢(-) is the probability density function (PDF) of the
standard normal distribution.

It should be noted that the asymptotic variance of SA’; is difference when we
have the same Slfk . Table 3 shows a few examples for processes with three
measured characteristics for Szk =1. This is an undesirable consequence. To
overcome this, we perform extensive calculation to fine out the largest variance for
a ﬁxed S . The results of our calculation shows that (i) for a fixed S’ L » variance
of ST e 18 max1ma1 at Sy = S;k and S, =, where j# 1, (also variance of §, ST is
minimal while all v §S,;; are equal); (i) for ﬁxed Sy, wherej =1, ..., v, the Var1ance

of S;k reaches its maximum at 4, = 0, i.e. the mean vector is on-center. Hence, in
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the calculation of critical value or lower confidence bound of § Tk , we will set Spkl
—Sjk and S, =, forallj#14, a; = \/_(SSpkj)¢(3Spk]) and b;=0forallj=1,

We note that with the above parameter settings, the sampling distribution of

S]fk can be rewritten in a shorter and simpler form:
2
i)
T T ( Pk
Sy~N|S,, P
n

Table 3. Combinations of the parameters and the corresponding 7 Var( SA’;) for
St.=1.
pk

Spkl Ska Spk3 a; a; as b, b, bs nVar 3 Zk )

1.10661 1.10661 1.10661 0.00757 0.00757 0.00757 0.00000 0.00000 0.00000 0.242496
1.10661 1.10661 1.10661 0.00754 0.00754 0.00754 0.00071 0.00071 0.00071 0.242483
1.10661 1.10661 1.10661 0.00749 0.00749 0.00749 0.00112 0.00112 0.00112 0.242413

2.10661 1.10661 1.04043 0.00000 0.00757 0.01350 0.00000 0.00000 0.00000 0.337989
2.10661 1.10661 1.04043 0.00000 0.00754 0.01344 0.00000 0.00071 0.00126 0.337973
2.10661 1.10661 1.04043 0.00000 0.00749 0.01335 0.00000 0.00112 0.00198 0.337890

2.10661 2.10661 1.00000 0.00000 0.00000 0.01880 0.00000 0.00000 0.00000 0.500000
2.10661 2.10661 1.00000 0.00000 0.00000 0.01872 0.00000 0.00000 0.00175 0.499981
2.10661 2.10661 1.00000 0.00000 0.00000 " "0.0:k860 0.00000 0.00000 0.00275 0.499880

Thus, in the following sectionsmwe will'.use the simpler form of the
distribution of ka to propose an acceptance sampling plan based on S[fk for
processes with multiple characteristics. In this way, the level of confidence can be
ensured, and the decisions made based-on-such-an approach are indeed more
reliable.
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Chapter 4. Variables Sampling Plans for S,
4.1. Designing S;e Variables Sampling Plans

Consider an acceptance sampling plan by variables to control the lot or
process fraction of nonconformities. Since the quality characteristic is variable,
the lower specification limit (LSL) and the upper specification limit (USL) can be
used to define the acceptable values of this parameter. According to today’s
modern quality improvement theory, the manufactured product involves more
than one quality characteristic is quite common. That is, manufactured items
require values of several different characteristics for adequate description of their
quality. Therefore, the S;k index can be used as a quality benchmark for
acceptance of a product lot. Thus, design a variables sampling plan with a
specified OC curve is easy. Let (AQL,1—-«a ) and (LTPD, £) be the two points on
the OC curve of interest.

As indicated earlier, the index §,, establishes a relationship between the
manufacturing specifications and the actual process performance, which provides
an exact measure of the process yield. Considering processes with multiple
characteristics, the S;k index is one-to-one correspondence relationship between
the index and overall process yield. So, the S Zk index provides an exact measure
of the overall process yield when'the characteristics are mutually independent.
Therefore, the S]fk index can“be used as. a quality benchmark for product
acceptance. The concept of the new variables sampling plan may be constructed
as

If S}, >S,, ,then the lot'should be-aceepted with producer’s risk «, and

If S;k <SS, , then the lot should-be rejected with consumer’s risk £,

where S,, and S,,,, represent the capability requirements corresponding to
the AQL and the LTPD based on S;e index, respectively.

A well-designed sampling plan must provide a probability of at least 1-«
of accepting a lot if the lot fraction of defectives is at the contracted AQL. The
sampling plan must also provide a probability of acceptance no more than £ if
the lot fraction of defectives is at the LTPD level, the designated undesired level
preset by the consumer. Therefore, the required inspection sample size n and
critical acceptance value c, for the sampling plans are the solution to the
following two nonlinear simultaneous equations.

Pr{Accepting the lot| p = AQL} >1-«, (1)
Pr{Accepting the lot| p =LTPD} <p. )

As described earlier, the sampling asymptotic distribution of ka is normally
distributed with mean S, and variance (S,,)*/2n. The approximate probability
of accepting the lot can be expressed as:
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7,(0) =PS8!, 2¢,|S% =0)

L {——”(x_c) ] dx 3)

= 2
“ oI c

Therefore, the required inspection sample size n and critical acceptance

value ¢, of 5;6 for the sampling plans can be obtained by solving the following
two nonlinear simultaneous equations (4) and (5).

l-a< J: Jn exp {—M] dx 4

pofl e {——”(’“‘S””’) } dx )

where S, >S,,,. We note that the required sample size n is the smallest
possible value of n satisfying equations (4) and (5), and determining the [#] as
sample size, where [#z] is the least integer greater than or equal to n.

4.2. Solving Nonlinear Simultaneous Equations

In order to solve the above two nonlinear simultaneous Equations (4) and (5),
we let

. ~s.)

s~ 5 o0 {%} e
w - 2

e[ 5 e {%} v v

For §,,, =133 and S§,,,,=1.00, Figures 2(a)-(b) and Figures 3(a)-(b) display
the surface and contour plots of Equations (6) and (7), respectively, with
o -1isk=0.05 and g -risk=0.10. Figures 4(a)-(b) display the surface and contour
plots of Equations (6) and (7) simultaneously with « -risk =0.05 and f -risk
=0.10 under §,, =1.33 and §,,;,, =1.00, respectively.
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Figure 4. (a) Surface plot of S, and S, . (b) Contour plotof S, and S, .

From Figure 4(b), we can see that the intersection of §,(n,c,) and S,(n,c,)
contour curves at level 0 is (n,c,)= (56, 1.1219), which is uses MATLAB
software to solution the nonlinear simultaneous equations (4) and (5). That is, in
this case, the minimum required sample size 7=>56 and critical acceptance value
¢,=1.1219 of the sampling plan based on the capability index S;k .

To investigate the behavior of the critical acceptance values, required sample
sizes with various parameters and practical application purposes, we perform
extensive calculations to obtain the solution of (4) and (5) and tabulate the critical
acceptance values (¢,) and required sample sizes (7) for the sampling plans, with
commonly used a, B, §S,, and §,,,,. Table 4 displays (7,c,) values for
producer’s « -risk=0.01, 0.025, 0.05, 0.075, 0.10 and consumer’s / -risk=0.01,
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0.025, 0.05, 0.075, 0.10, with various benchmarking quality levels,
(S 400> S1rep )=(1.33, 1.00), (1.50, 1.00), (1.50, 1.33), (1.67, 1.33), (1.67, 1.50),
(2.00, 1.67). For example, if the benchmarking quality level (S, , S, ;) 1s set to
(1.33, 1.00) with producer’s « -risk =0.01 and consumer’s £ -risk =0.05, then the
corresponding sample size and critical acceptance value can be obtained as
(n,c,)=(104, 1.1145). That 1s, the lot will be accepted if the 104 inspected product
items yield measurements with .§pT >1.1145.

From the table results, we observe that the greater of the risk (¢ and/or f)
which producer or customer could suffer, the smaller is the required sample size
n. This phenomenon can be interpreted intuitively, as if we expect that the
chance of wrongly concluding a bad process as good or good lots as bad ones is
smaller, the more sample information need to judge the lots. Further, for fixed
a -risk, p-risk and S,,,,, the required sample sizes become smaller when the
S 0. becomes larger. This can also be explained by the same reasoning, as the
judgment will be more correct with a larger value of difference between the S,
and S, -

4.3. Sampling Procedure and Decision Making

Both producer and consumer will lay down their requirements in the contract:
the producer demands that not t6o many ‘good’ lots shall be rejected by the
sampling inspection, and consumer demands.that.not too many ‘bad’ lots shall be
accepted. Therefore, selection of a meaningful critical value for capability test
requires specification of an acceptable quality level (AQL) and a lot tolerance
percent defective (LTPD) for the:.§ fk value. The AQL is simply a standard
against which to judge the lots. It is hoped thatthe producer’s process will operate
at a fallout level that is considerably better than the AQL. In choosing a sampling
plan attempts will be made to meet these somewhat opposing requirements. Thus,
both producers and consumers may set their own safeguard line to protect their
benefits.

In order to judge whether a given process meets the capability requirement,
the first step is determine the specified value of the capability requirement S,
and S,,,, (or fraction of defectives AQL and LTPD), and the o« -risk, p-risk.
Two kinds of risks are balanced using a well-designed sampling plan. That is, if
production process capability with S;e =§,0. (in high quality), the probability of
acceptance must be larger than 1—«a . And if the producer’s capability is only
with S;e =S,p (in low quality), consumer would accept no more than f.
Then, by checking Table 4, we would obtain the sample size n and the critical
value ¢, based on given values of « -risk, pB-risk, S,, and S§,,,,. If the
estimated S, value is greater than the critical value ¢,, then the consumer will
accept the entire product. Otherwise, we do not have sufficient information to
conclude that the process meets the present capability requirement. In this
situation, the consumer will reject the product.
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For the proposed sampling plan to be practical and convenient to use, a
step-by-step procedure is provided as below.

Step 1: Decide the process capability requirements (i.e. set the values of S,
and S, .., ), and choose the « -risk, the chance of wrongly concluding a capable
process as incapable, and the f -risk, the chance of wrongly concluding a bad lot
as good one.

Step 2: Check Table 4 to find the critical value (or acceptance criterion) and
the required number of product units for inspection, (#,c,), based on given values

of a-risk, p-risk, S,, and S, ..

Step 3: Calculate the value of §§k (sample estimator) from these n
inspected samples.

Step 4: Make decisions to accept the entire lot if the estimated S’Zk value is
greater than the critical value ¢, (S, >c,). Otherwise, we reject the entire
products.
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Table 4. Required sample sizes (#) and critical acceptance values (c,) for various « -risk and
B -risk with selected (S, , S, 7pp )-

B

8400 =1.33
S, zpp =1.00

S 401 =1.50
S, rpp =1.00

S 401 =1.50
S, mpp =1.33

S 40 =1.67
S, 1pp =1.33

S 401 =1.67
S, 2pp =1.50

S 4o =2.00
S, zpp =1.67

n

Co

n

o

n

Co

n

Co

n

Co

n

Co

0.010

0.025

0.050

0.075

0.100

0.010
0.025
0.050
0.075
0.100

0.010
0.025
0.050
0.075
0.100

0.010
0.025
0.050
0.075
0.100

0.010
0.025
0.050
0.075
0.100

0.010
0.025
0.050
0.075
0.100

135 1.1416
118 1.1280
104 1.1145

95
88

1.1048
1.0967

112 1.1556

96
83
76
70

94
79
68
61
56

83
69
59
52
47

75
62
52
46
41

1.1416
1.1277
1.1174
1.1088

1.1701
1.1559
1.1416
1.1310
1.1219

1.1810
1.1669
1.1525
1.1416
1.1323

1.1905
1.1765
1.1621
1.1511
1.1416

68
60
53
49
46

56
49
43
39
36

46
40
34
31
29

41
34
29
26
24

37
31
26
23
21

1.2000
1.1798
1.1602
1.1460
1.1343

1.2209
1.2000
1.1794
1.1643
1.1518

1.2427
1.2214
1.2000
1.1842
1.1709

1.2593
1.2379
1.2162
1.2000
1.1862

1.2738
1.2524
1.2306
1.2141
1.2000

750
643
558
506
467

630
533
455
408
374

536
446
375
333
302

478
393
327
288
259

436
355
293
255
228

1.4099
1.4027
1.3955
1.3902
1.3858

1.4172
1.4099
1.4025
1.3970
1.3924

1.4246
1.4173
1:4099
1.4043
1:3995

1.4301
1.4230
174156
1.4099
1.4050

1.4349
1.4278
1.4205
1.4148
1.4099

211
183
160
146
136

176
150
129
117
108

148
124
106
94
86

131
109
92
81
74

119
98
82
72
64

1.4807
1.4665
1.4525
1.4422
1.4337

1.4952
1.4807
1.4662
1.4555
1.4464

1.5101
1.4955
1.4807
1.4696
1.4602

1.5213
1.5069
1.4920
1.4807
1.4711

1.5310
1.5167
1.5019
1.4905
1.4807

941
806
699
633
584

792
668
571
511
468

673
560
471
417
378

601
495
411
361
324

549
447
368
320
286

1.5804
1.5732
1.5660
1.5607
1.5563

1.5877
1.5804
1.5731
1.5676
1.5629

1.5951
1.5879
1.5804
1.5748
1.5700

1.6007
1.5935
1.5861
1.5804
1.5755

1.6054
1.5984
1.5910
1.5854
1.5804

335
289
252
229
212

280
238
205
184
169

237
198
168
149
136

211
174
146
129
116

191
157
130
114
102

1.8202
1.8063
1.7925
1.7824
1.7740

1.8343
1.8202
1.8060
1.7954
1.7865

1.8487
1.8346
1.8202
1.8093
1.8001

1.8595
1.8456
1.8311
1.8202
1.8107

1.8688
1.8551
1.8407
1.8297
1.8202

18



Chapter 5. An Application

Silicon photodiodes are semiconductor devices used for the detection of
light in ultraviolet, visible and infrared spectral regions. Because of their small size,
low noise, high speed and good spectral response, silicon photodiodes are being
used for both civilian and defense related applications. Depending on the
requirement of any particular application, photodiodes can be made in any
desired geometry, and provided in a special package with a filter for any special
application such as Mouse, Remote control, Receiver module, Wireless
communication, etc. Figure 5 shows a particular chip of silicon photodiodes.

AT
e
e

g @

TR,

Figure 5. A silicon photodiode chip.

Silicon photodiodes are constructed from single crystal silicon wafers similar
to those used in the manufacture of integrated circuits. The major difference is
that photodiodes require higher purity silicon. A cross section of a typical silicon
photodiode chip is shown in Figure '6. The bulk N-type silicon is the starting
material. A thin “P” layer is formed on the front surface of the device by thermal
diffusion or ion implantation of the appropriate doping material. The interface
between the “P” layer and the “N” silicon is known as a P-N junction. Small
metal contacts are applied to the front surface of the device and the entire back is
coated with a contact metal. The back contact is the cathode, and the front
contact is the anode. The active area is coated with either silicon nitride, silicon
monoxide or silicon dioxide for protection and to serve as an anti-reflection
coating. The thickness of this coating i1s optimized for particular irradiation
wavelengths.

The following case is taken from a manufacturing factory located in a
science-based industrial park at Hsinchu, Taiwan, making various types of silicon
photodiode chips. The particular silicon photodiode chip we investigate has
multiple concerned characteristics including the chip length (L), chip width (),
chip thickness (7) and P bonding pad (P). The product specification limits for the
L, W, T and P characteristics of the silicon photodiode chip are set at (USL, LSL)
= (35.984 mil, 34.016 mil), (35.984 mil, 34.016 mil), (12.784 mil, 10.816 mil) and
(5.393 mil, 4.607 mil), respectively.

19



Silicon
Nitride Passivation

P Active Area

3i0 AR Coating

[}Ih‘f_usion Mask ,ﬂ.ngd% /
~P-N
Junction

Bulk N-Type Silicon
— N+
| Contact
Back Metalization Diffusion

Cathode

Figure 6. A cross section of a typical silicon photodiode chip.

Table 5. Sample data of the silicon photodiode chip characteristics.

chip length (L) (unit: mil)

35.022 35.410 34914 35.207 34.796 34.672 35.173 34.638 34.662 34.843
34.613 35.145 34.928 34.664 34.769 34.744 34.981 34.372 34.819 34.638
35.086 35.156 35.038 34.974 _-34:.315°35.007 34.772 34.931 34.915 34.699
35.151 35.062 34.909 35.232: 35.410. 34.712 34993 34.711 35.195 35.130
34.866 34.855 34.804 35.241 |34.935- '34.961 34.673 35.081 35.699 35.075
34.630 35.064 34.627 35.039.. 34.560 .©35.187: 35.297 35.404 35.360 34.803
35.115 35.237 34.721 35.052 35.198 34.665- 34.752 35.202

chip width (W) (unit: mil)

34.998 35.168 35.437 35.154 .34.748 35.241 34.947 34.739 35.670 35.026
34.700 35.203 35.538 35.190 "+35.253  35.034 34.949 35.279 34.938 35.024
34.831 34.781 34914 34.620 35.080 35.033 34.987 34.281 34.837 35.080
35.118 35.057 34.988 34.487 35.109 34.958 35.155 35.192 34.972 35.104
34.893 34.897 34.878 34.695 35.075 35.395 34.815 34.840 35.231 35.013
35493 34.456 34.669 34.756 35.696 35.138 34.858 35.010 34.899 35.313
35.006 35.262 35.225 34.926 34.964 35.041 34.744 34.924

chip thickness (7) (unit: mil)

11.783 11.606 11.978 11.585 11.665 11.578 12.002 11.671 11.472 11.955
12.074 11928 11.826 11.637 11.657 12.034 12.019 11.684 11.953 11.841
11.729 11.642 11.855 11.454 11.501 12.183 11.786 12.299 11.754 11.833
11.975 11.766 11.701 12.072 11.635 11.953 11.703 11.941 11.961 11.642
11.901 11.996 11.600 11.869 11.793 11.567 11.748 11.770 11.594 11.429
11.627 11.799 11.473 12.040 11.686 11.408 11.821 12.083 11.810 11.831
11.795 11.833 11968 11.835 11.944 11.897 11.825 11.853

P bonding pad (P) (unit: mil)

4.882 4887 4998 5.043 4.893 5.097 5013 5328 5.049 4.843
5.046 5.060 4939 5.028 4928 5.002 5.050 5.143 5.093 4.683
5.034 5.099 4999 5103 5.093 5.157 5.148 5.115 4.801  4.881
5.082 4883 4927 5.082 5.002 5.128 4.839 5.058 4.804 4.827
5.035 4983 4864 4965 4930 4.892 5.030 4.821 5.038 4.757
5.063 5.041 5.091 4917 5.082 4871 5.108 4.745 5.034 4912
4907 5.018 4960 5.116 4987 5.122 4943  5.008
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Once the characteristic data do not fall within the specification limits, the
lifetime or reliability of the silicon photodiode will be discounted. In the contract,
the performance requirement S,o, and Siz»p are set to be 1.33 and 1.00 with
o -risk and f-risk both set to be 0.05. Then, the problem for the inspection
practitioners is to determine the critical acceptance value and the required sample
size for the sampling plan that provides desired levels of protection for both the
producer and the consumer. Based on the proposed procedure and Table 4, the
practitioners can acquire the critical acceptance value and inspected sample size
as (n, ¢p) = (68, 1.1416). The required samples for inspection are randomly taken,
and the observations are displayed in Table 5.

Based on the observations, we calculate the sample estimate 3’ of § Tk as
follows Table 6 presents the sample average (X ), sample standard dev1at10n (S,
and S for each characteristic. Thus, we can obtam that

87, =%c1>—I {{f[(m(s@kj)—l)ﬂ} /2} = 1.0763.

Table 6. The average (X), standard deviation (S ) and
S, of each silicon photodiode chip characteristics.

characteristics 5 S; S
chip length (L) 349487 0.2642  1.2202
chip width (W) 35.0136° - 0.2614  1.2531

chip thickness (I) 11,7960 = 01884  1.7405
P bonding pad (P) & 49899 0:1170 1.1152

Therefore, in this case, the consumer would reject the entire lot, since the
sample estimate S = 1.0763 is smaller‘than the critical acceptance value 1.1416
of the sampling plan The process yield is exactly 0.9988 for index ST = 1.0763.
Note that for existing sampling plans, it is almost certain that any samples of 68
silicon photodiode chips will contain zero defective items. All the products
therefore will be accepted, which obviously provide no protection to the consumer
at all.
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Chapter 6. Conclusion

Acceptance sampling plans are practical tools for quality assurance
applications. It provides the producer and the consumer a decision rule for
product sentencing to meet their needs. However, as the rapid advancement of the
manufacturing technology and stringent customers demand is enforced, the
manufactured items require values of several different characteristics for adequate
description of their quality. The S]fk index measures the overall process yield
when the processes with multiple characteristics. Therefore, in this paper, we
developed a variables sampling plan based on the process capability index S Zk to
deal with lot sentencing problem even when the lots or processes with multiple
characteristics. We developed a method to determine the sample size required for
inspection and the corresponding acceptance criterion, to provide the desired
levels of protection to both producers and consumers. We tabulated the required
sample size and the corresponding critical acceptance value for various producer’s
risks, the consumer’s risks with the capability requirement AQL and the LTPD.
The results obtained in this paper are useful to the practitioners in making reliable
decisions.
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