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ABSTRACT

With the progress ofwideo compression. technology and efficient video coding
standards, digital videos. nowadays have become much more popular than in the past,
especially H.264 encoded videos. In this study, we propose methods for video-content
search, video authentication, and privacy protection using H.264 videos as cover
media. For video-content search, in‘order to find suspicious people or objects quickly
in surveillance videos, a method for quick video-content search by novel uses of
H.264 coding features is proposed. Because surveillance videos usually contain
suspicious or unlawful acts, malicious users may tamper with videos for
misrepresentation. Therefore, we propose a method for authentication of surveillance
videos to protect and authenticate video contents. Privacy protection is also an
important issue in video surveillance. Since surveillance videos may possibly record
some personal information which violates personal privacy, we propose a method for
removing and recovering privacy information in H.264 surveillance videos. Good

experimental results show the feasibility of the proposed methods.
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Chapter 1
| ntroduction

1.1 Motivation

With the progress of video compression technology and efficient video coding
standards, digital videos nowadays have become much more popular than in the past.
H.264 is one of the video coding standards, which contains many innovative features,
making the resulting coding- performance more, efficient than previous standards
(MPEG-1, MPEG-2, MPEG-4, H.261, H.263, -etc.). Because of the efficiency and
good quality yielded by H.264, it has been widely used in many different applications,
in which video surveillance is especially-an-important topic because video fidelity and
privacy is often seriously «concerned with. Therefore, it is necessary to develop
effective methods for authenticating and protecting H.264 surveillance videos.

The crime rate rises along with society development tlaagublic space needs
to be monitored, so the design of environment surveillance systems becomes more
and more important. Since a video surveillance system can monitor an environment
space for a long period, most frames in the resulting surveillance video are still with
the same background. How to find suspicious people or objects quickly in such videos
has become a major problem. It is desired to design quick video-content search
techniques based on the use of content features, as conducted in this study.

The need of video authentication is especially essential in video surveillance

applications. Because surveillance videos usually contain suspicious or unlawful acts,



malicious users may want to acquire the video in an illegal way and tamper with it for
misrepresentation. How to protect and authenticate surveillance videos has also
become a main topic in the research field of video surveillance. There are two
important concerns in the study of video authentication, namely, fidelity and integrity.
Embedding invisible authentication signals in a video, which resultspirotacted

video, is a good approach to resolving the two concerns mentioned above. If a
malicious user tampers with the protected video, the authentication signals hidden in
it will be destroyed. By checking the presence of the authentication signals, we can
verify the fidelity of the protected video. Furthermore, we may want to understand
how and where the protected video has been tampered with; in other words, we may
want to validate the integrity+0f the protected:video. From the above reasons, it is
necessary to design a good authentication method*which not only checks if the video
has been tampered with or/not, but also shows where and how the tampering occurs.
This is also a goal of this'study,

Privacy protection is a very important issue in-video surveillance. Since a video
surveillance system usually monitors a public space for long periods of time, it may
possibly record some personal information which violates personal privacy. Hence, it
is necessary in some cases to hide the privacy violation parts of the surveillance video
content to avoid legal disputes and to protect the personal privacy of non-suspicious

people. This is the last of our goals in this study.

1.2 General Review of Related Works

Since digital rights management is more and more important in our daily lives,
many works related to video-content search, video authentication, and privacy

protection for surveillance videos have been introduced. For video-content search,



many motion detection algorithms such as background subtraction, temporal
differencing, etc. used to index videos have been proposed. For video authentication,
techniques like watermarking, digital signatures, etc. are widely used for
authentication. For privacy protection, many different ways to protect personal
information, such as scrambling the area containing sensitive information, removing
the authorized person, etc., have been proposed. A detailed review of these techniques
mentioned above, which have been developed in recent years, will be presented in
Chapter 2. In addition, because the proposed techniques in this thesis are applied to

H.264 videos, we will also make a review of the H.264 standard in Chapter 2.

1.3 Overview.of Proposed M ethods

1.3.1 Terminologies

The definitions of some relatedterminologies used in this study are described as

follows.

1. Motion region: a motion region is a detected area which contains motions in
an input video after a motion detection process.

2. Tree structured macroblock decomposition informatitree structured
macroblock decomposition information is the macroblock decomposition
information generated in the tree structured motion compensation process of
the encoding process of H.264.

3. Protected video: a protected video is a video in which authentication signals
have been embedded.

4. Video authentication: video authentication is a process for verifying the
integrity and fidelity of a suspicious surveillance video.

5. Privacy-covered area: a privacy-covered area is a part of video content

3



which might violate privacy after removing personal information.
6. Recovered Privacy-covered arearegovered privacy-covered area is a part
of video content which might violate privacy obtained after restoring

personal information.

1.3.2 Brief Descriptions of Proposed M ethods

1.3.2.1 Proposed Method for Video-Content Search in

Survelllance Video

A method of motion detection based on the use of content features is proposed
for searching surveillance videoscontents in. this study. By using the tree structured
macroblock decomposition. informatienin, a:motion detection process, regions with
moving objects can be, detected correctly. After the motion detection process, the
content features of the:detected maotion regions aresanalyzed and embedded into the
video. If a user wants to'search the video content, the features embedded in the video
previously are extracted to index:the video content. In this way, the features provide a

fast way to search video contents in a surveillance video.

1.3.2.2 Proposed M ethod for Authentication for Surveillance
Video
A method using the tree structured macroblock decomposition information in
H.264 codes as authentication signals is proposed for video authentication in this
study. The macroblock decomposition information is generated during the encoding
process and is different for different video contents, so it is suitable for use as

authentication signals. If a protected video has been tampered with, the authentication

signals will be destroyed as well. Therefore, how and where the protected video is



tampered with can be inspected to carry out the authentication work.

1.3.2.3 Proposed M ethod for Protection of Personal Privacy

of Survelllance Videos

A method using an information hiding technique is proposed in this study for
hiding and recovering video contents containing sensitive personal information. A
video can be decoded correctly based on the decoding information including motion
vectors and frequency coefficients. Therefore, the original decoding information may
be removed from the original video stream and set to some predefined values in order
to cover video contents with sensitive privacy information and replace them with
background image parts. The'removed decoding information is not eliminated but
embedded into the video ‘and can-be extracted later from the stego-video in case there

is a need of retrieving the sensitive contents:

1.4 Contributions

Some contributions made by this thesis are listed in the following.

1. A method of motion detection in videos based on motion information and
tree structured macroblock decomposition information in H.264 codes is
proposed in this study.

2. A method of data hiding using random encoding mode selection in H.264
videos is proposed.

3. An application of video-content search by scene features is proposed.

4. A video authentication system using tree structured macroblock
decomposition information in H.264 codes as authentication signals is

proposed.



5. A method is proposed to hide the privacy information of unsuspicious

people and restore it in need of retrieving the original video contents.

1.5 ThesisOrganization

In the remainder of this thesis, related works about motion detection, video data
hiding, video authentication, privacy protection in surveillance videos, and the H.264
standard are reviewed in Chapter 2. In Chapter 3, the proposed method of motion
detection and the application of video-content search are described. In Chapter 4, the
proposed video authentication system for surveillance videos is described. In Chapter
5, the proposed method of privacy protection of surveillance videos is presented.

Finally, conclusions and some suggestions for future works are given in Chapter 6.



Chapter 2
Review of Related Works and H.264
Sandard

2.1 Review of Techniguesfor Motion
Detection

A lot of motion detection techniques have. been proposed to detect moving
objects in a video [1-5]. The techniques;can be classified into two categories. One is
for use in the pixel domain [1-2]; the otherin the compressed domain [3-4]. Generally
speaking, the approaches used- in the-pixel-demain need to fully decode a compressed
video bitstream first, but they.can be employed‘in videos coded in different video
coding standards. On the other hand, each of the approaches used in the compressed
domain can perform a motion detection process by partially decoding a compressed
video bitstream, but they can only be employed in videos coded in specific standards.

Haritaoglu et al. [1] proposed a motion detection method based on background
subtraction in the pixel domain. They built a statistical model for a background scene
that allows them to detect moving objects even when the background scene is not
completely stationary. Lipton et al. [2] proposed another approach based on temporal
differencing in the pixel domain, which means computation of pixel-wise differences
between consecutive video frames. The basic idea of the approach is to compare video

frames separated by a constant time to find moving objects. Zeng et al. [3] proposed



another approach in the compressed domain. They employed a block-based Markov
random field (MRF) model in a field formed with motion vectors to segment moving
objects during a decoding process. The methods mentioned above detect motions by
common properties of videos, such as pixel values, motion vectors, etc, but they don't

use special features of a specific standard as the main clues.

2.2 Review of Techniquesfor Video
Data Hiding

Video data hiding can be used in many applications about videos, such as video
watermarking, video authentication, etc. As a result, lots of techniques for video data
hiding have been introduced-[6-10}-Mobasseri et al. [10] embedded data into the
CAVLC code space of_an H.264 bhitstream, which_is one of the existing entropy
coding techniques of H:264. This method was directly applied to a bitstream without
video decoding or partial.decompression..Huang and Tsai [7] proposed a video data
hiding method based on the use-of prediction modes and tree structured macroblock
motion compensation of the H.264 structures. In addition, they also used the Lagrange
optimization technique to minimize image distortion yielded by the data hiding
process. In Noorkami and Mersereau [6], a robust data hiding algorithm for H.264
was proposed. The basic idea is to embed data by modifying the DC coefficients in
luminance residual blocks of the video and employ a human visual model adapted for
a 4x4 discrete cosine transform block to increase the payload and robustness while
limiting visual distortion. Gong and Lu [8] also proposed a data hiding method in the
frequency domain. They employed a texture-masking-based perceptual model to
adaptively choose the hiding strength of each block. In an H.264 encoding process, if

someone re-encodes a video, the prediction modes in the original video may be



different from the resulting video. As a consequence, if re-encoding is unavoidable,
videos using the robust data hiding methods based on the frequency domain will face
a critical problem that the frequency coefficients may be different from the original

ones with hidden data being modified due to the changes of an intra prediction mode.
This problem may cause a loss of hidden information, so we introduce a robust data

hiding method which can endure an H.264 re-encoding process.

2.3 Review of Techniguesfor Video
Authentication

Video authentication playsan important role in a digital rights management
system, so many differentamethods have.been proposed to solve the problem [10-13].
Zhang and Ho [11] introduced a video authentication method which makes an
accurate usage of the iree structured motion compensation, motion estimation, and
Lagrange optimization *of. the H.264  standard.. As mentioned in the paper,
authentication information is" embedded based-on the best mode decision strategy in
the sense that if a video undergoes any spatial and temporal attacks, the scheme can
detect the tampering by the sensitive mode change. Profrock et al. [12] proposed a
method using skipped macroblocks of a H.264 video to embed authentication data.
The data are embedded as a fragile, blind and erasable watermark with low video
guality degradations. In contrast with other authentication methods, the embedding
process is donafter an H.264 compression process, while others are diomeg the
process. The methods mentioned above usually use additional authentication
information to authenticate videos. How to authenticate videos without external

information is an interesting research topic and is investigated in this study.



2.4 Review of Techniquesfor Privacy
Protection in Videos

Privacy protection has become more and more important along with the rise of
video surveillance systems. Many different approaches have been introduced in recent
years [14-16]. Meuel et al. [14] introduced a method to protect faces in surveillance
videos. As mentioned in the method, any visible information of faces in a video is
deleted and embedded in the video that allows further reconstruction of the faces if
needed. In Dufaux et al. [15], the regions containing personal information are
scrambled. As a consequence, the scene remains visible, but the privacy-sensitive
information is not identifiable. Zhang et alx[16] proposed another method to protect
authorized persons, which.are not enly-removed from a surveillance video, but also
embedded into the video. The above-mentioned methods are based on a concept
which is to protect privacy of authorized persons, so the protected persons must be
recognized first by manpower. If there ‘are.many persons requiring recognition, it will
become a tedious job. We call this kind of methodstgect-basegbrivacy protection.

In order to solve this problem, we introduceegion-basedgrivacy protection method
to avoid recognizing authorized persons by hand. Besides, an authorized user can

define the protected region easily.

2.5 Review of H.264 Sandard

2.5.1 Sructureof H.264 standard

The H.264 standard defines thi@®files Baseling Main, andExtendedwhich

provide different sets of coding functions and different components required by an

10



encoder or decoder. Because of the individual features of each profile, there are many
different potential applications of these three profiles. The applications of the baseline
profile include video telephony, video conferencing, and wireless communications;
the applications of the main profile include television broadcasting and video storage;
and the extended profile may be particularly useful for streaming media applications.
The relation between these profiles is illustrated in Figure 2.1. H.264 videos have a
hierarchical structure. A video sequence consists of consecutive video images
(frames). A video image is composed of at least one slice. There are five slice types:
intra slice (1), predicted slice (P), bi-predicated slice (B), switching P slice (SP), and
switching | slice (Sl). Generally speaking, the first three slice types are the main slice
types which are widely used«n-H.264 videos.;A slice is composed of macroblocks,
which can be categorized:into four types including I; P, B, and skipped. | macroblocks
are predicted by previously encoded and reconstructed blocks in the same slice. P
macroblocks are predicted by previously encoded samples before the current frame in
temporal order. B macroblocks are predicted by encoded samples before or after the
current frame. Skipped macroblocks ofthe P slice is transmitted with motion vectors
but not with frequency coefficients. Skipped macroblocks of the B slice is transmitted
without both motion vectors and frequency coefficients. How the macroblocks
comprise the slices is illustrated in Table 2.1.

Table 2.1 The way that macroblocks comprise slices

Skipped
I macroblocks| P macroblocks B macroblocks
macroblocks

| slice v
P slice v v v
B slice v v v
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Figure 2.1 Relation between the Baseline, Main, Extended profiles.
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2.5.2 Process of Encoding

Before describing the process of encoding of H.264 videos, we introduce the
concept prediction” first. Because a video sequence is formed by consecutive similar
images, there is a lot of coding redundancy. How to use the high correlation between
these similar images to reduce the redundancy has become a main topic in the video
compression research field. The basic idea of prediction is to find a block which is the

most similar to the current block and to save the difference between the two. There
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are two models of prediction: intra mode and inter mode. The intra mode uses the
similarity between pixel samples in the same frame and the inter mode uses the
similarity between different frames.

The process of encoding of H.264 videos is illustrated in Figure 2.2. There are a
forward path and a reconstruction path in the figure. In the forward path, an input
frame R is processed in units of a macroblock. Each macroblock is encoded in intra
or inter mode and can be sub-partitioned into sub-macroblocks. For each
sub-macroblock in the macroblock, a prediction P is formed based on previously
encoded, decoded, and reconstructed samples. In the intra mode, P is formed from the
samples in the current slice. In the inter mode, P is formed by the samples in the past
or future frames which can also-be called reference frames. The difference between P
and the current sub-macreblock-isyused to produce a residual sub-macroblock that is
DCT-based transformed and quantized. The resulting frequency coefficients are
reordered and entropy~encoded. . The coefficients after entropy coding and other
information required in a“decoding process (prediction modes, motion vectors, etc.)
form the compressed bitstream whichris passed to a Network Abstraction Layer (NAL)
for transmission or storage usage. In the reconstruction path, the encoder decodes
(reconstructs) the previously encoded data to provide a reference for further
predictions. The encoded data is inverse transformed to produce a difference
sub-macroblock and the prediction block P is added to the difference sub-macroblock
to create a reconstructed sub-macroblock which is a decoded version of the original

sub-macroblock.

2.5.3 Process of Decoding

The decoder receives a compressed bitstream from the NAL and entropy decodes
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the data elements to produce quantized coefficients. Then these coefficients are

inversely transformed to yield a difference sub-macroblock. Using the decoding

information

retrieved from the bitstream,

the decoder creates a prediction

sub-macroblock P which is identical to the original prediction sub-macroblock in the

encoder. P is added to the difference sub-macroblock to produce a decoded

sub-macroblock. The flow chart of the decoding process is illustrated in Figure 2.3.

X
(cuf:;m) Transform » Quantize —# Reorder
» ME 4
o \ Entropy
F'n-1
(reference) > MC encode
1 or 2 previously ¢
encoded frames NAL
Choose Intra Intra
prediction prediction |upra
A
F'n Fil - uF, D, Inverse Scal
(reconstructed) tlter transform il Cale |«
Figure 2.2 Flow chart of H.264/AVC encoding process.
1:"n-l Inter
(reference) » MC
1 or 2 previously NAL
encoded frames P
Intra
pre :C 100 | 1ntra Entropy
decode
+ X #
F'n . uF'y D | Inverse
- Filter = - '«—| Scale |+— Reorder
(reconstructed) + | transform

Figure 2.3 Flow chart of H.264/AVC decoding process.
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2.5.4 Tree Structured Motion Compensation

Motion compensation is the process of finding the best prediction block in inter
mode. In all video standards except H.264, the processing unit of motion
compensation is a whole macroblock. H.264 introduces a novel fedteee:
structured motion compensation. The basic concept is that a macroblock can be
divided into sub-macroblocks and each of the sub-macroblocks is motion
compensated individually. Macroblocks can be partitioned in different modes for
different video contents.

Each 16x16 macroblock may be partitioned and motion compensated by one of
the following ways: one 16x16 macroblock partition, two 16x8 partitions, two 8x16
partitions, and four 8x8 partitions, as illustrated.in Figure 2.4. If the 8x8 mode is
chosen, each of the four 8x8 sub-macroblocks in' the macroblock may be further
partitioned in four ways:-one 8x8 sub-macrobloek partition, two 8x4 sub-macroblock
partitions, two 4x8 sub-macrobloekpartitions,; and four 4x4 sub-macroblock
partitions, as illustrated in Figure 2.5. This method of partitioning macroblocks into
motion compensated sub-macroblocks of'varying sizes gives rise to a large number of
possible combinations in each macroblock.

Each sub-macroblock requires a separate motion vector. Choosing a large
partition size (16x16, 16x8, 8x16) means that a small number of bits are needed to
transmit the motion vector(s) and the partition mode(s) but the motion compensated
residual may be a large number in detailed frame areas. Choosing a small partition
size (8x4, 4x4, etc.) may result in a small residual but needs a larger number of bits to
transmit the motion vectors and the partition modes. In general, a large partition size
is appropriate for smooth frame areas while a small partition size is suitable for

detailed areas, as illustrated in Figure 2.6.
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Figure 2.5 Sub-macroblock partitions.

Figure 2.6 An example of tree structured motion compensation.

16



2.5.5 IntraPrediction Modes

Within an intra macroblock of an H.264 video, a 4x4 sub-macroblock is a unit of
processing in intra prediction. Thirteen pixel samples are formed by previously
encoded and reconstructed blocks. As illustrated in Figure 2.7, A, B, C and D are from
the upper neighboring block; E, F, G and H are from the upper-right neighboring
block; I, J, K and L are from left neighboring block, and M is from the upper-left
neighboring block. There are nine prediction modes for the thirteen pixel samples to
form the prediction block of the current processing 4x4 block. The nine modes of
intra prediction are illustrated in Figure 2.8. The prediction block is subtracted from
the current block to create the residual block. The encoder selects the best mode of

intra prediction that performs the lowest cost of encoding.

MEA |B|C|DI{E| F| G| H
I [=a| byf-C |-
J1 et |8 h
K|i]| )kl
Lmnop

Figure 2.7 The prediction block and the thirteen samples.
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Figure 2.8 The nine modes of intra prediction.
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Chapter 3

Searches of Video Contents for Scene
Surveillance by Novel Uses of H.264
Coding Features

3.1 Introduction

Since a surveillance videg system usuallysmonitors a space for a long period, it
may record lots of suspicious people or activities. |If someone wants to check whether
a surveillance video contains illegal activities, it will.often take him/her a very long
time to search the whole video forthe specific activities or involved people. In this
chapter, we describe the proposed method of video-content search by a novel use of
H.264 coding features to avoid tedious search on recorded videos. With such a
video-content search method, it will become much easier and faster to check any
suspicious activity or people in recorded videos.

In Section 3.1.1, some definitions related to the video-content search problem are
described, and the proposed idea and system configuration are given in Section 3.1.2.
In Section 3.2, a motion detection algorithm based on the proposed idea is introduced.
In Section 3.3, the way we use for embedding the motion region information is
described. In Section 3.4, the process of extraction of motion region information is
presented. Some experiment results are shown in Section 3.5. In Section 3.6, the last

section of this chapter, some discussions and summary are given.
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3.1.1 Problem Definition

In the video-content search problem dealt with in this study, the activities
recorded in an input video are detected and embedded back into the video for later
search. Two issues are involved in this problem. The first is how to detect motion
regions correctly in a video taken by a real-time surveillance system with a stationary
camera. Motion detection is a very popular research topic in video analysis and can be
implemented in many different ways as described in Chapter 2. The second issue is
how to embed information about the detected motion regions into an H.264
compressed bitstream during an encoding process and how to extract them during a

decoding process.

3.1.2 Proposed Idea

In the proposed method, each: frame captured from a stationary camera is
encoded into a compressed bitstream-in'the H.264 encoding process. During the
encoding process, a novel metion detection technique is used in this study to detect
suspicious activities in the currently-processed frame. While the motion regions are
detected, the location information of the motion regions is embedded into the
guantized frequency domain of the compressed H.264 bitstream. Therefore, if
someone wants to know whether a specific region of a video contains suspicious
activities or not, the data extraction process in the proposed method can be utilized to

search the video contents and output the video clips that the user is interested in.
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3.2 Detection of Motion Regions by
H.264/AVC Coding Features

In the proposed system, we introduce a novel motion detection technique by use
of H.264 coding features. In Section 3.2.1, the idea of the proposed technique is stated.
And in Section 3.2.2, the detailed process of the proposed motion detection technique

is described.

3.2.1 Proposed |dea of Motion Detection Technique

As mentioned in Chapter 2, in an encoding process of a P or B slice of a
compressed video stream, an,H.264 encoder needs to find the best partition mode of
the currently processed macroblock. Each 16x16 macroblock may be partitioned and
motion compensated by.one of the following ways: one 16x16 macroblock partition,
two 16x8 partitions, two 8x16. partitions, and four 8x8 partitions, as illustrated in
Figure 3.1(a). If the 8x8 meode is chosen, each of the four 8x8 sub-macroblocks in the
macroblock may be further partitioned in'four ways: one 8x8 sub-macroblock
partition, two 8x4 sub-macroblock partitions, two 4x8 sub-macroblock partitions, and
four 4x4 sub-macroblock partitions, as illustrated in Figure 3.1(b).

For the same macroblock, different partition modes produce different coding
costs to the compressed video stream. If the encoder does not choose the best partition
mode for the current macroblock, it will cause more bits to be included in the stream.
Therefore, the encoder does so according to the video content of the
currently-processed macroblock to get the lowest coding cost. Generally speaking, the
partition modes with large partition sizes (16x16, 16x8, 8x16) are suitable for smooth
areas, while the modes with small partition sizes (8x8, 8x4, 4xg,at& appropriate
for detailed areas.
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Video contents of motion regions usually change greatly both in the time domain
and in the spatial domain. In the time domain, the movements in the motion regions
result in a lot of information othangeswhich needs to be described. In the spatial
domain, the motion regions may contain some mowibgects which might be
humans, cars, etc. These moving objects might contain lots of details that need to be
encoded.

Changes in the time domain generally make the partition sizes of the motion
regions to be small ones in order to reduce the coding cost calculated in the motion
compensation process. Therefore, the partition modes of the motion regions are
mostly with small partition sizes. Moreover, changes in the spatial domain make the
partition modes of the macrobloeks within the motion regions variable, because video
contents between these macroblocks are quite ditferent from each other.

Based on the clues.mentioned above, we choose to use small partition sizes and
variable partition modes as features of motion regions, and use them and motion
vectors to detect motion regions m' surveillance videos.

Besides, after detecting motion‘regions by these features, some noise caused by
lights and shadows might be included in the detected motion regions and appears on
the fringes of the regions. We call macroblocks containing such noise in the detected
motion regions asoise macroblocksPartition modes of these noise macroblocks
usually include large partition sizes; Therefore, we also use this characteristic to

eliminate the noise. An example of noise macroblocks is illustrated in Figure 3.2.

3.2.2 Process of Detection of Motion Regions

The proposed motion detection method is applied to frames composed of P slices

only. During the encoding process of an input frame, the length of every motion
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vector of a sub-macroblock of the input frame is compared with a pre-defined
threshold in order to filter motion-less sub-macroblocks. The remaining

sub-macroblocks are called motion blocks

16 8
16
16%16 8x16 16x8 8x8
(a)
8 4
8
8x8 4x8 8x4 4x4

(b)
Figure 3.1 Tree structured partition ways. (a) Macroblogértitions. (b
Sub-macroblock partitions.

We obtain candidate motion regions by applying a region growing algorithm to
the motion blocks. The basic concept of the region growing algorithm is to check the

eight neighboring 16x16 macroblockf throughMg around each 16x16 macroblock

where the motion blocks are located. If anyM{f through Ms, say M;, contains

motion blocks, we check further the eight neighboring 16x16 macroblodWs ahd

so on recursively, until reaching the boundary of the input frame.
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Figure 3.2 An example of noise macroblocks.
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fringes composed of large partition sizes in the range reduction algorithm.

While obtaining these reduced candidate regions, we perform a process to
calculatepartition variancesof these regions. To calculate the partition variances, we
guantify in advance the partition modes of the motion blocks of these regions by
assigning each of them a value calledjwntification valuebased on the mode
numbers defined in an H.264 encoder and position information illustrated in Figure
3.3. The position information is defined based on transforming the two dimensional
coordinates of each 8x8 sub-macroblock within a 16x16 macroblock into one
dimensional. We then use the quantification value of each motion block to calculate

the partition variance of each candidate motion region. The detail will be described
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later. Each candidate region is evaluated finally by the partition variance. The larger

the variance, the more possible for the candidate region to be a motion region.

Figure 3.3 The position information of each 8x8 sub-macroblock
of a 16x16 macroblock.

Algorithm 3.1. Motion detection process.
Input: a frame Fcomposed of P slices only, a motion vector threshglaid a
variance threshold,T

Output: position information about the-metien-regions in F

Seps.

1. For each sub-macroblods in"F,"if the length of the motion vector &fs is
larger than , then decide Mas a motion block.

2. Perform the region growing algorithm to group the motion blocks to form
several candidate motion regions. Circumscribe each candidate with a rectangle.

3. Reduce the range of each candidate motion reRibwy shrinking each edde of
the rectangle of Rccording to the following steps.
3.1 Define a setS for E, which includes motion sub-macroblocks of 16x

macroblocks in contact with.E

3.2 For each motion block Bn S, compare the length of its motion vector

with the meanL, of the lengths of the motion vectors of all the motion

24



blocks in S. IfL¢ is larger tharL, and the partition mode @ is a small
partition size mode, jump back to Step 3.1 to skip shrinking &dged to
continue processing the next set S.

3.3 After checking all the motion blocks & in Step 3.2, count the number of
motion blocks of large partition sizes 8f If the number is over a half of
the total number of motion blocks of S, shrink the edder E6 pixels.

3.4 Go to Step 3.1 to process the next edge until all edgd® lrdve been
processed.

Calculate the partition variandéof each reduced regid® of R according to the

following steps.

4.1 Assign each motionblocBr in R" a quantification valueaccording to the
partition mode ‘numbeNyoqe defined in the encoder and the position

information Posof Brin the following way:

if the partition Size is small;setrquéitaiton.value= N, .+ Pos

3.1
if the partition sizeis large, set quantificaiton vakie /N (31

4.2 Use the quantification values of the motion blocks to calculate the variance
Vof R.

If Vis larger tharT,, putR into a candidate list; otherwise, find a blocB in

the regionR’ which has the largest motion vector length. If the locatioB of

inside the motion regions of the previous frame, Butinto the listL, too;

otherwise, drop R

Perform a merge process to the remaining regiohsaiccording to the following

rules.

6.1 If there are regions which belong to the same motion region in the previous

frame, merge these regions.
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6.2 If there are overlapping regions, merge them.
7. Output the position information of the motion regions remaining efter the

merge process.

The above algorithm shrinks edges by counting the nuidbef motion blocks
of large partition sizes in each edgelf N is larger than a half of the total number of
motion blocks inE, E is shrunk because the overall compositiorEas the large
partition size. An example of the results obtained from applying the range reduction
algorithm is illustrated in Figure 3.4, in which Figures 3.4(a) through 3.4(d) are the
motion detection results of four consecutive P frames without performing the
algorithm, and Figures 3. 4(e) tHfOIIJng:l‘rf% A(h)“nare the results of the same four P frames
instead. From Figures 3. 4-(11) and 3} We can see that the range reduction algorithm

"Ll“h Ih T rf,

does improve the motlor‘rdelectlon rresulft effectlvely 3

(a) (e)

Figure 3.4 An example of the results of applying the range reduction algorithm. The
black rectangle is the motion region and the white rectangles are the
sub-macroblocks in the region. (a) The first P frame without reduction. (b)
The second P frame without reduction. (c) The third P frame without
reduction. (d) The 4th P frame without reduction. (e) The first P frame with
reduction. (f) The second P frame with reduction. (g) The third P frame with
reduction. (h) The 4th P frame without reduction.
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(d) (h)

Figure 3.4 An example of the results of applying the range reduction algorithm. The
black rectangle is the motion region and the white rectangles are the
sub-macroblocks in the region. (a) The first P frame without reduction. (b)
The second P frame without reduction. (c) The third P frame without
reduction. (d) The 4th P frame without reduction. (e) The first P frame with
reduction. (f) The second P frame with reduction. (g) The third P frame
with reduction. (h) The 4th P frame without reduction (continued).
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In the process of assigning quantification values to motion blocks, we calculate
the quantification values based on the mode numbers which have been defined in the
encoder. Moreover, motion regions are mostly composed of small partition sizes (8x8,
8x4, 4>8, 4x4), so a macroblock in a motion region may be partitioned into many
small sub-macroblocks. Therefore, for the motion blocks with small sizes, the
guantification values are determined not only by mode numbers but also by position
information defined in Figure 3.3 in order to distinguish different combinations of
these small sub-macroblocks and increase the variety of the quantification values. An
example is illustrated in Figure 3.5 in which Figure 3.5(a) is the detection result

without utilizing the partition variances, and Figure 3.5(b) is the result instead.
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(a) (b)

Figure 3.5 An example of selecting candidate motion regions by partition variances.
The black rectangle is the candidate motion region and the white rectangles
are the sub-macroblocks in the region. (a) The detection result obtained
without using partition variances. (b) The detection result obtained by using
partition variances.
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3.3 Embedding and Extracting Datain
H.264 Videos

DCT-based data hiding methods are commonly used for videos and images. In
video standards before H.264 is introduced, the DCT-based methods are the basis of
many applications related to videos. However, while re-encoding, the DCT-based
methods face a problem that different intra prediction modes cause different sets of
frequency coefficients. Therefore, we introduce an improved DCT-based data hiding
method suitable for H.264 videos. In Section 3.3.1, the proposed technique of
embedding data is introduced. In Section 3.3.2, the proposed technique of extracting

data is described.

3.3.1 Process of ‘Embedding Data

In this section, we introduce ithe“method.of embedding data. The proposed idea is

described in Section 3.3.1.1.:In Section 3.3.1.2, the detailed algorithm is stated.

3.3.1.1 Proposed | dea

While an H.264 encoded stego-video is re-encoded, the resulting intra prediction
modes may be distinct from the original ones. Hence, the data hidden in the frequency
domain in this video may be lost because the resulting frequency coefficients could be
different. As a result, we introduce a secret-key-based data hiding method. A secret
key designated by a user is used to generate intra prediction modes used in data hiding
in order to prevent the hidden data from being lost. The modes generated in the data

hiding process will not affect the normal encoding procedure.
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3.3.1.2 Detailed Algorithm

The proposed data hiding method deals with frames composed of | slices only.
Each 4x4 sub-macroblock of an | frame is used to hide one bit of data. The data
hiding process is performed before the encoding process. A secret key is utilized as
the seed of a random number generation. The result of the random number generation
is used to decide an intra prediction médef each 4x4 sub-macroblock. A residual
block generated based éhis transformed and quantized. The resulting frequency
coefficients are modified to hide one bit of data and inverse transformed to produce a
reconstructed block which substitutes the original 4x4 sub-macroblock. The encoder
continues to encode this stego 4x4 sub-macroblock. In more dEtail#,not affect
the normal encoding process and the prediction.mode decided by the encoder is still

the best prediction mode'yielding the lowest codingcost.

Algorithm 3.2. The process of hiding-a-16x%6-macroblock in an H.264 video frame
composed of | slices only.
Input: a secret key Poinary data io*be hidden, a 16x16 macroblockgvand a
random number generator f

Output: a stego macroblock .

Seps.

1. Use the input secret keig as a seed fof to generate a sequence of random
numbers.

2. Perform the following steps befoké s is encoded.
2.1 For a 4x4 sub-macroblock, in Mis, select one of the available intra

prediction modedlodeof M, according to the result of the random number

generation.
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2.2 Use Mode to produce a prediction blodd, and subtract it fronM, to
generate a residual blotk..
2.3 TransformM; into the frequency domain to get the corresponding frequency
coefficients of M in the form of a 4x4 block, Coeff
2.4 Modify Coeffin order to hide an un-hidden 8t of D according to the
following rules.
2.4.1 Select the coefficient pair;(®, 3) and @3, 0) inCoeft

2.4.2 Modify C; and G according to the following equations:

(1). ifB=0:
if C,>C,, swapC and C (3.2)
(2). ifB=1:

if C;=C,, C =C+T;

: (3.3)
ifeC,>Cswap G and £

where Tis.a pre-defined threshold.

2.5 Inverse transfornCoeffand-add-the-result d, to produce a reconstructed
4x4 sub-macroblach;, which is then taken to replace the original 4x4
sub-macroblock.

3. Repeat Step 2 until all 4x4 sub-macroblocMipsare processed or until the data
in D to be hidden are all processed.

4. Take the modified macroblockillas input to the normal encoding process.

3.3.2 Process of Extracting Data

In this section, we introduce the proposed data extraction technique. The
proposed ideas are described in Section 3.3.2.1. In Section 3.3.2.2, the detailed

algorithm for it is presented.
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3.3.2.1 Proposed | dea

The proposed method extracts data in a decoder. While the decoder performs a
decoding process, we can use a secret key to select an intra prediction mode for each
4x4 sub-macroblock of a reconstructed macroblock. These intra prediction modes can
produce sets of frequency coefficients. The hidden data can be extracted from these

frequency coefficients.

3.3.2.2 Detailed Algorithm

When the video decoder decodes a macroblock to produce a reconstructed
macroblock, a prediction sub-macroblocK is formed for each 4x4 sub-macroblock of
the reconstructed macroblock basedson.a-prediction mode selected by a secret key.
The prediction sub-macroblock ' is "subtracted from the reconstructed 4x4
sub-macroblock to produce a residual block which isithen DCT-based transformed to
a set of frequency coefficients.. The hidden data'can be extracted from these sets of

frequency coefficients. The details.are described in the following algorithm.

Algorithm 3.3. The process of data extraction from a 16x16 macroblock in an H.264
video frame composed of | slices only.

Input: a 16x16 macroblock I, a secret key Rand a random number generator f

Output: 16 bits of data hidden ¥l 6.

Seps:

1. Use the input secret keig as a seed fof to generate a sequence of random
numbers.

2. Perform the following steps aftdt;s is decoded.

2.1 For each 4x4 sub-macroblobk; of Mig, select an intra prediction moée
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according to the result of the random number generation.
2.2 Use Pto produce a prediction bloéK.
2.3 Subtract Pfrom M, to produce a residual block R
2.4 Transform Rnto a set of frequency coefficienBoeft
2.5 Extract the hidden datait(i) of M4 from Coeffaccording to the following

eguation:
if C,2C,, sethif) =0;

_ (3.4)
else, setbit) 4,

where G is the frequency coefficient;(®, 3) and Gis G(3, 0).
3. Repeat Step 2 until all 4x4 sub-macroblock af Bre processed.

4. Combine all bifi) of My to form the 16 bits of the extracted data as output.

3.4 Embedding of Motion Region
| nfor mation

In this section, we gntroduce a technigue: for embedding motion region
information into | frames during.an encoding process. In Section 3.4.1, the principle
of the proposed embedding process of motion region information is given, and the

detailed algorithm of the embedding process is described in Section 3.4.2.

3.4.1 Principle of Proposed Technique

In the proposed system, the motion region information will be taken as input into
the H.264 encoding process while there are motions detected. The input information is
embedded into the H.264 video by the data hiding method introduced previously. The
embedded information is used to index the surveillance video for the subsequent

search process. Because the motion of most moving objects will last for several
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frames, we divide the video sequence into frame groups formed with several
consecutive frames composed of P slices only, cafleffames and one frame
composed of | slices only, callédrame One of the consecutive P frames is taken as
input to the motion detection process and the resulting detection information is
embedded into the | frame belonging to the same group if there are motions detected

in this group.

3.4.2 Process of Embedding Motion Region

| nformation

We divide the input video into severfahme groupsand each is composed of
some P frames and one | frame. We,then apply the motion detection process on these
P frames and if there are motions detected.in these P frames, the location information
of these motion regions forms a stringSince the motion of most moving objects
usually last for several frames;.we'do. 'not.hide motion region information of every P
frames in the group. We select just one of these P frames, in which the motion regions
have covered larger areas in these P frames to represent this group. The string is then
transformed into a binary forig and embedded into the | frame in the same group.
Each bit ofl, is embedded into a 4x4 sub-macroblock in the frequency domain. As
mentioned above, we randomly select an intra prediction mode to decide which set of

frequency coefficients is used to hide the data.

Algorithm 3.4: The process of embedding motion region information.
Input: a secret key Rnoving region information l[Va random number generator f
and an | frame F

Output: a stego-I frame '

34



Seps:

1. Denote the binary form dfl asMy = bibobs...b, whereL represents the length of

M.

2. Use the input secret kel as a seed fof to generate a sequence of random

numbers.

3. Take out consecutive 16 bits Mf,, which have not been hidden, and denote these

data bits ad/lpie.

4. Perform the following steps before the currently-processed macrobécks

encoded.

4.1 For a 4x4 sub-macroblockiB; in MB, select one of the available intra

prediction modesViode of MB, according to the result of the random

number generation.

4.2 UseModeto produce a prediction blodkB, and subtract it fronMB, to

4.3 Transform MB; into the frequency domain to get the corresponding

generate a residual bloSkB;.

frequency coefficients of MBnthe form of a 4x4 block, Coeff

4.4 Hide an un-hidden bit Bf My into Coeffaccording to the following rules.

4.4.1 Select the coefficient pairi@0, 3) and ¢ (3, 0).

4.4.2 Modify C; and G according to the following rule:

(1) ifB=0:
if C,>C,,swapC and (3.5)
(2) ifB=1:

if C,=C,, G, =C,+T;

. (3.6)
if C,>C,,swapC and £

where Tis a pre-defined threshold.

4.5 Inverse transformCoeff and add the result tdvViB, to produce a
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reconstructed 4x4 sub-macroblokk, which is then taken to replace the
original 4x4 sub-macroblock.
5. Repeat Step 4 until all 4x4 sub-macroblochMB are processed or until the data
in Mp16 to be hidden are all processed.
6. Jump to Step 3 and repeat the following steps until reaching the last macroblock

of F or the end of M

3.5 Extraction of Motion Region
| nfor mation

In this section, we introduce @ method for extracting motion region information
during a decoding process. In Section 3:5.%; the principle of the proposed process of
extracting motion region information lis-‘given,- and. the detailed algorithm of the

extraction process is described in Section 3.5.2.

3.5.1 Principle of Propesed-Technique

A compressed stego-video is recorded by the proposed system. Before searching
motion motions in the resulting surveillance video, the motion region information
must be extracted first. A secret key is used to form a seed of a random number
generation. Extraction of the information hidden in the frequency domain is

performed based on the result of the random number generation.

3.5.2 Process of Extraction of Motion Region

| nfor mation

We extract motion region information during a decoding process. For each 4x4
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sub-macroblock of the current | frame, an intra prediction mode chosen by the result
of the random number generation produces a set of frequency coefficients. Each bit of
hidden motion region information is extracted from the set of frequency coefficients.

The extraction process continues until reaching the end mark of the motion region

information or the last macroblock of the current | frame.

Algorithm 3.5. The process of extracting motion region information.
Input: a stego-1 frame Fa secret key Rand a random number generdtor
Output: motion region information of the frame grougElonging to.
Seps.
1. Use the input secret keig.as a seed fof'te generate a sequence of random
numbers.
2. Perform the following steps after the currently-processed 16x16 macrddigck
is decoded in the decoding process.
2.1 For a 4x4 sub-macroblodd, of M, select an intra prediction modre
according to the result of the random number generation.
2.2 Use Pto produce a prediction blo¢K.
2.3 Subtract Pfrom My to produce a residual block R
2.4 Transform R0 a set of frequency coefficients Coeff
2.5 Extract the hidden datdit(i) from Coeff according to the following

equation:
if C,=C,,bit(i) =0;

else, bit ) =1, 3.7

where G is the frequency coefficient;(®, 3) and Gis G,(3, 0).
3. Repeat Step 2 until all 4x4 sub-macroblocks of the current macroblock are

processed or until the end mark of motion region information is reached.
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4. Continue processing the next macroblock until reaching the end mark of the
motion region information or the last macroblock of this frame.

5. Combine each Hit) of My to get the motion region information and output.

3.6 Experimental Results

In our experiments, each image captured by a video camera is encoded by an
H.264 encoder to form an H.264 compressed surveillance video with frame size
352x288. We simulate a surveillance system composed of a video camera and a
notebook computer. A surveillance video of the computer vision lab is taken as an
input video. The contents of this video are that a person enters the lab and walks
around. Ten representing frames of the resulting.stego-video are shown in Figure 3.6.
The proposed user interface for searching suspicious activities in a surveillance video
is shown in Figure 3.7:If we want to _know whether. the person has been appeared
around the bookshelf, we can specify-a-fregion containing the bookshelf and press the
search button. Then, the related video clips will be shown in a few milliseconds. The
search result of the specific region isfshown in Figure 3.8. Some video clips of the
result are shown in Figure 3.9.

This experiment shows that the proposed system can help a user search video
clips that he or she may be interested in quickly and prevent him or her from go

through the whole video to find a short video clip.

3.7 Discussionsand Summary

In this chapter, we have proposed a motion detection method using tree
structured macroblock decomposition information, a data hiding method suitable for

H.264 videos, and a surveillance video search system. The proposed motion detection
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method fully utilizes the encoding information generated during the encoding process.
Thus, the method can detect motion regions quickly. The proposed data hiding
method avoids losing hidden data due to changes of intra prediction modes. The
proposed surveillance video search system provides an easy way to search activities in
a surveillance video based on the techniques mentioned above. Experimental results

show the feasibility of the proposed method.

(€) (d)
Figure 3.6 Ten representing frames of the resulting stego-video. (a) The first frame. (b)
The second frame. (c) The third frame. (d) The 4th frame. (e) The 5th frame.
(f) The 6th frame. (g) The 7th frame. (h) The 8th frame. (i) The 9th frame. (j)
The 10th frame.
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(i) )
Figure 3.6 Ten representing frames of the resulting stego-video. (a) The first frame. (b)
The second frame. (c) The third frame. (d) The 4th frame. (e) The 5th
frame. (f) The 6th frame. (g) The 7th frame. (h) The 8th frame. (i) The 9th
frame. (j) The 10th frame (continued).

40



File

Select search rand

Processing frame 50

The process is finished

T

. T
Figure 3.7 The proposq‘ﬂ,--‘uafr i
surveillance;iﬁeo..- =
- IR
=

==

Il Surveillance video search system

File

Select search range

O wppeckt
@ right-bottom

Search result:

Frame 825 A |
Frame 828 -
Frame 831

Frame 834

Frame 837

Frame 846 =
Frame 849
Frame 852
Frame 855
Frame 858

o

[>

The process is finished

<
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(e) ()
Figure 3.9 Some resulting video clips of the search in Figure 3.8. (a) The first video clip.
(b) The second video clip. (c) The third video clip. (d) The 4th video clip. (e)
The 5th video clip. (f) The 6th video clip.
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Chapter 4

Authentication of Surveillance
Videos by Hiding Tree-Structured
M acroblock Decomposition

| nfor mation

4.1 Introduction

With the progress of video compression technology and efficient video coding
standards, digital videos howadays have become more and more popular than in the
past. The H.264 standard is especially-used, widely in many applications related to
videos such as surveillance video systems. This' convenience raises a problem that
digital videos are easier to be modified through lots of video editing software than
traditional ones recorded in tapes. Moreover, along with the progress of the Internet
technology, digital videos are often transmitted on the Internet. As a consequence,
some malicious users may acquire and tamper with the videos easily. Especially in the
case of using a surveillance video system, if the videos stored in the system are
tampered with, it may cause lots of serious legal disputes. Therefore, it is necessary to
authenticate the integrity and fidelity of surveillance videos. In this chapter, a method
for authentication of surveillance video sequences and their contents is proposed.

In Section 4.1.1, the related problem definitions are given. In Section 4.1.2, the

idea of the proposed method is presented. In Section 4.2, the proposed process for
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generating authentication signals is described. In Section 4.3, the proposed process for
embedding authentication signals in surveillance videos is described. The proposed

process for authentication of video sequences and contents is stated in the Section 4.4.
Some experimental results are shown in Section 4.5. Finally, some discussions and a

summary will be given in the last section of this chapter.

4.1.1 Problem Definition

The main task of a video authentication system is to verify whether a video has
been tampered with or not. Tampering operations can be categorized into two types:
spatial andtemporal Spatial tampering means modifications manipulated on video
frame contents and temporal tampering means modifications manipulated on video
frame sequences

Temporal tampering can be categorized further into three typpkicement
cropping, andnsertion. Replacement-means-substituting fake video frames for some
of the original video frames, respectively. In this*way, the number of video frames
will not change and the difference of'the size between the original video and the fake
one will be too tiny to detect. For example, a malicious user may want to replace a
frame including a suspicious activity with a non-suspicious one. An illustration of
replacement is shown in Figure 4.1.

Cropping means deleting some video frames from the original video sequence.
For instance, a malicious user may want to eliminate his or her criminal fact by
cropping some video frames in the original video sequence. An illustration of
cropping is shown in Figure 4.2.

Insertion means placing some fake video frames between frames of the original

video sequence. If a malicious user wants to impute his or her criminal activities to
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someone who is innocent, he/she may try to insert fake video frames into the original
video sequence. An illustration of insertion is shown in Figure 4.3.

The main task of the proposed authentication system is not only to detect if a
surveillance video has been tampered with, but also to recognize the tampering type

and mark further the altered frames.

4.1.2 Proposed |dea

In the proposed method, we divide a video sequence into séara groups
with each group being composed of some P frames and one | frame. In order to detect
spatial and temporal temperingsjthentication signalsre generated for each frame
groupG and hidden into the DCT coefficients of each macroblock within the | frame
in G. The authentication” signals- @ :are  composed' of two types of features, as
proposed in this study.. The first is thee structured macroblock decomposition
information of a P frame &, which-can-be-used to detect spatial tempering. The
second is the index of,@vhich can be used to detect temporal tampering.

In Chapter 2, we have reviewed the tree structured motion compensation
technique used in the H.264 standard. The basic idea is that a macroblock in a P slice
can be partitioned into sub-macroblocks and each of these sub-macroblocks is motion
compensated individually. The way of partitioning the macroblock is usually adapted
to the video content. Because different video contents result in different
sub-macroblock partitions, the partition modes of the sub-macroblocks, taked
structured macroblock decomposition information, are suitable for use to generate

authentication signals.
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Figure 4.1 An illustration of replacement.
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Figure 4.3 An illustration of insertion.
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4.2 Generation of Authentication
Signals

In this section, the proposed technique for composition of authentication signals
is described. In Section 4.2.1, the principle is described first, and in Section 4.2.2, the

proposed process for generation of authentication signals is presented.

4.2.1 Principle of Authentication Signal Generation

In this study, a frame group is treated asné for authentication. Therefore,
each frame grouf> of an input video has its own authentication signals which
comprise two parts. The first part is the indexCoivhich is used to detect temporal
tampering. The second part is:tree structured macroblock decomposition information
T of the motion regions.of a P frame with®)-which is.selected randomly by a key.
Since surveillance videos usually contain some suspicious activities in motion regions,
we use the motion regions to. generate the authentication signals. More specifically,
we recordT and quantify it to form a string Then,| together with the index d&
comprise the authentication sign&s Finally, S, is embedded into the | frame Gf

for the authentication use.

4.2.2 Processfor Generation of Authentication

Signals
In Chapter 2, we have reviewed the tree structured motion compensation
technique of the H.264 standard. A 16x16 macroblock can be partitioned by one of
the following ways: one 16x16 macroblock partition, two 16x8 partitions, two 8x16

partitions, and four 8x8 partitions. If the 8x8 macroblock partition mode is chosen,
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each of the four 8x8 sub-macroblocks in the macroblock may be further partitioned in
four ways: one 8x8 sub-macroblock partition, two 8x4 sub-macroblock partitions,
two 4x8 sub-macroblock partitions, and four 4x4 sub-macroblock partitions.
Therefore, a macroblock partition mode and four sub-macroblock partition modes are
used to describe the partition of a 16x16 macroblock in the H.264 standard.

Besides the index of a frame grofd we also need the tree structured
macroblock decomposition informatioh of a P frame withinG, which is selected
randomly, to generate the authentication signals. Specifically, we select one of the P
framesF, in G and perform the motion detection algorithm introduced in Chapter 3 to
Fp to obtain a set of the motion regiom,in it. For each 16x16 macroblo¢k of
each regionR of R, denote its"macroblock: partition mode RBg If Py, is a large
partition mode except forithe 8x8-macroblock partition, we use the bit O to represent
M. If Py is the 8x8 macroblock partition and each sub-macroblock partition mode of
M is the 8x4, 4x8 or 4x4 mode, we use the bit 1 to reprddemt P, is the 8x8
macroblock partition mode and all the sub-macroblock partition modkkae the
8x8 sub-macroblock partition modes, then we tMats a special case which will be
described later.

Next, we form a binary strin§ with a pre-defined lengthr to represent the tree
structured macroblock decomposition informatiorRolby assigning each macroblock
a representing bit in the above-mentioned way. We then corfbingh the binary
form Gy, of the index ofG and the binary fornR, of the coordinates d& to compose
a binary string§ with lengthLg which is the sum of the value bf, the length ofG,
and the length of R Moreover, we call;She region signabf R. Finally, we combine
all region signals oR to produce the authentication sign&jsof G. The following

algorithm describes the details of the above-mentioned process.

48



Algorithm 4.1. Process for generating authentication signals.
Input: a frame group @ a video, a secret ké§;, and a random number generator f
Output: authentication signals,  be embedded.
Seps.
1. Use the input secret ké§/as a seed fordnd usd to generate a sequence of
random numbers, Q
2. Select randomly a P framg 1 G according t@Q.
3. Perform the motion detection process (Algorithm 3.1)toFobtain a set of the
motion regions M F,.
4. For each region;Rvithin R perform the following steps.
4.1 For each 16x16 macroblock M R, perferm the following steps.
4.1.1 Denote the macrablock partition:-mode* ofdsl P, and the
sub-macraoblock partition mode as P
4.1.21f P is thes16x16, 16x8;0or 8x16 mode; Markalsla large partition
macroblock
4.1.31f Py is the 8x8 mode and eachd? M is 8x4, 4x8, or 4x4 mode,
Mark M as a small partition macroblock
4.1.4 For the case that both,Rnd Psare the 8x8 mode, decide thatidva
large partition macroblock or a small partition macroblock according to
the following rules.
4.1.4.1Evaluate the partition scomf M according to the following
rules.
4.1.4.1. Name the eight neighboring macroblocks atraugh H
as depicted in Figure 4.4.
4.1.4.1.Define themacroblock gain Gfor each of Ahrough Hin
the following way.
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(1) ForA, B, C, andD, if P; is the 8x8 mode, set the
value of Gto 1; otherwise, to 0.
(2) ForD, E, F, andH, if P; is the 8x8 mode, set the
value of Gto 0.5; otherwise, to 0.
4.1.4.1.Zalculate the partition score according to the following

equation:

H
partition score=y_ G (4.1)

i=A

4.1.4.2If the partition score is larger than a pre-defined threshold T
mark Mas a large partition macroblock; otherwise, as small.
4.1.51f M is a large partition macroblock, set B(M) to 1; otherwise, to O.
4.2 For each Rselect E'16%16 macroblocks Mhrough M, each denoted as
M;, and combine all @4;) to farmia binary string Sivhere k is a
pre-defined length of signals. If the total number of macroblocksisn R
smaller than , allow repetitien-ef-using macroblocks in R
4.3 Transform the coordinate information gfiRto the binary form and
combine it with Sto form a'new binary string.S
5. Combine the string; ®f every region Rwithin R to form the desired

authentication signals,S

The meaning of the rules mentioned in Step 4.1.4 is explained here. The 8x8
partition modeis treated as a special case where the macrollbckn be either a
large partition macroblock or a small partition macroblock, depending on the eight
neighboring macroblocks. The basic idea for deciding this is that if most of the
neighboring macroblocks are large partition cases, relyards a large partition

macroblock; otherwise, a small one. A partition score is calculatéd fmsed on the
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eight neighboring macroblocks to decide which ddskelongs to. The macroblocks
which are in direct contact withl (macroblocksA, B, C, andD in Figure 4.4) have

much influence on Mhan macroblocks Ehrough H

Figure 4.4 The notations of the eight neighboring macroblocks of M ck
- - F—

4.3 Embedding and Extracting of
Authentication Signalsin
Survelllance Videos

In this section, the proposed methods of embedding and extracting authentication
signals are introduced. In Section 4.3.1, the proposed technique of embedding
authentication signals is described, and in Section 4.3.2 the proposed technique of

extracting authentication signals is presented.
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4.3.1 Embedding of Authentication Signals

In this section, the proposed technique of embedding authentication signals is
described. In Section 4.3.1.1, the proposed idea is presented. In Section 4.3.1.2, the

detail steps of the embedding process are described.

4.3.1.1 Proposed Idea

We divide a video into several frame groups, and each of them is treated as a unit
of authentication, as mentioned previously. After generating the authentication signals
S for each groups, we embeds, into the only | frame irG for authentication use,
resultingin a potected video.

A protected vided/, might be tampered:with and recompressed by a malicious
user. Therefore, if the method used for'embedding authentication signals is not robust
enough to be recompression-resilient; the authentication signals hiddgmay get
lost and the protected video will not be-authenticable any more. As a result, the data
hiding method applied to the authentication signal embedding process needs to be
robust with respect to H.264 recompression, so the robust data hiding method

introduced in Chapter 3 is utilized in the proposed embedding process described next.

4.3.1.2 Process for Embedding Authentication Signalsin |

Frames

After obtaining the authentication sign&s we duplicates, into several copies,
where the total length of these copies is set smaller than the capacity of an | frame.
The main purpose of this duplication process is to facilitate extracting authentication

signals more precisely usingvating techniquen the later authentication process in
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order to reduce the probability of misrepresentation. Then, the signals are embedded
into the | frame using the secret-key-based data hiding method introduced previously

in Chapter 3. The details are described as an algorithm as follows.

Algorithm 4.2. Process for embedding authentication signals.

Input: authentication signals,San | frame Fa secret key Kand a random number

generator.f

Output: a protected | frame’F

Seps:

1. Denote the length of, asL(S,). DuplicateS, k times and concatenate them in
order to form a new binary strirf§y’, wherek is such that.(S,)xk is smaller than
the capacity of an | frame.

2. For each 16x16 macroblodd in F, perform the following steps befoid is
encoded.

2.1 Take out the first:consecutive 16 bits ®f,»which have not been hidden,
and denote these data bits gs'S

2.2 TakeK, S6, M, andf as the input to the data hiding method (Algorithm 3.2)
introduced in Chapter 3, and perform the data hiding process.

3. Repeat Step 2 until all macroblocks irafe processed.

An example of embedding authentication signals is illustrated in Figure 4.5.
Figures 4.5(a) through 4.5(c) comprise the first frame g@upn an input video.
Figures 4.5(a) and 4.5(b) are two P frame&qgfand Figure 4.5(c) is the | frame of
Gi1. We selected one frantefrom the first P frame in Figures 4.5(a) or the second P
frame 4.5(b) to construct the authentication signalS;oMore specifically, there are
two motion regionsR; andR;, within G;, and the region signals &; and R, are
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combined to comprise the authentication signals;cind embedded into the | frame

of G;. Figures 4.5(d) through 4.5(f) comprise the second frame @ggpupthe video,

and the embedding process for is the same a&{foA comparison between the
original | frame and the stego-I frame is illustrated in Figure 4.6. Figure 4.6(a) is the
original | frame and Figure 4.6(b) is the stego-I frame. The comparison shows that the

data hiding process does not result in many noises in the stego-I frame.

4.3.2 Extraction of Authentication Signals

In this section, the proposed technique of extracting authentication signals is
described. In Section 4.3.2.1, the proposed idea is presented, and in Section 4.3.2.2,

the detail steps of the extraction-process are described.

4.3.2.1 Proposed | dea

If a protected video is re-encoded,.the. original DCT coefficients may be slightly
changed. Some of the authentication signals hidden in the video may also be changed
due to the recompression process. For this reason, we duplicate the signals several
times and embed all of them, as mentioned previously. We extract them in the data
extraction process by the voting technique in order to increase the precision of the
extracted authentication signals. Furthermore, if the protected video is tampered with,
we can still extract the correct signals while the non-suspicious area is larger than the

suspicious area in an | frame spatially.
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(e) (f)

Figure 4.5 An example of embedding authentication signals. The region signals of one
of the two P frames form authentication signals, and the authentication
signals are hidden into the following | frame. (a) The first P frame of the
first frame group. (b) The second P frame of the first frame group. (c) The
| frame of the first frame group. (d) The first P frame of the second frame
group. (e) The second P frame of the second frame group. (f) The | frame
of the second frame group.
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(a) (b)
Figure 4.6 A comparison between the original | frame and the stego-I frame. (a) The
original | frame. (b) The stego-I frame.

4.3.2.2 Process for Extractl-ng Authentlcatlon Signals by

b
7=-n o

Voting Techanue B,
F—HE BT b, e

We extract signals, ‘hltdden in a wdeo by the da’ta extracting method mentioned

ril
"A.

previously in Chapter 3 Land getlaufbennganon S|gnals based on the use of the voting
technique proposed Iateu. In éé?:m'r}r“%’?;we ; i‘-iielve introduced the process for
generation of authentication S|gna_!s_u.lﬁj[quh‘frajme dBptipe signals are produced
based on the motion detection result of the P frant. iSince there may be several
detected motion regions and since a specific segment of authentication signals in the
authentication signal§, is produced for each region, the lengthSgfs not fixedfor
every frame group in the video. As a result, the lehgthf S needs to be decided
first, so that the voting process can be performed based on L

In the proposed voting process, each bit of the extracted data may be either of the
two possible values, 0 and 1, so every Bjitof S, is associated with two scores:
Score-0 and Score-1. If the value ¢i€0, one vote is added to Score-0; otherwise, to
Score-1. Then the value with the higher vote score will be regarded as the correct

value of B.
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Algorithm 4.3. Process for extracting authentication signals.
Input: a protected | frame,Ra secret key Kand a random number generator f
Output: authentication signals,.S
Seps.
1. For each macroblock; of F, takeM;, K, andf as the input to the data extraction
method (Algorithm 3.3) to get the hidden dataoDVA;.
2. Combine all Dto form a binary string S.
3. Perform the following steps on S to get the authentication sighals S
3.1 Denote the lengthof Sas L
3.2 Divide L into segments of lengths;, and denote the number of segments as
T, where ks the length of a region signal as mentioned in Section 4.2.2.
3.3 Generatd candidate authentication signals according to the following steps
and denote them as through $.
3.3.1Denote the currently-processed candidate authentication sigrgl as
where 1§ <T.
3.3.2Divide S into several segments of signals, with each of them being of
the length k.
3.3.3Transform each segmegtof S into the binary form &' = b;bybs...bj,
wherel is the length oE'. Associate each bit & with two vote scores
Vo[m] andV4[m], where 1< m< . Calculate the score of each bit of the
candidate authentication signgl to be constructed in the next step

according to the following rule, where < T:

ifb, =0, thensety = Y L

_ (4.2)
ifb, =1 thensety i+= Y prl,

where 1 sm<|.

3.3.4Denote the binary form of as § = s%...5. Construct§ by
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comparing the two scores of each bitSfaccording to the following

rule:

if Vo[m >V np, then set s Gs

: (4.3)
if V,[m >V] n, then set sl

where 1 sm<|.

3.3.5Calculate thalistribution ratepy, of each bits, of § by the following

rule:
P _ Vlm .
fs =0, p,= :
T P Im + \ m) s
o _vm '
S P+ )

where 1 sm<|.

3.3.6 Calculate the average distributionsrated? S by the following rule:

|
2. Pn
P .= m=1

A (4.5)

where lis the length ofiSand 1 5. < T.
3.4 Select one candidate frof through Sy which has the highest average

distribution rate, as the output-authentication signals S

In the above process for extracting authentication signals, we first divide the
extracted signal$ byLg in order to know how many region sign&scan hold, and
the division result is denoted ds Since we do not know how many region signals
comprise the desired authentication signals, we check each possible muimber
region signals, wher®&l cannot be greater thah and construct the corresponding
candidate authentication sign&<y the voting technique, where<]j < T. Based on
the voting result which yield§, we calculate the distribution rate of each bitSof
The candidate with the highest average distribution rate of all bits is recognized as the
desired authentication signals.
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4.4 Authentication of Survelllance
Videos

In this section, the proposed detection and verification techniques for spatial and
temporal tamperings are introduced. In Section 4.4.1, the process for detection and
verification of spatial tampering is described. And the process for detection and

verification of temporal tampering is presented in Section 4.4.2.

4.4.1 Detection and Verification of Spatial

Tampering

A frame groupG is treated as a unit of authentication. The authentication signals
for G are embedded in the | frame G@f The first step of authentication of spatial
tampering is to perform-authentication on-the | frame. If any region in the | frame is
marked as a suspected regi@js alsosmarked as a suspected frame group. For a
suspected frame grou®, we perform authentication on P frames@fto get more
information about the tampering, which will be described later.

In Section 4.4.1.1, the proposed process for authentication of | frames is
described. The proposed process for authentication of P frames is described in Section

4.4.1.2.

4.4.1.1 Authentication of | frames

Because usually most frames of a surveillance video are still background without
moving objects, a malicious user may try to cover suspicious activities by the
background image. They may cut some regiRrfsom the background image, and

replace the regions containing suspicious activities in other framefRw\thile the
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area which is tampered with is usually smaller than the area which is not tampered
with, we can extract the correct authentication signals by the previously-mentioned
voting technique, and use the signals to detect and verify the area which is tampered

with within the corresponding | frame.

Algorithm 4.4. Process for spatial tampering detection in an | frame.
Input: a protected | framg, authentication signalS extracted frorf, a secret ke,
and a random number generator f

Output: an authenticated | framé.F

Seps.

1. For each 16x16 macroblodd in F, take M, K, andf as input to the data
extraction method (Algorithm 3;3) to get the hidden data M.

2. Denote the sixteen 4x4/sub-macroblock#imasM; throughM;s, sayM;, and the
corresponding hidden bit of;Ms:D.

3. Denote the number of suspected 4x4 sub-macroblocksas .

4. CompareD; with the corresponding bis in S to determine whetheM; is
suspicious or not. If Os not equal to;sregardV; to be suspected.

5. If Mjis a suspected sub-macroblock, sgtNsx4+1.

6. After processing eacM;, name the eight neighboring macroblockshMbfas A
throughH, as depicted in Figure 4.4., and verify each macrobibeccording to
the following rules:

(1) If Naxsis larger than 5, regard M be content-unauthentic

(2) If Naxa is larger than 3 and one of the neighboring macroblogks,
through D, is content unauthentic, regaril to be neighbor
unauthentic

(3) If Naxs is larger than O and one of the neighboring macroblogks,
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through H, is content unauthentic, regardl to be neighbor
unauthentic
7. Mark all the content-unauthentic and neighbor-unauthentic macroblocks as

suspected regions.

In the above proposed algorithnNaxs is the number of suspected 4x4
sub-macroblocks in a macroblobk Therefore, amsx4 of @ macroblociM, which is
larger than a pre-defined threshold, means that most video contents Mitare
attacked, so thatM is regarded to becontent-unauthentic If M is not
content-unauthentic, but one of the eight neighboring macroblockd ofs
content-unauthentic, then weqdecide thaMifis neighborunauthenticaccording to

the rules (2) and (3) in Step 6 of the proposed algorithm.

4.4.1.2 Authentication of Pframes

During the process forigeneration of authentication signals of a frame Group
the authentication signals are composed ‘of region sign&s These region signals
are formed based on the tree structured macroblock decomposition information of the
corresponding motion regions i6@; therefore, the region signals contain some
information about the moving objects.

If a frame groupG' is marked as a suspected frame grdbipis decided to be
tampered with, and there may be some moving objects missiag kence, we can
extract the tree structured macroblock decomposition information of the motion
regions from the authentication signals to get more information about the missing
moving objects.

Each region signal is composed of the indexGyfthe coordinates of the
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corresponding motion regioR, and the tree structured macroblock decomposition
information ofR. In the proposed process of authentication of the P frames in a frame
group G, we first divide the authentication signals @finto several region signals
with lengthLg. A region signal represents a motion region. For each motion rBgion

in G, the corresponding region signal is analyzed to get the coordRatédR, and

the tree structured macroblock decomposition informa®pof R. R; is used to locate

the motion region, anBr is used to describe the information of the missing moving

objects in R

Algorithm 4.5: Process for detection of spatial tampering of P frames in a frame

group.

Input: a frame group @Gnd-authentication signals S.of G

Output: authenticated P.frames with information of missing moving objects.

Seps.

1. Divided S into severalregionisignals with lendily whereLr is the length of a
region signal. Denote these region signals;abrSugh |, and the corresponding
regions as Rthrough R, where Nis the number of region signals.

2. For each P frame I G, perform the following steps.

2.1 For each region signaj,8vhere 1 g < N, perform the following steps.

2.1.1 Transform the binary form of the coordinate informatiorgitack to
decimal numbers. Denote the decimal form of coordinate information
as R.

2.1.2 Extract the tree structured macroblock decomposition information from
S, and denote it astR

2.1.3UseR: to locate the corresponding motion regigrin F, where 1<i <
N. Denote the corresponding rectangle as Rec
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2.1.4DenoteRy asRy =rirors...r,, wherel is a pre-defined length of the tree
structured macroblock decomposition information part in a region
signal.

2.1.5For each bit; of Ry, if r; = 0, mark the corresponding macroblddkn
R as a small partition macroblock. Otherwise, m&tkas a large
partition macroblock, where 1j<1.

2.1.6Regard the partition information of macroblocks Bf and the
coordinate information oR as information omissing moving objects
of R.

Output the authenticated P framesGnwith information of missing moving

objects.

Based on the information of missing objediswe can get more information

about the missing objects, that may.be covered by a malicious user. The coordinate

information part ofl can locate which area in these:P frames of the frame group may

contain suspicious activities. Moreover, the partition information can describe moving

objects appearing in the area in more details, such as the moving direction, the shape

of a moving object, etc.

4.4.2 Detection and Verification of Temporal

Tampering

In the proposed method, temporal tampering is categorized into three types:

replacement, cropping, and insertion. We not only can detect three types of tampering,

but also can detect the starting frame and the end frame for each type of tampering.

We utilize the extracted indek’ of a frame groupG; obtained from the
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corresponding authentication signals to verify the correctness of a video sequence. We
comparel;’ with the index ofG which is denoted a$ to detect the temporal

tampering.

Algorithm 4.5: Process for temporal tampering detection of a video sequence.
Input: a video sequendé and authentication signals S of each frame group of V
Output: a report Rof the detection result.
Seps.
1. Denote the total number of frame groups/iasN, each frame group &,, and
the index of each frame group @snhere 1 5 < N.
2. For each frame grou@; in:V; extract the indeX’ hidden in the corresponding
authentication signals; where Is< N.
3. Create a flag bit Bo indicate the occurrence of tampering, and initialize B.
4. Create a flag bit Fo indicate the occurrence of replacement, and initi&li®0.
5. Subtractifrom I, and denote‘the result as D
6. If D; #0, perform the following steps.
6.1 IfBisequalto0, set® 1, and record the index of the | frame in ¢
6.2 If B is equal to 1 andbs equal to B, set Fto 1.
7. 1If D; =0, perform the following steps.
7.1 If Bis equal to 1, record the indexof the | frame inG;, and perform the
following steps.
7.1.11f F is equal to 1, decide the tampering type as replacement
7.1.21f F is equal to 0, decide the tampering type as cropping and insertion.
7.1.3 Store the tampering types and r, into R
7.1.4Set B n;, and nto O.
8. Repeat Steps 5 through 7 for each frame group until reaching the end of V
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9. IfBisequalto 1, perform the following steps.
9.1 IfFisequalto 1, recognize the tampering type as replacement.
9.2 IfF is equal to 0, perform the following steps.
9.2.11f Dy > 0, decide the tampering type as cropping.
9.2.21f Dy < 0, decide the tampering type as insertion.
9.2.3 Store the tampering types and the index of the last | frame Vfinto
R.

The meanings of some of the steps of the algorithm are explained here. The basic
idea of the above proposed method is to detect tampering based on the difference
between the real index and the extracted index of a frame group. All the differences of
the frame groups in a video sequence without temporal tampering should be zero. If a
cropping operation occurs in frames before a frame g@®uihe difference ofs is
larger than zero. If an insertion operation eceurs in frames before a frame grihgp G
difference of Gs smallerthan zero.

Once there is found a frame gro@Gwith non-zero differenc®; in Step 6, we
mark G; as the stams of the tampering. Then, if there is a frame gr@@fterG; in
the video sequence and the differeigeof G; is zero,G; is marked as the end of
the tampering in Step 7.1. For convenience of use, we call the tampering T

Next, in Steps 7.1.1 through 7.1.4, we decide the tampering typéased on
the difference sequence of the frame groups beta@mdG;. If the differences in
the sequence are all equal, then the typ@ &f marked as cropping and insertion,
which means there is a cropping operation which crops a number of frames as well as
an insertion operation which inserts the same number of frames as the cropping
operation. If the difference sequence includes non-consecutive numbers, then the
frame groups betwee@; and G; are not the original frame groups of the video.
Therefore, we mark the type ofab replacement.
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If the frame groupG; with non-zero index difference is found, but the frame
group G; with zero index difference is not found even when reaching the end of the
video, we decide the tampering typeldbased on the following rules in Step 9. If the
difference sequence includes non-consecutive numbers, the type is regarded as
replacement. If the differences in the sequence are all equal and larger than zero, the

type is regarded as cropping. Otherwise, the type is regarded as insertion.

4.5 Experimental Results

In our experiments, the size of each video frame is 352x288. The input video is a
surveillance video of the Computer Vision Lab at National Chiao Tung University,
where this study was conducted. In this video, @ person wants to take a book on the
table, and a malicious user try to cover this person‘and crops the part of the person in
all frames of the input video. Each row of the figures in Figure 4.7 thréigre
4.10 is a frame grou@; of'the input video--Fheleft figure of the row is a representing
P frame ofG;, and the rightfigure of the row is‘the | frame@&f Three consecutive
frame groups of an original video are 'shown in Figure 4.7. Three consecutive frame
groups of the protected video yielded by the proposed method are shown in Figure 4.8.
Three consecutive frame groups of an attacked version of the video are shown in
Figure 4.9. The malicious user crops the area containing the person in each frame and
replaces it with the background image. The three corresponding consecutive frame
groups of the authenticated video are shown in Figure 4.10.

In Figure 4.10, the green areas in the right figures are the suspicious areas of the
| frames, which are attacked. The black rectangles in the left figures are the results of
authentication on P frames. These rectangles reveal the information of the original

video contents in the attacked areas, and the tree structured macroblock
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decomposition information of the contents. Based on the concept of tree structured
motion compensation, the areas with small rectangles may contain some moving
objects. The areas with small rectangles are distributed around the table. If we
compare the areas with the background image, we may guess that the book on the
table is moved by someone.

This experiment shows that the proposed authentication method not only can
detect whether a video has been tampered with or not, but also can specify which part

of the image frame is tampered with.

4.6 Discussionsand Summary

In this chapter, we have proposed an authentication method that can detect and
verify tamperings in a suSpicious video. The.proposed method uses the tree structured
macroblock decomposition mformation.in-H.264 codes as authentication signals and
embeds the authentication signals-inte-the-I-frames of the input video. In order to
extract the authentication signals more precisely; We use the voting technique to make
sure we can still extract the correct 'signal while most regions of a suspicious frame
are not tampered with. The correct signals can detect both temporal tampering and
spatial tampering and verify the suspicious regions and frames.

Therefore, the proposed authentication system not only checks if a protected
video has been tampered with or not, but also further shows where and how the

tampering occurs.
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(e) ()
Figure 4.7 Three consecutive frame groups of the original video. (a) A representing P
frame ofG;. (b) The I frame ofG;. (c) A representing P frame &%, (d)
The | frame of G. (e) Arepresenting P frame Gg_ (f) The | frame of G.
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(e) ()
Figure 4.8 Three consecutive frame groups of the protected video. (a) A representing P
frame ofG;. (b) The I frame ofG;. (c) A representing P frame &%, (d)
The | frame of G. (e) Arepresenting P frame Gg_ (f) The | frame of G.
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(e) ()
Figure 4.9 Three consecutive frame groups of the tampered video. (a) A representing P
frame ofG;. (b) The I frame ofG;. (c) A representing P frame &%, (d)
The | frame of G. (e) Arepresenting P frame Gg_ (f) The | frame of G.
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Figure 4.10 Three consecutive frame groups of the authenticated video. The green
areas in the right figures are suspicious areas of the | frame. The black
rectangles in the left figures are the tree structured macroblock
decomposition information of the suspicious areas. (a) A representing P
frame ofG;. (b) The I frame of5;. (c) A representing P frame G, (d)

The | frame ofG,. (e) A representing P frame & (f) The | frame of
Gs.

71



Chapter 5
Protection of Personal Privacy In
Surveillance Videos

5.1 Introduction

Surveillance systems rise along with the development of society, so lots of issues
have to be considered. Privacy. protection is.one of these issues in video surveillance.
Since a video surveillancessystem usually monitors a public space for long periods of
time, it may possibly record some information ‘which violates personal privacy.
Therefore, we proposesa method for privacy protection to solve this issue and the
method is described in this chapter.

In Section 5.1.1, the related-problem definitions are given. In Section 5.1.2, the
idea of the proposed method is described. In Section 5.2, the proposed process for
embedding decoding information into videos is presented. In Section 5.3, the
proposed process for extracting decoding information from videos is presented. Some
experimental results are shown in the Section 5.4. Finally, some discussions and a

summary will be given in the last section of this chapter.

5.1.1 Problem Definition

In the privacy protection problem dealt with in this study, an authorized user can
specify a protected regioR in an input video. The video contents fthen are
removed and replaced with the background image in order not to reveal sensitive

72



privacy information inR. Also, the privacy information dR is hidden into the video

to produce gorivacy video. Thereafter, once the privacy information needs to be

recovered, the data hidden in the privacy video is extracted and used to recover R
Two main issues are involved in this problem. The first is how to replace the

video contents iR with the background image and to embed the information about

the contents irR into the video. The second is how to extract the data from the

privacy video and to recover the original contents of the protected region.

5.1.2 Proposed |dea

A video can be decoded correctly based on the decoding information generated
during the encoding process: Therefore, in order'to remove sensitive video contents of
a regionR, which is specified by an authorized user, in an input video, we set the
decoding information oR to some pre-defined values; so that the video contents are
removed and replaced with the backgroeund-image. The decoding informatiis of
then hidden into the input video. If the video content® oeed to be recovered, the
decoding information oR hidden in“the video is extracted and used to recover the

contents of R

5.2 Hiding of Privacy Information

In this section, the proposed process for hiding privacy information is introduced.
In Section 5.2.1, the proposed idea of the process is stated. In Section 5.2.2, the

proposed process for hiding privacy information is described.
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5.2.1 Proposed |dea

In Chapter 2, we have reviewed the concept of motion compensation. Motion
compensation is the process of finding the best prediction block in inter mode. A
motion vectoris used to indicate the location of the best prediction block. The
difference between the best prediction block and the currently-processed block is
DCT-based transformed into a set foéquency coefficientsMotion vectors and
frequency coefficients are used in the decoding process to decode the corresponding
block.

A P frame can be decoded correctly based on correct decoding information
which includes motion vectors, frequency coefficients, partition modes, etc. In order
to remove the privacy information in the user-specified redtoand replace the
privacy information with‘the background image, we first use the proposed motion
detection method to detect if there are any activitieR.iff any motion region is
detected iIrR, we denote the resulting-metien-region as@aced region. We modify
motion vectors of the replaced regihin order to' change the original prediction
blocks into the corresponding blocks in‘the background image, and set all frequency
coefficients of R to zero. Therefore, the video contents fh turn into the
corresponding part of the background image. The original motion vectors and

frequency coefficients of'Rire embedded into the input video for recovery use.

5.2.2 Processfor Hiding Privacy Infor mation

The proposed process is applied on P frames of input H.264 videos. The
proposed motion detection method introduced in Chapter 3 is applied on the P frame
to detect motions in a user-specified regipand get the replaced regi® When

encoding macroblocks withiR', the motion vectors and frequency coefficients of the
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currently-processed macroblotk is all set to zero. Therefore, the video contents of

R become the corresponding part of the background image which has appeared in the
previous frames of the input video. It also places a restriction on this proposed process
that the first frame of the input video must be a background frame.

The values of the original motion vectors and frequency coefficients of
macroblocks oR' are then hidden into the remaining region of the P frame. We use a
secret key to randomize the hiding order of macroblocks for the security protection
purpose.

In Chapter 2, we have reviewed the process for encoding an H.264 video. In the
prediction procedure of an H.264 encoding process, all sample values of a prediction
block are computed by those-: of previously: encoded and reconstructed blocks.
Therefore, if we modify the mationpvectors and frequency coefficien dbiring a
traditional encoding process, then it will cause prediction errors on macroblocks
which have referenced+the macroblocksRn.In mere details, assume that some
macroblockaV of the following frames have referenced the modified macroblocks in
R. Once the video contents withiRi are recovered, then the prediction block#of
used in the decoding process will be different from the prediction blocks computed in
the previous encoding process. It causes decoding erromsl. omherefore, we
introduce the use omultiple slice groupgo solve this problem. The details are

described in the following algorithm.

Algorithm 5.1. Process for removing and hiding privacy information with a
user-specified region.
Input: an H.264 video Va secret key Ka random number generatpahd a regioiR
specified by an authorized user.
Output: an H.264 video Mwith privacy information in Removed and hidden.

75



Seps:
1. Use explicit mapping, which is Type 6 of multiple slice groups maps to set the
slice group numbel; of each macroblocki; of each frame of the input H.264

video Vaccording to the following rule:

if M isin R, set N=0;

: (5.1)
otherwise, set N=1.

2. For each P framE of V, perform the following steps.

2.1 Take the currently-processed P frafeas input to the proposed motion
detection algorithm (Algorithm 3.1), denote the resulting motion region as
R, and regardR’ as a replaced region for removing privacy information.

2.2 For each macroblocklj-in R of F, if-the correspondindy; is equal to O,
store the motion:vector-and-the frequency coefficientsljofn a reporte
and set the mation vector and frequency coefficienid;ab zero.

2.3 Denote the total number of macroblocksirasN.

2.4 Use the input secret ké§yas a seed fdrand:uséd to generate a sequence of
random number® ={i1, iz, =..;iin} Inthe range of {1, 2, ...N} without
repetitive values.

2.5 For each number iQ, get the motion vector and the DC coefficient of the
frequency coefficients of the corresponding macroblock Rn and
transform them into a binary strirgy

2.6 Combine allS and the binary form of the coordinate informationRoto
form a binary strings, and denote it aS = s;5,S3...S, whereL is the length
of S

2.7 For each macroblodd; of F, if the correspondindyl; is equal to 1, perform
the following steps.

2.7.1For each 4x4 sub-macroblod{s of M;, denote the corresponding
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frequency coefficients a@Soeft
2.7.2 Modify Coeffin order to hide an un-hidden Itof S according to the
following rules.
2.7.2.1Select the coefficient pal1(0, 3) andC,(3, 0) inCoeft
2.7.2.2Modify C; andC; according to the following equations.
(1) ifB=0:
if C,>C,, swapG and C (5.2)

(2) if B=1:
if C,=C,, G =C,+T;

. (5.3)
if C,>C,, swap G and C

whereT is a pre-defined threshold.
2.8 Repeat Step 2.6 until reaching the en&of the last macroblock &f.

Repeat Step 2 until reéaching the end/of

We have mentioned the concepiy“slice”sin Chapter 2. A slice is composed of

macroblocks. During an Hi264.encoding process, macroblocks are predicted from
samples in the same slice. In other'words, macroblocks in different slice will not refer

to each other. It also implies that an H.264 encoder processes the next slice until all

macroblocks in the currently-processed slice are encoded.

We solve the prediction problem by the use of multiple slice groups, which are

introduced in the H.264 standard. A slice group may contain one or more slices.
Multiple slice groups define a number of flexible ways to map coded macroblocks to

slices groups. There are totally seven types of multiple slice groups maps. The first six

types are illustrated in Figure 5.1. The last type cadbeglicit mappingis entirely

user-defined.

Since macroblocks in different slices will not refer to each other, macroblocks in
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different slice groups will not refer to each other, either. Therefore, we can solve the
prediction error problem by using the explicit mapping to set the user-specified region
and the remaining region in different slice groups. Then, the decoding of macroblocks
of the remaining region will not be affected by the modified macroblocks of the
user-specified region.

Another benefit that the multiple slice groups bring about is that we can control
the encoding order of each slice groups by setting the slice group identifier. As a
consequence, the process of removing privacy information and the process of
embedding privacy information can be done in the mean time. In other words, we do
not have to perform the encoding process two times. Without multiple slice groups,
the macroblocks are encoded'in a raster scan order. Then, we have to perform an
encoding process to remove the privacy information and get the decoding information,
and then perform another encoding process to hide the decoding information into the
video. In this situation, it results in“another.problem that the decoding information
stored in the first encoding process may not be the same as the one generated in the
second encoding process. The mismatching decoding information may result in
decoding errors and cause the recovery process which will be introduced later to fail.

That is why the slice group identifier Bfis set to 0, and the remaining region is
set to 1 in Step 1 of the proposed algorithm. We can remove the privacy information
in the encoding of the first slice group and hide it into the video in the second slice

group during the same encoding process.

5.3 Recovery of Privacy |nformation

In this section, the proposed process for recovery of privacy information is

introduced. In Section 5.3.1, the proposed idea is described, and the process for
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recovery of privacy information is presented in Section 5.3.2.

0 01230123012
1 230123201230
2 01230123012
0 230123201230
1 01230123012
2 230123201230
0 01230123012
1 23012301230
2 012 30012 01 2

() (b)
3 1

0
—
1 ‘
n
)
I
(c) (d)
0 0
>

1 1

(e) Q)

Figure 5.1 Types of multiple slice groups. The numbers in these figures are the slice
group identifiers. There is another type, Type 6 - explicit mapping which is
entirely user-defined. (a) Type O - interleaved mapping (three slice groups).
(b) Type 1 <dispersed mapping (three slice groups). (c) Type 2 -
foreground and background mapping (four slice groups). (d) Type 3 -
box-out mapping (two slice groups). (e) Type 4 - raster mapping (two slice
groups). (f) Type 5 - wipe mapping (two slice groups).

5.3.1 Proposed Idea

We use a secret key to extract the coordinate information, the motion vectors,
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and the frequency coefficients of each macroblock of a replaced rBgioom an
input privacy video. Once the privacy informationRhneeds to be recovered, the

extracted information is used to recover the video contefi®s in

5.3.2 Processfor Recovery of Privacy Information

In the proposed process for removing privacy information, we have mentioned
that the replaced region and the remaining region are in different slice groups. We call
the slice group of the replaced regipnvacy slice and the slice group of the
remaining regionremaining slice Because of the slice group identifier, during an
H.264 decoding process, the privacy_ slice is decoded first and then the remaining
slice.

Therefore, there are“two phases’in. the proposed process for recovery of privacy
information in an input video. The first.is-to extract the decoding information of the
replaced region in the input video frem-the-remaining slice. The second is to replace
the decoding information of the. replaced region,“which is stored in the input video

stream, with the extracted one.

Algorithm 5.2. Process for extraction of privacy information of an H.264 privacy
video.
Input: an H.264 privacy videv.
Output: a reportE of the privacy information of the replaced regiofVin
Seps:
1. For each P framE in V, perform the following steps.
1.1 For each macroblod; in F, perform the following step.

1.1.1 For each 4x4 sub-macroblobk; of M;, perform the following steps.
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1.1.1.1Denote the frequency coefficientsif asCoeft
1.1.1.2Extract the hidden biBit(ij) of M; from Coeffaccording to the

following equation:
if C,=2C, setBit i) =0;

) (5.4)
else, set B{t ij =,

whereC; is the frequency coefficief@; (0, 3) andC, is Cy(3, 0).
2. Combine allBit(ij) to form a report of the privacy information of the replaced

region inV.

Algorithm 5.3. Process for recovery of privacy information of an H.264 privacy
video.
Input: an H.264 privacy videW®, a repori of the privacy information of the replaced
region inV, a secrgt ke, and & random number generdtor
Output: an H.264 vided/ with recovered privacy-information.
Seps:
1. Extract the coordinate mformation of the replaced re§dinom E.
2. For each P framE in V, perform the following steps.
2.1 Locate the position dR in F based on the coordinate information, calculate
the total number of macroblocks®y and denote the result Bs
2.2 Use the input secret ké§/as a seed fdrand usd to generate a sequence of
random numbersQ ={is, iz, ..., in}, in the range of {1, 2, ...N} without
repetitive values.
2.3 Extract decoding information of macroblocksRffrom E, which includes
motion vectors and DC coefficients, and denote each set of a motion vector
and a DC coefficient of a macroblocks where 1<i < N.

2.4 For each set of decoding informatiby perform the following steps.
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2.4.1 Select a macroblod of R according tdQ.
2.4.2 Replace the motion vector and the DC coefficierilafith D;.

3. Repeat Step 2 until reaching the end/of

In phase 1 of the proposed process of recovery of privacy information, Algorithm
5.2 is used to extract the decoding information including motion vectors and DC
coefficients of the replaced regidt in the input video. In phase 2, Algorithm 5.3 is
utilized to recover the privacy information Bf based on the extracted information in
phase 1. In Step 2.2 of Algorithm 5.3, the secret key is used to generate a sequence of
random numbers to map the extracted motion vector and the extracted DC coefficient
to the corresponding macroblock R Therefore; the privacy information 8f can
be recovered.

Since we use the motion vector and DC coefficient of each macroblock to restore
the original contents, seme details_described by the AC coefficients may be lost.

Therefore, it may result in"'some distortion in the recovered video.

5.4 Experimental Results

In this experiment, the input video is a surveillance video of the Computer Vision
Lab at National Chiao Tung University. Six representative frames of an original video
are illustrated in Figure 5.2. In this surveillance video, we want to monitor activities
around the door, but we hope that the personal information within the left-bottom
corner will not be revealed. Therefore, we utilized the proposed process for removing
privacy information to remove the personal information. Six representative frames of
a privacy video yielded by the proposed method of removing privacy information are

shown in Figure 5.3. Six representative frames of a recovered video yielded by the
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proposed method of recovery of privacy information are shown in Figure 5.4.

Comparison between an original image and the corresponding recovered image is
illustrated in Figure 5.5. From Figure 5.5(b), we can see that some details of the
clothes of the protected person are lost. The experiment shows that the privacy
information of regions selected by authorized users can be protected while

surveillance videos still keep the surveillance information.

5.5 Discussionsand Summary

In this chapter, we have proposed a method for removing selected privacy
information in an H.264 surveillance video, and hiding them into the video. Based on
multiple slice groups, we."ean modify the motion vectors and the frequency
coefficients to remove sensitive information, and.embed them into the surveillance
video for recovery use. We have also proposed a method of recovering privacy
information of a privacywvideo. The-privaey-information hidden in the privacy video
can be extracted to recover'the sensitive privacy.information of the input video. Since
the AC coefficients are not embedded into the privacy video for recovery use, some
details of the recovered area may be lost. To solve this problem, we can also embed
the AC coefficients into the privacy video, but it may cause an increase on the hidden
data. This will be discussed in Chapter 6.

With this proposed privacy protection system, we can hide the privacy violation
parts of surveillance video contents to avoid legal disputes and to protect the personal
privacy of non-suspicious people. Moreover, we introduce the concept: region-based
privacy protection, to avoid recognizing authorized persons by hand, which is
different from traditional object-based privacy protection that needs to recognize

protected persons by manpower.
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(e) ()
Figure 5.2 Six representative frames of an original video. (a) The first frame. (b) The
second frame. (c) The third frame. (d) The 4th frame. (e) The 5th frame. (f)
The 6th frame.
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(e) (f)
Figure 5.3 Six representative frames of a privacy video. (a) The first frame. (b) The
second frame. (c) The third frame. (d) The 4th frame. (e) The 5th frame. (f)
The 6th frame.
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(e) ()
Figure 5.4 Six representative frames of a recovered video. (a) The first frame. (b) The
second frame. (c) The third frame. (d) The 4th frame. (e) The 5th frame. (f)
The 6th frame.
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(a) (b)
Figure 5.5 Comparison between an original image and the corresponding recovered
Image. (a) The original image. (b) The recovered image.
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Chapter 6
Conclusions and Suggestions for
Future Works

6.1 Conclusions

In this study, we have proposed several methods for a variety of information
hiding applications, such as video-contentisearch, authentication, privacy protection,
etc.

For video-content search, a method for quick search of video contents by novel
uses of H.264 coding features has been proposed.-A motion detection method using
the tree structured macroblock.decompasition information was utilized to detect the
motion regions in an input video;and a data hiding method suitable for H.264 videos
is applied to hide the motion region information into the video for search use. By use
of the techniques mentioned above, the proposed surveillance video search system
provides an easy way to search activities in a surveillance video.

For video authentication, a method for authentication of surveillance videos by
hiding tree-structured macroblock decomposition information has been proposed.
Tree structured macroblock decomposition information and frame indexes of an input
video are used to form authentication signals. The authentication signals can be
utilized to detect and to verify both spatial and temporal tamperings in a suspicious
video.

For privacy protection in surveillance videos, a method for removing privacy
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information of an H.264 surveillance video has been proposed. In the proposed

method, an authorized user can specify a protected region in an input video, and

personal information of the protected region can be removed to protect the privacy of

persons within the protected region. The removed personal information is not

eliminated but embedded into the video in case there is a need of retrieving the

sensitive contents.

6.2

Suggestions for Future Works

Several suggestions for future works are listed in the following.

1.

The content features used. to. search video contents can be extended to
include more types; such as color information, user information, etc.

The way to modify DCT coefficients in.the proposed data hiding method for
H.264 videos can be modified.to-reduce distortion.

The proposed idea of the authentication. method applied on P frames can be
developed to get: more details about.the missing moving objects in a
suspicious H.264 video.

The decoding information used to recover privacy information can be
expanded to include AC coefficients in order to recover more details of the
privacy information.

It is interesting to expand these video applications to handle videos of other
profiles of the H.264 standard.

It is interesting to integrate the authentication method and the privacy
protection method to authenticate video contents of surveillance areas and

privacy-protected areas.
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