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摘要 

近年來由於無線通訊技術的進步，使得能夠分配的頻譜逐漸稀少，主要的原

因來自於各個無線通訊系統為了防止彼此之間相互干擾的問題，每個系統都各自

操作在特定的頻帶，且對該頻帶均有專屬的使用權，讓其他系統無法重複使用頻

帶。最近的研究結果顯示，此種固定式頻率的分配方式，使得頻帶的使用效率低

於 35%以下，而在時間及空間上使用效率也出現極大的非對稱性，其在效率上的

變化可以從 15%變化到 85%。為解決極低的頻譜使用效率以及改善使用效率上的

對稱性，一種新的無線網路設備期待具有一定程度的智能，可以主動去感測週遭

的環境，判斷可以使用的頻帶及地區，在空轉的頻帶中或在不影響該頻帶中主要

使用者的前提下，動態地與他人建立連線，當該頻帶主要使用者需要傳輸時，又

能及時的停止其傳輸並轉移到其他頻帶而不干擾該頻帶主要使用者，符合此種傳

輸要求的設備我們命名為感知無線電。然而為了能夠動態地建立不干擾他人的連

線，感知無線電有三項重要的課題需面對：(1) 頻譜偵測及識別；(2) 具有感知

能力的通訊協定設計；以及(3) 頻譜換手機制。在本篇論文中，我們將逐一檢視

此三種重要課題及其相對應的設計，同時，我們也發展一套跨層的分析模型，得

以分析感知無線電網路中的系統效能及傳輸延遲。 

在第一個課題中，由於現今的頻譜偵測及識別技術均需要較為複雜的訊號處

理及統計分析，使得硬體複雜度提高且造成多餘的能量消耗，對此若能藉由節點

的位置資訊事先判斷出其所在的位置是否容易造成主要使用者的干擾，如此一

來，只有當節點進入到會造成干擾的區域時，才區要執行頻譜偵測及識別的動

作，若否則可直接與接收端建立連線，在此我們驗證此種想法的可行性，在我們



的結果中顯示出，在一個主要使用者基地台的覆蓋範圍中，有高達 45%的區域可

以滿足此種要求，讓感知無線電在不需偵測頻譜的前提下即可與其接收端建立連

線，而同時又不影響原先主要使用者連線的品質，其頻譜的使用效率在此種網路

架構下，更較原先系統提高到 145%。 

針對第二個感知通訊協定設計的課題中，由於感知無線電使用者被允許使用

的時間只有在通道處在空轉的情況下，才能與接收端建立連線，可預期的是空轉

的時間相當有限，在此，最大的問題在於要如何讓感知無線電在不干擾主要使用

者的前提下，又能快速的和接收端建立連線，同時又能滿足連線品質的要求。對

此，我們提出一套藉由觀察使用者鄰居的傳輸狀況，搭配可以根據鄰居傳輸資料

而動態調整的競爭解決機制，避免干擾主要使用者並降低通訊延遲及碰撞，再加

上邀請式保留機制，來滿足通訊服務對於連線品質的要求。從我們的模擬結果來

看，我們所設計出的通訊協定可以完整保證不造成主要使用者的干擾，且頻譜使

用效率較傳統的載波偵測多重存取既干擾避免機制的通訊協定提高至少 50%以

上，同時存取時間上的公平性也大幅降低五倍以上。 

最後一個頻譜換手的課題，也是感知無線電最獨特且亟需解決的問題，此種

換手機制與傳統水平或垂直換手機制最大的不同在於，使用者必須被迫在傳輸封

包的過程中轉換到另外一個頻帶，而傳統的換手機制可以等待使用者傳輸完一個

完整的封包後再行轉換。在此，我們針對三種感知無線電可能的傳輸劇本：無頻

譜換手機制；事先定義通道的頻譜換手以及頻譜偵測後的頻譜換手機制作性能分

析，從我們得到的數值分析來看，頻譜偵測後的頻譜換手機制由於可以得到較為

正確的標的通道，使其有較好的平均傳輸速率，同時，我們也藉由分析，提供設

計者在給定的連線維持機率與平均傳輸速率的要求下，在兩種頻譜換手機制中各

項系統參數最大忍受的設定值。 

在本論文中最後一部份，我們提出一套跨層分析模型，將實體層因多重路徑

衰減，屏蔽效應所造成傳輸失敗，或因擷取效應，多重通道傳輸以及方向性天線

對訊號品質改善，而間接對於媒體存取控制層中競爭窗口大小改變的影響，一同

於模型中考慮，藉此，我們得以準確的估計感知無線電於實際無線通道中的性

能，同時藉由此模型，可以給設計者要如何有效提升性能提供一個明確的方向。 
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Abstract

As the advance of wireless communication technology, the spectrum scarcity becomes

a severe problem due to the designated frequency band for each legacy system to

avoid the interference. However, current experiments have showed that the overall

spectrum efficiency over the 0∼3 GHz frequency range is less than 35%. In addition,

the temporal and geographical variations in the utilization of the assigned frequency

band range from 15% to 85%. Thus, it is necessary to develop a smart device to have

the flexibility to access in various frequency bands while not obstructing the licensed

user’s transmissions in the legacy system. Cognitive radio (CR) is designed to be

such an intelligent device, which can sense its surrounding environment, dynamically

access the idle channel(s) for a temporary data transmission and return the occupied

channel(s) to the licensed user’s transmissions. However, to set up a temporary con-

nection without interfering the legacy system, three essential functions are required

to be solved: (1) the spectrum sensing over a wide frequency range, (2) an intelli-

gent cognitive medium access control (MAC) protocol, and (3) the link maintenance

mechanism to restore the CR user’s link. In this dissertation, we will inspect the

above three functions to design the MAC protocol and evaluate the performances of

the CR networks.

In the wideband spectrum sensing issue, CR devices have to recognize when

and which channel(s) the licensed users occupy and to identify the opportunity of

reusing the frequency of legacy systems. However, the wideband spectrum sensing is

a time and energy consuming processes. In this part, we aim to alleviate the burden

of spectrum scanning in a CR device by means of location awareness. We investi-

gate to what extent a CR system with location awareness capability can establish a

scanning-free region where an ad hoc connection of the CR users can coexist with

an infrastructure-based connection of the primary user. It has been shown that the

frequency band of the legacy system can be reused up to 45% by the overlaying cogni-



ii

tive ad hoc network if certain positioning techniques help CR users to locate primary

and other secondary users.

Then, we put our effort on the cognitive MAC protocol design, in which a CR

device can quickly establish a temporary connection without interfering the licensed

user. To establish an overlaying ad hoc network, the cognitive MAC protocol shall

not only achieve high spectrum utilization as well as the QoS satisfactory, but also

establish the link in a short time without introducing interference to primary users.

To this end, we propose four enhanced mechanisms for the CSMA/CA MAC protocol:

(1) a neighbor list establishment mechanism for recognizing spectrum usage oppor-

tunities, (2) a set of contention resolution methods to reduce collisions as well as the

access delay and its variance, (3) an invited reservation procedure for meeting the

delay requirements of real-time traffic, and (4) a distributed frame synchronization

mechanism to coordinate transmission without central controllers. Compared to the

legacy IEEE 802.11 WLAN, the enhanced CSMA/CA MAC protocol can improve the

system throughput by 50% through analysis and NS-2 simulations, while keeping the

dropping rate lower than 2% for delay-sensitive traffic. Furthermore, the standard

deviation of the access delay is reduced by five times.

Next, we study three link maintenance mechanisms for CR devices when the

licensed user returns to the occupied channel(s): (1) non-spectrum handoff method,

(2) the pre-determined channel list spectrum handoff and (3) the spectrum handoff

with radio sensing scheme. In the non-spectrum-handoff scenario, the CR device stays

in the original channel and continues the transmission after the licensed user leaves

the channel. In the pre-determined channel list spectrum handoff, the CR device

lists the target channels before setting up the link. As for the spectrum handoff

with radio sensing scheme, the CR device senses the spectrum and then chooses

the target channel when the licensed user returns back. In this part, we study the

link maintenance probability and the effective data rate in these three mechanisms.

Our numerical results are shown that the erroneous channel selection probability, the
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radio sensing time and the number of handoff trials are the three important system

parameters for the two spectrum handoff schemes. We also provide the design guide

of the system parameters for the given effective data rate and the link maintenance

probability.

At last, we develop a physical(PHY)/MAC cross-layer analytical model to in-

vestigate the performances of the single and multiple channels CSMA/CA MAC pro-

tocols in a lossy wireless environment. From the physical layer perspective, the devel-

oped model incorporates the effects of capture and directional antennas, while from

the MAC layer perspective, our approach takes into account of the contentions in sin-

gle and multi-channel environments and the effect of the binary exponential backoff

process. The proposed cross-layer analytical model not only provides insights into

the physical layer impacts on the throughput of the CSMA/CA MAC protocol, but

also indicates to how directional antennas can improve the CSMA/CA based system

in terms of antenna beamwidth and the number of radio transceivers.

In summery, we have explored the three important issues for CR devices in this

dissertation: (1) the wideband spectrum sensing, (2) the cognitive MAC protocol and

(3) the link maintenance mechanism. Finally, we develop a PHY/MAC cross-layer

analytical model to investigate the performances of the single and multiple channels

CSMA/CA MAC protocols.
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Chapter 1

Introduction

Like the last word that William Wallace cried out before he was finally beheaded

at the last scene in the film, Breaveheart, which won the 68th Academy Award

for the Best Picture, “freedom” is always the life style that the human being seeks

for since a long time ago. In recent years, the communication techniques gradually

step into the wireless era from the wired age so that the dream that people can

freely connect with each other anywhere anytime has finally comes true. However, as

the rapid advance of wireless technologies, current wireless communication systems

encounter the spectrum scarcity problem because each system is designated at a

fixed non-overlapped frequency spectrum to avoid interferences. This constraint lets

the communication device have no flexibility on the spectrum usage and results in

large variations of frequency utilization as the fast growing demand on bandwidth [1].

Recent research results have shown that this stationary frequency allocation is lack of

the efficiency on the spectrum usage and also induces large variation of the spectrum

utilization [2, 3]. In addition, the allocation specified by the government authority

usually differs from countries. This stationary spectrum regulation further forbids

people using mobile devices in worldwide regions and confines the communication

between people. To this end, cognitive radio (CR) is considered as a promise to

release the spectrum regulation and improve the spectrum utilization. CR device is

proposed to reuse the frequencies of the existing legacy system for other unlicensed

users [4–7]. The device looks for the available idle channel(s) over a wide frequency

range to dynamically set up a temporary connection without interfering to the other

on-going transmissions in the legacy systems. By this way, people no longer have to

find appropriate devices to connect with others when traveling around the world and

finally come to the dream of communicating at any place and any time.
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To achieve the objective of reusing the spectrum of legacy systems and dynam-

ically establishing a temporary connection, there are three fundamental techniques

required to be solved: (1) wideband spectrum sensing, (2) cognitive medium access

control (MAC) protocol and (3) link maintenance mechanism to restore the CR user’s

link [7–9].

• Wideband spectrum sensing: provides the spectrum usage of the legacy systems

over a huge frequency range to the CR device. To avoid causing the interference,

the unlicensed user1 has to recognize when and which channel2 the primary user

will use. It also needs to know how long the primary user’s transmission will

last in the channel. With these information, the secondary user is capable of

accessing the idle channel(s) to temporarily establish connections and stopping

them before the primary user appears on the occupied spectrum.

• Cognitive MAC protocol: enables the CR device to establish connections with

others. To transmit data over the license and license-exempted frequencies, the

secondary user first requires to determine which channel(s) it will use. Secondly,

because the secondary user is only allowed to access the channel in the spare

time of the primary user’s transmission, the cognitive MAC protocol must set

up a connection in the short period of time. Then, the MAC protocol shall

dynamically suspend the CR user’s connection for the primary user to access

the channel(s). At last, like the traditional MAC protocols, the device must

efficiently utilize the selected channel to transmit data as well as satisfy the

quality-of-service (QoS) requirement for the real-time traffic. Furthermore, in

some situations, the secondary user may stay in the network without any central

1 In this dissertation, the primary user and the licensed user are exchangeable since it has the

highest priority to use the specific spectrum. In addition, the unlicensed user is referred to the

secondary user because it only has the lowest authority to access the spectrum.
2 Hereafter, the channel specifies the center frequency and the bandwidth that a communication

device requires for data transmission.
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controller. The cognitive MAC must be somehow in a distributed manner so

that the CR device can transmit data individually without causing unnecessary

collisions.

• Link maintenance mechanism: preserves the established connections of sec-

ondary users even if the primary user proceeds its transmission in the occupied

channel. The secondary user first detects if the primary user is bound to send

data. Then, the user may either stay on the original channel or change to an-

other new channel(s)3 to continue its transmissions. Obviously, with these two

options, the secondary user has to determine which method is best for itself.

After that, the user has to perform a set of handshaking procedure with its

destination to inform which channel and when it will continue the transmis-

sion. In the end, a novel mechanism for data protection shall be developed

to concatenate and restore the data transmitted in different periods of time or

channels.

1.1 Problem and Solution

In this dissertation, we provide some alternative solutions to the three corresponding

issues from different standing points. Also, we develop analytical models to investigate

the performances of the CR network on the system capacity, effective user’s data rate

and access delay. At last, we give a design guide of system parameters for CR devices.

1.1.1 Location-aware Concurrent Transmission

In traditional way, the spectrum sensing over a wide frequency range involves the

sophisticated time and energy-consuming signal processing [10]. Instead of developing

another efficient spectrum sensing technique, in this part, we discuss a challenging but

3 The change of secondary user’s transmissions on another channel(s) is also called “spectrum

handoff”.
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fundamental issue – Can CR devices effectively identify the available spectrum holes

without wideband spectrum sensing? Intuitively, when the secondary CR users are far

away from the primary user of the legacy system, both CR and the primary users can

concurrently transmit their data without causing interference. If a CR device knows

the region where it can concurrently transmit with the primary user, the user does

not need to rely on the time- and energy-consuming wide-band spectrum scanning to

detect the spectrum holes. In addition, it is clear that concurrent transmission can

enhance the overall throughput. In this sense, identifying concurrent transmission

opportunity shall be given a higher priority over spectrum sensing for a CR user.

The next important issue is how to identify the concurrent transmission region

where CR users will not cause any interference to the legacy wireless systems. In

this part, we propose to utilize the location awareness techniques to help CR users to

identify the concurrent transmission opportunity. Our specific goal is to dimension

the concurrent transmission region where CR devices can establish an overlaying ad

hoc network on top of an infrastructure-based legacy system. The overlaying ad

hoc network can be considered an important application for CR devices because it

can reuse the underutilized spectrum and significantly improve the efficiency of the

frequency band. It is assumed that the location information of other nodes can be

obtained from the upper layer, like the method in [11]. We will also investigate the

throughput improvement resulting from concurrent transmissions based on the carrier

sense multiple access with collision avoidance (CSMA/CA) MAC protocol.

1.1.2 Neighbor-aware Cognitive MAC Protocol

In the second part of this dissertation, we propose an enhanced CSMA/CA cognitive

MAC protocol. The CSMA/CA MAC is a well known MAC protocol for resolving

contentions in many existing wireless networks, such as the IEEE 802.11 wireless

local area network (WLAN) [12]. Since the CSMA/CA MAC protocol requests a

station to sense the channel usage before transmissions, this kind of MAC protocol



5

has potential and is natural to become a strong candidate for the overlaying cognitive

ad hoc networks. Thus, we are motivated to ask two fundamental questions: Can

the CSMA/CA MAC protocol be directly adopted for the overlaying ad hoc networks

without changes? If not, how should the CSMA/CA MAC protocol be modified to

become an appropriate cognitive MAC protocol for the overlaying ad hoc networks

in the presence of primary users?

To this end, we propose a MAC protocol with QoS provisioning for overlaying

single-hop ad hoc networks on the legacy system, which is assumed to adopt the time-

division multiple access (TDMA) MAC protocol for packet transmissions to guarantee

QoS requirements, like GSM and WiMax. The proposed MAC protocol coincides with

the four stages of the cognition cycle, as shown in Fig. 1.1 [7,8,13]. Corresponding to

the cognition cycle, the neighbor list establishment mechanism maps to the observe

stage, which can help a secondary user to recognize the spectrum usage around its

neighborhood. In the plan stage, the improved contention resolution mechanism can

enhance the overall performance in terms of throughput, access delay and fairness. In

the decide stage, the newly proposed reservation scheme ensures the established ad

hoc link with satisfactory QoS requirements. The distributed frame synchronization

mechanism then coordinates the transmissions among stations in the act stage. With

the helps of these QoS enhanced techniques, an ad hoc network based on the proposed

improved CSMA/CA MAC protocol can coexist with a legacy TDMA system.

1.1.3 Spectrum Handoff for Link Maintenance

After establishing an unharmful connection, the secondary user requires to dynami-

cally suspend and resume its transmission when the primary user returns. Intuitively,

the secondary user can either stay in the original channel or handover to another one

to continue its data transmission. To stay in the original channel, the user has to stop

sending data to wait until the primary user completes its connection. On the other

hand, to handover to another channel(s), the device may need to determine whether
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Receive messages Send messages
Pre-process/parse Evaluate resources

Allocate resources
Fig. 1.1: The main functions of a cognition cycle for CR devices.
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it should prepare the list of target channels before its link is established or it only

senses and selects a target channel when the primary user appears. The transmission

time in the former case is subject to the erroneous channel selection, which leads

the user to continuously change channels for the transmission. Similarly, the later

scheme also wastes time on the spectrum sensing to determine the target channel.

Therefore, for secondary user, neither staying in the original channel nor changing to

another one to continue the transmission requires an extra period of time and lowers

the effective data rate. Thus, a fundamental question for the link maintenance to

the secondary use is raised: whether a secondary user should stay or change chan-

nel to proceed its data transmission when the primary user appears in the occupied

spectrum? Furthermore, if the spectrum handoff is necessary, then which scheme is

appropriate for secondary users?

To answer this question, we are motivated to develop an analytical model to

investigate the performances of these three transmission scenarios. Specifically, we

investigate the link maintenance probability that the secondary user can thoroughly

transmit a packet within a given number of handoff trials. Furthermore, the effec-

tive data rate that considers the impact of the primary user’s transmission is also

examined. With the developed model, we can determine the upper limits of the error

probability for channel selection and the radio sensing time as well as the number of

handoff trials for a given link maintenance probability and effective data rate.

1.1.4 Cross-layer Analysis for Single and Multiple Channels

CSMA/CA MAC Protocol

As discussed before, since the CSMA/CA MAC protocol is a strong candidate for the

cognitive MAC protocol, it is necessary to investigate the performance of this MAC

protocol. However, current collision models for the CSMA/CA MAC protocol are

both pessimistic and optimistic. From the pessimistic standpoint, frame transmissions

in the wireless channel may fail due to signal outage even having only one user. From
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the optimistic standpoint, although multiple frames are simultaneously transmitted

from many different users, one of the transmitted frames may be successfully received

if the signal-to-interference noise ratio (SINR) requirement can be satisfied. According

to the so-called capture effect, a MAC protocol can be designed to allow multiple

simultaneous transmissions to enhance throughput. Hence, it is of importance to

investigate the performance of the CSMA/CA MAC protocol from a physical/MAC

(PHY/MAC) cross-layer perspective.

In this part, we first develop such a cross-layer analytical model, taking into

account of the effects of a practical directional antenna pattern, capture, log-normal

shadowing, multipath Rayleigh fading and the number of radio transceivers, to accu-

rately evaluate the throughput of the CSMA/CA MAC protocol. Here, we provide

the complete derivation of the PHY/MAC cross-layer analytical model and the more

detailed simulation results. Furthermore, we discuss the impacts of SINR require-

ment, shadowing parameters, directional antenna gain patterns and the number of

radio transceivers for both the uplink and downlink transmissions.

In addition, CR devices can access in various channels at the same time once

the channels are available for secondary users. Thus, we then extend the previously

developed model to explore the performances of the random access among multiple

channels. With additional channels, the transmission of CR devices can be allocated

in either the time or frequency domain. Here, we assume that both the connection-

oriented and contention-based MAC protocols, like the IEEE 802.16 WiMax OFDMA

system, are adopted for allocating radio resources. The purpose for the connection-

oriented MAC protocol is to allow users to transmit data in a reserved chunk of

time slots and sub-channels. However, before transmitting data, stations must send

requests for the access permission from the base station. The access permissions are

granted based on a certain contention procedure in a reserved chunk of time slots

and sub-channels. Intuitively, increasing the reserved resources for contention can

shorten the access latency since there are fewer collisions, but it also decreases the
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overall spectrum efficiency. Therefore, determining how long and how many sub-

channels an OFDMA system should reserve for the contention-based random access

scheme is an important issue.

The last part of this dissertation presents an analytical approach to determine

the optimal number of reserved sub-channels and time slots for the random access

scheme in the the mixed connection-oriented and contention-based OFDMA system.

We formulate an optimization problem to maximize the efficiency of the reserved radio

resources while meeting the delay requirement for supporting real-time applications.

It is noteworthy that the multi-channel random access scheme can allow multiple users

to access the sub-channels concurrently. The performance must be much different

than the conventional single channel CSMA/CA MAC due to the reduced collisions.

Based on the proposed approach, performance enhancement can be achieved without

changing the specifications of the current OFDMA system.

1.2 Dissertation Outline

This dissertation is partitioned into four parts. First, we examine whether a CR

device can coexist with the legacy system in an overlapped area. The region that

a secondary user can establish concurrent connection with the primary user is also

evaluated. Next, we discuss the possibility if the well-known CSMA/CA MAC pro-

tocol with a few modifications is appropriate as a cognitive MAC protocol for CR

devices. An enhanced CSMA/CA MAC protocol with QoS provisioning is designed

to establish an ad hoc link in the presence of the legacy system without any coor-

dinator. Then, a fundamental issue of the spectrum handoff is studied to explore

the link maintenance probability and the effective data rate of the secondary user’s

transmission. The system parameter values involving the spectrum handoff for the

CR device is suggested based on the developed analytical model. At last, a cross-layer

analysis jointly taking the frame capture and outage impacts of the physical (PHY)
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layer into the contention resolution mechanism of the MAC layer is developed. The

model is further extended to the multi-channel random access scheme, which is more

realistic for the CR network.

The remaining chapters of this dissertation are organized as follows. In Chap-

ter 2, we first give a literature survey of the state-of-the-art techniques in the field

of the three essential functions for CR devices: (1) wideband spectrum sensing, (2)

cognitive MAC protocol and (3) link maintenance mechanism. Chapter 3 studies

the probability and dimensions the region where a secondary user can concurrently

establish connection with other primary users. Next, Chapter 4 demonstrates an en-

hanced CSMA/CA MAC protocol with QoS provisioning as a cognitive MAC for CR

devices. After that, in Chapter 5, the performance of the three transmission scenar-

ios for lasting the secondary user’s link is investigated, and the system parameters

for the two spectrum handoff schemes are also designed. Next, Chapter 6 provides

a cross-layer analytical model to accurately evaluate the throughput performance of

the single channel CSMA/CA MAC protocol. Before the conclusion, in Chapter 7, an

extended analytical model for the multi-channel CSMA/CA MAC protocol is devel-

oped based on the concept in Chapter 6. Finally, the concluding remarks and some

suggestions for future research topics are given in Chapter 8.
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Chapter 2

Literature Survey and System Model

In this chapter, we first give the literature survey of the state-of-the-art tech-

niques for the three enabling functions of the CR devices: (1) wideband spectrum

sensing, (2) cognitive MAC protocol, and (3) spectrum handoff for link maintenance.

We also review some analytical models for the performance evaluation of the single

and multiple channels CSMA/CA MAC protocol. The CSMA/CA MAC protocol

can be considered a strong candidate for the MAC protocol in CR devices due to the

capability of avoiding interference to the primary users. At last, we will provide the

generic system model and the network architecture considered in this dissertation.

2.1 Literature Survey

2.1.1 Wideband spectrum sensing

The spectrum sensing is the essential function for CR devices since it enables the

CR devices to adapt the transmissions according to the surrounding environment

by detecting the spectrum holds. The difficult parts of spectrum sensing are that

it has to deal with signals in a multi-giga hertz frequency range and more 20 ∼ 40

dB sensitivity than the conventional receivers [14, 15]. Furthermore, the secondary

user has no direct measurement of the channel between the primary receiver and

itself [2, 7, 9]. In general, the current techniques for the spectrum sensing can be

classified into three categories based on the measurement target: (1) transmitter

detection, (2) network detection and (3) interference-based detection.

• Transmitter detection: measures the signal power over the channels to en-

able the CR devices to acquire the spectrum usage of the primary users in its
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surrounding environment. Since only the primary transmitter dissipates elec-

tromagnetic wave, the secondary user using this method has no knowledge of

its induced interference to the primary receiver. According to its detecting

process, the transmitter detection can be further divided into three types as

follows [2, 9, 14,15].

– Energy detection - scans and measures the energy appeared on every chan-

nel. This method is the optimal detector if the device has no information

about the primary user’s signal in the AWGN channel [9]. However, it

is subject to the changing noise level and wireless channel impacts, e.g.,

shadowing and multipath fading effects [9, 14]. To expedite the scanning

process over a wide frequency rang, the multi-resolution spectrum sensing

technique using wavelet transform is proposed to detect the signal in the

spectrum with various frequency resolution [16–18].

– Waveform detection - applies a matched filter to maximize the received

signal-to-noise ratio (SNR) [19]. However, it requires the CR device to

have a priori knowledge of the transmitted signal of the primary user.

– Statistic detection - utilizes the cyclostationary featured detector to ex-

amine the periodicity of the signals in the channel [2, 20–23]. Unlike the

power spectral density (PSD) in the energy detection method, the statistic

scheme uses the spectral correlation function (SCF) to preserve and dif-

ferentiate the phase and frequency information from signals. However, it

requires sophisticated computation and long observation time to perform

the spectral correlation [9].

• Network/cooperative detection: gathers the information of primary users

from other CR devices to avoid the hidden node problem [3, 24–29]. As shown

in Fig. 2.1, the hidden node problem reveal that the CR device using the trans-

mitter detection method may be incapable of detecting signals from the primary
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Fig. 2.1: An illustrative example for the hidden node problem in the transmitter detection

method.
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transmitter due to the path loss of long propagation or the shadowing of ob-

stacles [2,9,14]. The network/cooperative detection is proposed that secondary

users report the observed channel status and spread this information to other

users in a distributed or centralized manner. The cooperation with other users

can effectively lower the detection uncertainty by double checking the obser-

vations from other users. Intuitively, the more the users in the network, the

less the detection uncertainty. However, because this mechanism involves the

message exchange among users, the additional handshaking and traffic overhead

are required to be studied [30]. Furthermore, the security issue that secondary

users may emulate the primary user to occupy the channel is still needed to be

investigated [31].

• Interference-based detection: accounts for the cumulative energy at the

primary receiver [32–35]. A new model, referred as interference temperature, is

introduced to show the increased interference power level to the primary user

as a noise floor. As the interfering signals appears, the equivalent interference

floor increases to indicate the peaks above the original noise floor. With the

maximum tolerable interference limit, the secondary user can precisely evaluate

whether its transmission causes the interference to the primary receiver. How-

ever, this mechanism requires the location of the primary user, which has to

cooperate with other layers, for the interference calculation.

2.1.2 Cognitive MAC protocol

After sensing a wide frequency range, the CR device performs the cognitive MAC

protocol to send data to its destination in the unoccupied channel(s). To establish

a temporary connection in the presence of legacy system, the cognitive MAC proto-

col has to proceed the following three steps after the spectrum sensing. First, the

secondary user requires to build up the spectrum usage model of the primary users.

Then, select appropriate channel(s) for the data transmission. Finally, it executes the
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predefined handshaking procedure with and sends packets to its destination.

• Spectrum usage model: characterizes when and how long the primary user

uses the spectrum [36–41]. This step helps the secondary user to select the

channel(s), in which the user can reside long enough for its data transmissions.

Obviously, the more accurate the model the less times the primary user appears

during the secondary user’s transmissions. However, it is a challenging issue

because the model not only describes the primary user’s behavior but also has

to take the wireless channel effects into account.

• Channel allocation: is the policy for secondary users to determine when

and which channel(s) it can send data to the destination. The key issue for

the spectrum allocation is the multi-dimension resource allocation, such as fre-

quency, time and spreading codes. Various techniques have been developed to

optimize the performances of spectrum utilization, system throughput and fair-

ness among users. The strategies based on the game and graph theories are

proposed in [42–45] and [46, 47], respectively. Another methods using the sta-

tistical model are developed to determine the channel for the secondary user’s

transmission [48–51]. The others gather the information of the global network

topology to select the channel [11,52–54].

• Spectrum access: is responsible of resolving the contentions among multiple

secondary users in the presence of the legacy system [55–62]. Different from the

legacy MAC protocol, the connections of the CR device in the channel must

be established in a short period of time because of the limited available trans-

mission time in the channel. The challenging issue is how to reduce the access

latency while achieving high channel utilization as well as the QoS satisfactory.

Furthermore, the fairness issue from the aspect of access latency is another

distinct viewpoint from the conventional MAC protocol design.
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2.1.3 Spectrum handoff

The last but the most unique issue for the CR device is the “spectrum mobility”,

which gives rise to a new kind of handoff between the idle channels [6, 9]. The need

of this technique arises when the primary user appears or the occupied channel con-

dition become worse. In these situations, the secondary user has to suspend its data

transmission and to evacuate the occupied channel when the primary user returns.

The CR device may resume its transmission in the original channel after the end of

the primary user’s transmission. On the other hand, it can also change to another

channel to continue the transmission. Apparently, the probability that the secondary

user’s link can be maintained and the average transmission time are the two impor-

tant performance metrics for the spectrum handoff. In the literature, most of research

works focus on the physical layer impacts without regarding the procedures in the

MAC layer. In [63, 64], the authors discuss the impacts of the number of the redun-

dant channels on the link maintenance probability. As for the issue of the average

transmission time, the authors in [65, 66] consider the goodput performance of the

secondary user’s transmission for the spectrum-exchanged OFDMA system. At last,

the preliminary MAC protocol for the spectrum handoff is designed and implemented

in [67,68]without the performance analysis and system parameters design.

2.1.4 Performance analysis of CSMA/CA MAC protocol

In the following, we discuss the performance analysis of the CSMA/CA MAC proto-

col, in which the carrier sensing prior to any data transmission can satisfy the degree

of the primary user avoidance. The analytical models for evaluating throughput of the

CSMA/CA MAC protocol have been proposed in [69–79]. Under an error-free chan-

nel, the saturation throughput performance, delay and frame dropping probability of

the CSMA/CA MAC protocol including the backoff process and finite retransmission

limit were analyzed in [69–72]; whereas the performance in non-saturated condition
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was inspected in [73, 74]. The effect of backoff freezing, i.e., a station freezing its

backoff counter when the channel turns to busy, was considered in [75]. In [76,77,80],

the throughput and delay performance of the CSMA/CA MAC protocol were in-

vestigated in the presence of Rayleigh fading, shadowing and finite retransmission

limit, but the impact of frame capture on the backoff process was not considered.

The authors of [81] considered the cross-layer interaction between the physical and

MAC layers on the per-user throughput performance in multi-hop ad hoc networks.

Recently, the impacts of various incoming traffic load, packet size, data transmission

rate in imperfect channels were studied in [78,79]. However, the evaluation method of

the physical layer effects of frame outage and capture probabilities was not explicitly

expressed in [78, 79, 81]. Furthermore, the impact of the directional antenna with a

more practical gain pattern on the throughput of the CSMA/CA MAC protocol is

not considered in [69–71,73–79].

Next, we discuss the performance analysis of multi-channel MAC protocol. Until

now, the IEEE 802.16 WiMax system is the most well-know system allowing multiple

mobile users to transmit data in different channel at the same time. Some analyti-

cal techniques have been reported to investigate the MAC performance of the IEEE

802.16e WiMax system. The throughput of the connection-oriented MAC protocol

of the IEEE 802.16e WiMax system was investigated by considering the overhead of

the control channels [82, 83]. In addition, the frame access delay in the contention

and polling process of the IEEE 802.16e networks have been studied in [84,85]. Nev-

ertheless, in [84, 85], it was assumed that the slotted ALOHA is used to resolve the

contentions in the channel access. To our knowledge, the access latency analysis of

a joint contention- and connection-oriented multi-channel access scheme combined

with the binary backoff algorithm used in the IEEE 802.16e WiMax system is an

open issue.
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2.2 System Model

In this section, we define the generic system model discussed in this dissertation.

Figure 2.2 illustrates a hybrid ad hoc/infrastructure-based network consisting of two

CR devices (MS1 and MS2) and a primary user MS3. Assume that the secondary

CR users MS1 and MS2 try to make a peer-to-peer connection, and the primary user

MS3 has been connected to the base station (BS) or access point (AP) of the legacy

infrastructure-based system. In the figure, MS1, MS2 and MS3 are located at (r1, θ1),

(r2, θ2) and (r3, θ3), respectively; the coverage area of the base station is πR2. All the

primary and secondary users stay fixed or hardly move.

We assume the CR devices can perform the positioning technique to acquire

their relative or absolute position by using GPS or detecting the signal strength

from the BSs of legacy systems [86–91]. The location information is broadcasted by

using the geographical routing protocols [92–94]. Although both the positioning and

geographical routing may waste time and consume the energy, they have no need to

be processed for every data transmission. They are only performed when a new node

joins or the node changes its position. Furthermore, with the help of upper layer,

the location information is already stored in the device. Therefore, compared to the

spectrum sensing at every transmission, we believe the additional energy consumption

and memory space due to the positioning and location update is relatively small. The

overhead and optimal reserved resources for acquiring the location information are

beyond the scope of this paper and have been studied in some research works [95,96].

Based on the CSMA/CA MAC protocol, multiple users contend the channel,

and only one mobile station within the coverage of the base station can establish an

infrastructure-based communication link at any instant. To set up an extra peer-

to-peer ad hoc connection in the same frequency band of the primary user, two

secondary CR users have to ensure that the current infrastructure-based link quality

cannot be degraded. Here, we consider that both primary and secondary users have
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Fig. 2.2: An illustrative example for the coexistence of two CR devices establishing an over-

laying cognitive ad hoc link and a primary user connecting to the infrastructure-

based network, where all the devices (MS1, MS2, and MS3) use the same spectrum

simultaneously.
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identical transmit power. It is reasonable to assume only one secondary user can be

established a link after the contention at one instance due to the similar interference

range. Denote SIRi and SIRa as the received signal-to-interference ratios (SIRs)

of the infrastructure-based and ad hoc links, respectively. Then we can define the

coexistence (or concurrent transmission) probability (PCT ) of the infrastructure-based

link and CR-based ad hoc link in an overlapped area as follows:

PCT = P{(SIRi > zi) ∩ (SIRa > za)}, (2.1)

where zi and za are the required SIR thresholds for the infrastructure-based and ad

hoc links, respectively. To obtain the concurrent transmission region, it is crucial to

calculate the coexistence probability of both the infrastructure and ad hoc links. If

the link quality of the primary user cannot be guaranteed, CR devices have to sense

and change to other frequency bands.

We consider the following propagation model [97]:

Pr =
Pth

2
bsh

2
msGbsGms10

ξ
10

rα
, (2.2)

where Pr and Pt are the received and transmitted power levels at a mobile station,

respectively; hbs and hms represent the antenna heights of the base station and the

mobile station, respectively; Gbs and Gms stand for the antenna gains of the base

station and the mobile station, respectively; r is the distance between the transmit-

ter and receiver; α is the path loss exponent; 10
ξ
10 is the log-normally distributed

shadowing component.
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Chapter 3

Location-aware Cognitive Spectrum
Identification with Concurrent

Transmission

Our main contribution of this chapter is to provide the idea of utilizing loca-

tion awareness to facilitate frequency sharing in a concurrent transmission manner.

Specific achievements are summarized in the following.

• We show that a CR device having location information of other nodes can con-

currently transmit a peer-to-peer data in the presence of an infrastructure-based

connection in some region. We also dimension the concurrent transmission (or

the scanning-free) region for CR users. Note that a concurrent transmission

region of a CR system is equivalent to a scanning-free region. Nevertheless,

the wide-band spectrum sensing procedure is still needed but is initiated only

when the CR user is outside the concurrent transmission region. Therefore, the

energy consumption of CR systems with location awareness capability can be

reduced significantly.

• Based on the CSMA/CA MAC protocol, a physical/MAC cross-layer analytical

model is developed to compute the coexistence probability of a peer-to-peer con-

nection and an infrastructure-based connection. Based on this analytical model,

we find that concurrent transmission of the secondary CR users and the primary

users in the legacy system can significantly enhance the total throughput over

the pure legacy system.
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3.1 Motivation

In the literature, the coexistence issue of the hybrid infrastructure-based and overlay-

ing ad hoc networks has been addressed but in different scenarios. In [98–101], the

idea of combining ad hoc link and infrastructure-based link was proposed mainly to

extend the coverage area of the infrastructure-based network. That is, the coverage

area of ad hoc networks is not overlapped with that of the infrastructure-based net-

work. In the present hybrid ad hoc/infrastructure-based network, as shown in Fig.

2.2, the peer-to-peer CR users are located within the coverage area of the existing

legacy wireless network. In [102], to further improve the throughput of a wireless local

area network (WLAN), it was suggested that an access point (AP) could dynamically

switch between the infrastructure mode and the ad hoc mode. In our considered

scenario, the decision of establishing ad hoc connections is made by the CR users in

a distributed manner.

3.2 Signal-to-Interference Ratio Analysis

3.2.1 Uplink SIR Analysis

In the uplink case when the primary user MS3 transmits data to the base station,

denote SIR
(u)
i as the uplink SIR of MS3 and let P30 and P10 be the received power

from MS3 and MS1 at the base station, respectively. Then from (2.2), we have

SIR
(u)
i = (

r1

r3

)α =
P30

P10

, (3.1)

where r1 and r3 are the distances between MS1 and MS3 to the base station, respec-

tively. Similarly, the SIR of a peer-to-peer ad hoc link from MS1 to MS2 can be

written as

SIRa =
P12

P32

= (
d23

d12

)α , (3.2)
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where P12 is the received power at MS2 from MS1 and P32 is the interference power

from MS3; d12 and d23 are the distances from MS1 and MS3 to MS2, respectively.

Substituting (3.1) and (3.2) into (2.1), the concurrent transmission probability P
(u)
CT

in the uplink case can be written as

P
(u)
CT = P{(r3z

1/α
i < r1 < R) ∩ (d12 <

d23

za
1/α

)} , R
(u)
CT

πR2
. (3.3)

Note that R
(u)
CT denotes the concurrent transmission region where MS1 can connect

to MS2 without interfering the uplink signal of MS3 to the base station. As shown in

Fig. 3.1, the condition (r3z
1/α
i < r1 < R) leads to a donut-shaped area consisting of

two circles centered at the base station with the radii of r3z
1/α
i and R, respectively.

Meanwhile, the condition (d12 < d23/z
1/α
a ) yields the circular area centering at MS2

with a radius of d23/z
1/α
a . From the figure, the region R

(u)
CT can be computed as

R
(u)
CT = π(

d23

z
1/α
a

)2 − A1 − A2 , (3.4)

where

A1 = (
d23

z
1/α
a

)2(π − θ′) − R2θ + 2∆ (3.5)

and

A2 = (
d23

z
1/α
a

)2φ − (r3z
1/α
i )2φ′ − 2∆′ . (3.6)

The definitions of parameters θ, θ′, φ, φ′, ∆, and ∆′ and the detailed derivation of

(3.4), (3.5) and (3.6) are discussed in Appendix A.1.

3.2.2 Downlink SIR Analysis:

Now we consider the downlink case when the base station sends data to the primary

user MS3. Denote SIR
(d)
i as the infrastructure link’s SIR in the downlink direction.

Then from (2.2), we have

SIR
(d)
i =

P03

P13

= (
hbs

hms

)2(
d13

r3

)α , (3.7)
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Fig. 3.1: Physical representation of the coexistence probability for the concurrent transmis-

sion of overlaying CR-based ad hoc link and infrastructure uplink transmission.
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where P03 and P13 are the MS3’s received powers from the base station and MS1,

respectively; d13 stands for the distance from MS1 to MS3; hbs, hms and r3 are given

in (2.2) and (3.1). Similarly, the ad hoc link’s SIR from MS1 to MS2 can be expressed

as

SIRa =
P12

P02

= (
hms

hbs

)2(
r2

d12

)α , (3.8)

where P12 and P02 are the received powers at MS2 from MS1 and the base station,

respectively; r2 represents the distance between MS2 and the base station; d12, hbs

and hms are defined in (3.2) and (2.2).

Substituting (3.7) and (3.8) into (2.1), we can obtain the concurrent transmission

probability P
(d)
CT of a CR-based peer-to-peer ad hoc link and an infrastructure-based

downlink transmission as follows:

P
(d)
CT = P{(d13 > r3z

′1/α
i ) ∩ (d12 < r2z

′1/α
a ) ∩ (r1 < R)} , R

(d)
CT

πR2
, (3.9)

where z′i = zih
2
ms/h

2
bs and z′a = 1/za ·h2

ms/h
2
bs. From (3.9), the concurrent transmission

region R
(d)
CT in the downlink case is shown in Fig. 3.2. The criterion (d13 > r3z

′1/α
i )

results in the region outside the circle centered at MS3 with a radius of r3z
′1/α
i , while

the criterion (d12 < r2z
′1/α
a ) yields the region inside the circle centered at MS2 with

radius r2z
′1/α
a . At last, r1 < R because MS1 is assumed to be uniformly distributed

within a cell of radius R.

The coexistence probability of the CR-based ad hoc link and the infrastructure-

based downlink can be obtained by calculating the area of R
(d)
CT . The distances from

the AP to the intersections of the two circles with radii of r3z
′1/α
i and r2z

′1/α
a are

denoted by r+ and r− as shown in Fig. 3.2. In Appendix A.2, we have shown that

r+ =
1

d2
23

{r2r3[r2r3(z
′ 2
α

a + z
′ 2
α

i ) + cos(θ2 − θ3)(d
2
23 − r2

2z
′ 2
α

a − r2
3z

′ 2
α

i )] +

sin(θ2 − θ3)δ} (3.10)

and

r− =
1

d2
23

{r2r3[r2r3(z
′ 2
α

a + z
′ 2
α

i ) + cos(θ2 − θ3)(d
2
23 − r2

2z
′ 2
α

a − r2
3z

′ 2
α

i )] −

sin(θ2 − θ3)δ} , (3.11)
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where

δ =

√
2r2

3z
′ 2
α

i (d2
23 + r2

2z
′ 2
α

a ) − (d2
23 − r2

2z
′ 2
α

a )2 − r4
3z

′ 4
α

i . (3.12)

With the values of r+ and r−, R
(d)
CT can be calculated in the following two cases:

1. max(r+, r−) ≤ R: In this case, referring to Fig. 3.2(a), the area of R
(d)
CT can be

expressed as

R
(d)
CT = π(d23z

′1/α
a )2 − A1 − A2 , (3.13)

where

A1 = (r2z
′1/α
a )2(π − θ′) − R2θ + 2∆ ; (3.14)

A2 = (r2z
′1/α
a )2φ − (r3z

′1/α
i )2φ′ − 2∆′ . (3.15)

2. max(r+, r−) > R: As shown in Fig. 3.2(b), the area of R
(d)
CT can be expressed

as

R
(d)
CT = π(d23z

′1/α
a )2 − A1 − A2 + A3 , (3.16)

where

A1 = (r2z
′1/α
a )2(π − θ′) − R2θ + 2∆ ; (3.17)

A2 = (r2z
′1/α
a )2φ − (r3z

′1/α
i )2φ′ − 2∆′ ; (3.18)

A3 = ∆′′ + [(r3z
′1/α
i )2ψ2 −

1

2
(r3z

′1/α
i )2 sin ψ2] +

[(r2z
′1/α
a )2ψ3 −

1

2
(r2z

′1/α
a )2 sin ψ3] −

[R2ψ1 −
1

2
R2 sin ψ1] . (3.19)

The detailed derivations of (3.13) and (3.16) and the definitions of the parameters θ,

θ′, φ, φ′, ψ1, ψ2, ψ3, ∆, ∆′, and ∆′′ are given in Appendices A.3 and A.4, respectively.
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Fig. 3.2: The area of concurrent transmission region RCT in downlink cases.
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3.2.3 Multiple Ad Hoc Connections Coexisting with One

Infrastructure Link

After evaluating the concurrent transmission probability of the infrastructure link and

the one overlaying CR-based ad hoc link, one may be interested in knowing how many

secondary users can concurrently establish ad hoc links together with the primary

user. This question is non-trivial since it needs to consider the interference from a

set of ad hoc links to the infrastructure link, and vice versa. Besides, different from

the pure infrastructure network, both the locations of the transmitter and receiver in

an ad hoc link are random.

Instead of calculating the maximum number of ad hoc links, we suggest con-

structive procedures enabling CR devices to establish ad hoc links in the presence of

an infrastructure transmission. The detailed procedures are summarized as follows:

1. Consider a network in which all the primary and secondary users are fixed,

and the CR device can learn the locations of its receiver and neighbors by

the routing mechanism [11]. Here, we assume that l ad hoc links have been

established and coexisted with the infrastructure link at the same time. Before

establishing a new ad hoc connection, the CR device has to overhear the channel

and memorizes the locations of all the existing transmitters.

2. With the location information, the new CR device starts evaluating the con-

current transmission region RCT . The device should consider the interference

from the infrastructure link as well as other existing ad hoc links, and vice

versa. Denote the indices {p,m, n, k} as the primary user, the transmitter and

receiver of the new ad hoc link, and the transmitter of other existing ad hoc link,

respectively. Using similar procedures in deriving (3.3), the three conditions in

the infrastructure uplink case can be written by

rm ≥ (
1

1
zi

( 1
rp

)α −
∑

k(
1
rk

)α
)

1
α ; (3.20)
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dmn ≤ (
1

za((
1

dpn
)α +

∑
k(

1
dkn

)α)
)

1
α ; (3.21)

rm ≤ R , (3.22)

where ri and dij are the distances between the base station and CR device j to

i, respectively. Similarly, from (3.9), the three criteria in the downlink case are

dmp ≥ (
1

1
zi

( 1
rp

)α −
∑

k(
1

dkp
)α

)
1
α ; (3.23)

dmj ≤ (
1

za((
1
rn

)α +
∑

k(
1

dkn
)α)

)
1
α ; (3.24)

rm ≤ R . (3.25)

3. Since the concurrent transmission regions R
(u)
CT and R

(d)
CT are known, the CR

device can determine whether it can concurrently transmit data together with

the infrastructure link and other ad hoc connections by the primary user and

other secondary CR users.

3.3 Shadowing Effects

In the previous section, we only consider the impact of path loss on the concurrent

transmission probability of CR-based network overlaying the infrastructure-based sys-

tem. However, even though the CR device is located inside the concurrent transmis-

sion region RCT , a peer-to-peer ad hoc connection may not be able to coexist together

with the primary user’s infrastructure link due to shadowing. Thus, it is important

to investigate the reliability of concurrent transmissions of the hybrid infrastructure

and CR-base ad hoc network when shadowing is taken into account.

Shadowing can be modeled by a log-normally distributed random variable [103].

Represent 10
ξij
10 as the shadowing component in the propagation path from users i to

j, where ξij is a Gaussian random variable with zero mean and standard deviation of

σξ. Thus, the uplink and downlink SIRs in both the infrastructure-based connection

and CR-based ad hoc link are modified as:
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• uplink case:

SIR
(u)
i (ξ30, ξ10) =

10
ξ30
10 /rα

3

10
ξ10
10 /rα

1

; (3.26)

SIR(u)
a (ξ12, ξ32) =

10
ξ12
10 /dα

12

10
ξ32
10 /dα

23

; (3.27)

• downlink case:

SIR
(d)
i (ξ03, ξ13) =

10
ξ03
10 /rα

3

10
ξ13
10 /dα

13

; (3.28)

SIR(d)
a (ξ12, ξ02) =

10
ξ12
10 /dα

12

10
ξ02
10 /rα

2

. (3.29)

Note that the index 0 represents the base station and ξ30 of (3.27) in the uplink

case is equivalent to ξ03 of (3.29) in the downlink case. Let ξ = (ξ10, ξ30, ξ12, ξ32)

and ξ′ = (ξ13, ξ03, ξ12, ξ02) and assume that these shadowing components are identi-

cal and independently distributed. Taking shadowing into account, the concurrent

transmission probability PCT can be represented by

• uplink case:

P
(u)
CT (ξ) = P{(r3(zi10

ξ10−ξ30
10 )1/α < r1 < R) ∩ (d12 < d23(za10

ξ12−ξ32
10 )1/α)} ;

(3.30)

• downlink case:

P
(d)
CT (ξ′) = P{(d13 > r3(zi10

ξ13−ξ03
10 )1/α) ∩ (d12 < r2(za10

ξ12−ξ02
10 )1/α)

∩(r1 < R)} . (3.31)

We define the reliability of uplink concurrent transmission F
(u)
CT (ξ) as the prob-

ability that, in the region RCT , a CR device can successfully establish an ad hoc link

in the presence of the primary user’s uplink transmission subject to the shadowing

effect. That is,

F
(u)
CT (ξ) = P{(SIR

(u
i (ξ30, ξ10) > zi) ∩ (SIR(u)

a (ξ12, ξ32) > z)|MS1 ∈ R
(u)
CT} . (3.32)
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Note that F
(u)
CT (ξ) = 1 when shadowing is not considered. Substituting (3.26) and

(3.27) into (3.32), we can obtain

F
(u)
CT (ξ) = P{(ξ30−ξ10 >10 log10(zi(

r3

r1

)α))∩(ξ12−ξ32 >10 log10(za(
d12

d23

)α))

|MS1∈R
(u)
CT} . (3.33)

Assume that ξij have the same standard deviation for all i and j and let ξ
(u)
i = ξ30−ξ10,

ξ
(u)
a = ξ12 − ξ32. Then, ξ

(u)
i and ξ

(u)
a becomes a Gaussian random variable with

N(0, 2σξ). Hence, it is followed that

F
(u)
CT (ξ) = P{ξ(u)

i ≥ 10 log10(zi(
r3

r1

)α)|MS1 ∈ R
(u)
CT} ·

P{ξ(u)
a ≥ 10 log10(za(

d12

d23

)α)|MS1 ∈ R
(u)
CT}

= Q(
10 log10(zi(

r3

r1
)α)

2
√

2σ
) · Q(

10 log10(za(
d12

d23
)α)

2
√

2σ
) , (3.34)

where Q(x) = 1
π

∫ ∞
x

exp−x2
dx.

Following similar procedures in the uplink case, we can also obtain the reliability

of downlink concurrent transmission:

F
(d)
CT (ξ′) = P{(SIR

(d)
i (ξ03, ξ13) > zi) ∩ (SIR(d)

a (ξ12, ξ02) > z)|MS1 ∈ R
(d)
CT}

= Q(
10 log10(zi(

r3

d13
)α)

2
√

2σ
) · Q(

10 log10(za(
d12

r2
)α)

2
√

2σ
) . (3.35)

3.4 MAC Layer Throughput Analysis

In this section, the MAC layer throughput performance of the considered hybrid in-

frastructure and overlaying CR-based ad hoc network is evaluated from a PHY/MAC

cross-layer perspective. The main task here is to incorporate the interference from

both the infrastructure and ad hoc links into the throughput evaluation model in the

MAC layer.

In this paper, the CSMA/CA MAC protocol with the binary exponential back-

off algorithm is considered because it is widely deployed in many license-exempt fre-

quency bands. However, the CSMA/CA MAC protocol may not be used to establish
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the CR-based ad hoc link since the clear channel assessment (CCA) by measuring

the received signal strength (RSS) may forbid the transmissions in the presence of

infrastructure link. To remove this constraint, we use the location and channel station

information to replace the RSS measurement for CCA in the traditional CSMA/CA

MAC protocol. Therefore, the CR device can establish the ad hoc connection once

the new connection does not injure the existing primary infrastructure link.

Next, we first summarize the throughput calculation in the traditional CSMA/CA

MAC protocol [69,104]. Assume N stations always transmit data packets in the net-

work, and let W and 2bW be the minimum and maximum backoff window sizes,

respectively. Given the stationary transmission probability τ that a station trans-

mits packet in a given slot and the successful transmission probability ps(N), the

throughput S(N) of the CSMA/CA MAC protocol can be expressed as

S(N) =
ptrps(N)E[P ]

(1 − ptr)σ + ptr(1 − ps(N))Tc + ptrps(N)Tc

, (3.36)

where ptr = 1− (1−τ)N ; E[P], Ts, Tc, and σ are the average payload size, the average

successful transmission duration, the average collision duration, and the slot duration.

The stationary transmission probability τ is a function of the packet loss probability

pL, that is

τ(pL) =
2

1 + W + pLW
b−1∑
i=0

(2pL)i

. (3.37)

Note that both the packet loss probability pL and the successful transmission prob-

ability ps(N) are influenced by the radio channel effect and the multiuser capture

effect in the physical layer [104].

Then, we evaluate the total throughput performance of the concurrent transmis-

sion in the hybrid infrastructure and overlaying CR-based ad hoc network. Here, we

assume NCR CR devices and N non-CR devices using the same frequency band in the

coverage of a base station. Since the CR device can establish an ad hoc connection

without interfering the existing infrastructure link, the total throughput of such a
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hybrid network SCT is independently contributed by the two links. The throughput

of the infrastructure link and the CR-based ad hoc connection are denoted by Si and

Sa, respectively. The total throughput SCT then can be expressed as

SCT = Si(N) + Sa(NCRPCT ) . (3.38)

Since N non-CR devices contend for data transmission to the base station, the

throughput of infrastructure-based link Si is the same as (3.36). However, be-

cause only NCRPCT CR devices have the opportunity to establish the connection,

the throughput of a CR-based ad hoc link Sa is similar to Si, but the number of

contending stations changes to NCRPCT .

3.5 Numerical Results

In this section, we first investigate the concurrent transmission probability of the in-

frastructure and overlaying CR-based ad hoc network. Then we apply the proposed

cross-layer analytical model to evaluate the total throughput performance in this hy-

brid network. Figure 2.2 illustrates the considered network topology, where MS1, MS2

and MS3 are the CR-based ad hoc transmitter, receiver and infrastructure primary

user, respectively. The stations MS2 and MS3 are, respectively, located at (r2,−π
2
)

and (r3,
π
2
), where r2 and r3 are the distances between the base station to MS2 and

MS3; whereas MS1 is uniformly distributed in the cell with radius R = 100 meters.

In addition, we also perform the simulation to verify the proposed analytical model

for the concurrent transmission probability PCT . In the simulation, 104 points, which

are uniformly distributed in the region πR2, represent the possible locations of the

ad hoc transmitter MS1. The probability PCT is calculated by counting the number

of points where MS1 can successfully establish an ad hoc link to MS2 in the presence

of the infrastructure link (base station to MS3). As shown in the following figures,

the results in the analytical model agrees well with that in the simulation. The other

system parameters are listed in Table I.
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Tab. 3.1: System Parameters for Concurrent Transmission in an Overlaying Ad Hoc Cog-

nitive Radio Network
MAC/PHY header 224/192 bits

ACK/RTS/CTS 304/352/304 bits

DATA payload 16000 bits

Bit rate 1 Mbps

Slot time 20µs

SIFS/DIFS 10/50µs

Min contention window 32

Maximum backoff stage 5

Transmission power, Pt 20 dBm

Noise power, N0 -90 dBm
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3.5.1 Uplink Concurrent Transmission Probability

Figure 3.3 shows the impact of the primary user’s location on the uplink concurrent

transmission probability P
(u)
CT , where the transmission power Pt = 20 dBm and noise

power N0 = −90 dBm, respectively; the required link SIR threshold is 0 dB or 3 dB.

First, one can see that the analytical results match the simulation results well. Second

and more importantly, there exists an optimal concurrent transmission probability

P
(u)
CT against the distance r3 from the primary user MS3 to the base station. Note

that for zi = 0 dB, the maximal P
(u)
CT = 0.45 at r3 = 40 meters; and for zi = 3 dB

the maximal P
(u)
CT = 0.22 at r3 = 26 meters. This phenomenon can be explained as

follows. On the one hand, when MS3 approaches to the base station, it is also closer

to the CR-based ad hoc receiver, thereby causing higher interference and decreasing

the concurrent transmission probability. On the other hand, when MS3 moves away

from the base station, its uplink SIR decreases due to the weaker signal strength and

thus yields a lower P
(u)
CT . Hence, an optimal primary user’s location can be found in

the sense of maximizing the uplink concurrent transmission probability P
(u)
CT .

Figure 3.4 shows the impact of MS2’s locations on the uplink concurrent trans-

mission probability P
(u)
CT . As shown in the figure, as the CR-based ad hoc user moves

away from the base station, the concurrent transmission probability monotonically

increases from 10% to 50% because the interference from the infrastructure-based link

to the ad hoc connection decreases.

3.5.2 Downlink Concurrent Transmission Probability

Figure 3.5 shows the downlink concurrent transmission probability P
(d)
CT versus the

distance r3 of the primary user MS3 to the base station when user MS2 is located

at (50,−π
2
). For the SIR requirement zi = za = 0 dB, P

(d)
CT = 25% is a constant in

the range of r3 ≤ 100 meters. This is because the interference transmitted from the

base station to the ad hoc users is independent of the locations of the primary user,
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Fig. 3.3: The concurrent transmission probability P
(u)
CT versus the infrastructure uplink

user’s locations as the ad hoc receiver MS2 is located at (50,−π
2 ), where r3 is

the distance between the base station and the primary user MS3.
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Fig. 3.4: The concurrent transmission probability P
(d)
CT versus the CR-based ad hoc re-

ceiver’s location as the infrastructure uplink user MS3 is located at (50, π
2 ), where

r2 is the distance between the base station and ad hoc link receiver MS2.
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MS3. However, a more stringent SIR requirement zi = za = 3 dB yields a lower and

decreasing downlink concurrent transmission probability when r3 increases.

Figure 3.6 shows the impact of CR user MS2’s locations on the downlink concur-

rent transmission probability. Similar to Fig. 3.4, P
(d)
CT also monotonically increases

when CR user MS2 moves away from the base station. However, comparing Figs. 3.4

and 3.6, the uplink’s concurrent transmission probability is higher than that of the

downlink’s. For zi = za = 0 dB and r2 = 100 meters, P
(u)
CT = 49% and P

(d)
CT = 39%,

respectively. This is because in the considered scenario the interference to the ad hoc

user from the infrastructure-based uplink transmission is weaker than that from the

downlink transmission.

3.5.3 Effects of Shadowing on the Concurrent Transmission

Figures 3.7(a) and (b) illustrate the reliability of the concurrent transmissions with

various shadowing standard deviations versus r3 and r2, respectively. In general,

comparing σξ = 6 dB and σξ = 1 dB, one can find that the larger shadowing variance

leads to a lower reliability for both uplink and downlink concurrent transmissions.

For example, in Fig. 3.7(a), when the primary user’s distance to the base station

r3 in the range of 0 ∼ 100 meters, F
(d)
CT is larger than 0.9 for σξ = 1 dB, whereas it

decreases to 0.6 ∼ 0.7 for σξ = 6 dB. However, when the primary user moves to the

cell edge, the reliability of uplink and downlink concurrent transmissions decreases

due to shadowing and weaker received signal strength. As shown in Fig. 3.7(a), for

σξ = 6 dB, F
(d)
CT and F

(u)
CT decrease from 0.7 to 0.5 and 0.4, respectively. Since the

uplink signal strength is weaker than the downlink signal, the reliability of uplink

concurrent transmission is usually more sensitive to shadowing effects than downlink

concurrent transmission, especially when the primary user is at the cell edge. In Fig.

3.7(b), it is shown that, subject to the influence of shadowing, the reliability of uplink

and downlink concurrent transmissions increases when the receiver MS2 of the ad hoc

link approaches to the cell edge. For σξ = 1 dB, F
(u)
CT and F

(d)
CT increase from 0.4 and
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0.63 to 0.89 and 0.92 as r2 increases to 100 meters; for σξ = 6 dB F
(u)
CT and F

(d)
CT

also increase from 0.29 and 0.4 to 0.54 and 0.62. Clearly, the interference from the

primary user to the ad hoc user becomes weaker when ad hoc users moves away from

the base station. As a result, the reliability of concurrent transmission increases and

the shadowing effect on the reliability remains constant as r2 > 30 meters for σξ = 1

dB and r2 > 60 meters for σξ = 6 dB.

3.5.4 Total Throughput of Cognitive Ad Hoc Networks

Overlaying Infrastructure-based System With

Concurrent Transmission

Figure 3.8 demonstrates the total throughput of the CR-based ad hoc link and the

infrastructure-based uplink transmissions for various numbers of ad hoc users and

different locations of primary users. The total throughput is normalized to the

infrastructure-based uplink capacity. As shown in the figure, in the worst case at

r3 = 50 meters the total throughput with the concurrent transmission is still 145%

higher than the pure infrastructure-based uplink, and the total throughput reaches a

maximum of 173% at r3 = 10 meters.

Figure 3.9 shows the total throughput performance of the concurrent transmis-

sion of infrastructure-based downlink and ad hoc link. In this case, the concurrent

transmission probability is constant for various locations of primary users as shown

in Fig. 3.5. Thus the throughput is mainly affected by the number of ad hoc users.

For NCR = 50, the total throughput is 157% when 10 < r3 < 100 meters. However,

when r3 = 50 meters, the total throughput improves from 148% to 173% as NCR is

changed from 100 to 10.
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Fig. 3.7: Impacts of shadowing on the reliability of downlink F
(d)
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F
(u)
CT (dotted line) concurrent transmission against the locations of (a) the primary

user MS3 and (b) the ad hoc user MS2 in the cases of σξ = 1 and 6 dB, respectively.
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3.6 Conclusions

In this part, we identified a critical region RCT in which the overlaying cognitive

ad hoc users and the primary user can concurrently transmit data without causing

interference to each other. If the location information of other nodes is available,

such a concurrent transmission region can be easily identified. There are two major

advantages of identifying the concurrent transmission opportunity. First, the overall

throughput of the concurrently transmitted data obtained by combining both the

overlaying cognitive ad hoc networks and the legacy infrastructure-based system is

much higher than that of the pure infrastructure-based system. Our numerical results

show that, in the uplink case, the concurrent transmission region subject to 1 dB and

6 dB shadowing standard deviation can be up to 45% out of the entire cell area with

about 90% and 60% reliability, respectively. Second, if such a concurrent transmission

opportunity can be identified first, it is clear that the need of the time- and energy-

consuming wide-band spectrum scanning process required by most existing cognitive

radio systems can be reduced dramatically.
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Chapter 4

Neighbor-aware Cognitive Spectrum
Access with QoS Provisioning

In this chapter, we focus on the cognitive MAC protocol design, which is different

to the conventional scheme with two objectives: the avoidance of primary user’s

transmissions and short access delay. In additional to the objectives of high spectrum

utilization and QoS provisioning in traditional networks, the cognitive MAC protocol

for CR devices has to determine whether its transmission will interfere the primary

user at the current and future time period. Moreover, the CR device also demands

to access the channel only in a short period of time because primary users have the

highest priority to access the channel. Due to the short available transmission time,

the fairness from the aspect of access delay among users is more important than the

amount of delivered bit for the cognitive MAC protocol, which is also different from

the requirement in the legacy MAC design.

4.1 Motivation

According to [7,8,13], the main functionality of a cognitive MAC protocol, as shown

in Fig. 1.1, can be summarized as follows:

• observe stage - to sense the surrounding environment and record the spectrum

usage of the existing legacy systems;

• plan stage - to evaluate if a temporary ad hoc link can be established without

interfering current users;

• decide stage - to determine the transmit power, frequency, the time and the

duration of the frame transmission;
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• act stage - to perform transmission with specified resources at the scheduled

time.

To achieve the aforementioned objectives, we design an enhanced CSMA/CA

MAC protocol for the spectrum access of secondary users. The CSMA/CA MAC

protocol has the preliminary function of spectrum avoidance to the primary users.

To start with, we examine the CSMA/CA MAC protocol by referring the four stages

of the cognition cycle in Fig. 1.1. First, from the viewpoint of the observe stage,

the cognitive MAC protocol is required to record the spectrum usage of primary users

and to collect the traffic characteristics, such as the delay-sensitive or non-real-time

data traffic. For the CSMA/CA MAC protocol, most recent research results, instead

of identifying the interference, focus on either sensing the carrier transmission in

the surrounding environment or avoiding collisions [105–107]. Thus, the functions of

recording the spectrum usage and traffic characteristics are not fully considered in

the current CSMA/CA MAC protocols.

Second, in the plan stage of the cognition cycle, the cognitive MAC protocol

shall determine whether the requested frame transmission from the secondary user

will interfere the primary user’s connection. Because the cognitive MAC protocol only

permits the secondary user to utilize the spectrum of the legacy system during the

spare time of the primary user’s transmissions, the access delay in the cognitive MAC

protocol for secondary users shall be small. The standard deviation of the access

delay in a cognitive MAC should be reduced to make all the secondary users have the

equal opportunities of accessing the channel. However, the fairness problem in terms

of equal access delay is not emphasized in many modified CSMA/CA MAC protocols

[108–111]. Furthermore, a cognitive MAC protocol shall differentiate the priority for

various traffic types with QoS provisioning. Although the authors in [107, 112–115]

suggested adjusting the transmission probability with different contention window

(CW) sizes and different lengths of black bursts to differentiate the traffic types, the

issue of avoiding interference to the legacy system was not fully considered yet.
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Third, in the decide stage, the cognitive MAC protocol schedules frame trans-

missions for secondary users to satisfy the QoS requirement, especially for delay-

sensitive traffic. In previous works, some researchers suggested to reserve time slots

prior to delay-sensitive frame transmissions [116–121]. However, such reservation

methods require a polling process or additional handshaking procedure to coordinate

frame transmissions. These methods consume battery energy and waste the valu-

able bandwidth in sending management frames. Thus, how to design a distributed

mechanism to reserve the transmissions for high priority frames becomes an issue.

At last, in the act stage of the cognition cycle, the cognitive MAC protocol

synchronizes stations and execute the transmission at the specified time. To syn-

chronize the clock of each station, the methods designating a centralized controller to

broadcast “beacon” signals or utilizing the global clock provided by Global Position-

ing System (GPS) were suggested in [12, 120, 121]. However, both methods require

additional devices.

Here, we propose such a generic cognitive MAC protocol in overlaying ad hoc

networks with emphases on achieving the aforementioned objectives: high spectrum

utilization, QoS satisfactory and short access delay. Specifically, in the observe

stage, we propose a mechanism of establishing the neighbor list to help stations to

recognize the spectrum opportunities. In the plan stage, an improved contention

resolution mechanism, consisting of the gating mechanism, linear backoff algorithm

and stall avoidance scheme, is suggested to enhance the performance of throughput,

access delay and fairness from the aspect of short access delay for CR devices. In

the decide stage, a novel invited reservation procedure is developed to ensure a

secondary user with QoS provisioning. At last, in the act stage, a distributed frame

synchronization mechanism is proposed to coordinate frame transmissions among

secondary users without a centralized controller.
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4.2 Neighbor List Establishment in Observe Stage

To have the knowledge of the spectrum usage by the existing legacy system, we suggest

a neighbor list establishment mechanism to record frame transmissions from primary

and secondary users in the observe stage of the cognition cycle. Here, we assume the

cognitive MAC protocol can cooperate with other spectrum sensing, identification,

and allocation mechanisms to obtain the spectrum usage of primary users. Then,

we partition the observed frames into three categories and respectively store the

necessitated information into: Primary user information table (PIT), Reservation

Information Table (RIT) and Contention Information Table (CIT). The functions of

each table are described as follows.

• Primary user Information Table (PIT) stores the spectrum usage of primary

users, including:

– the address of the PU ;

– the repetition period of the PU ’s transmission;

– the frame length of the PU ’s transmission.

The PIT records the transmission time of the PU to avoid interfering the ex-

isting legacy system. Recall that the PU is assumed to periodically transmit

packets using the TDMA MAC protocol. The secondary user can avoid inter-

fering the primary user transmission by acquiring the period and frame length.

On the other hand, the neighbor list establishment can incorporate with ad-

vance traffic models to estimate the information of PU ’s transmissions [23,36].

With the knowledge of PU ’s transmissions, the secondary user can determine

whether its transmission will cause the interference.

• Reservation Information Table (RIT) saves the reservation information of delay-

sensitive traffic flows for secondary users including:
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– the source address of the delay-sensitive traffic flow;

– the sequence number of the delay-sensitive traffic flow.

– the next packet length in the delay-sensitive traffic flow;

The RIT collects the reservation information in the MAC header of the delay-

sensitive data and its corresponding ACK frames for secondary users. The

header in the proposed MAC protocol is similar to that in IEEE 802.11 WLAN

[12], except for the duration field in the MAC header for delay-sensitive data

and its ACK frames. In our proposed cognitive MAC protocol, the duration

field represents the length of the next delay-sensitive frame in the flow instead

of the length of the current frame as in the IEEE 802.11 WLAN. This dura-

tion field will be set to zero if the delay-sensitive traffic flow has no remaining

packets. By overhearing the MAC header of frame transmissions in all the re-

served flows, CR devices can update its RIT and remove the canceled flow from

the list. In addition, the RIT can also use the received order of the observed

information for the sequence of reserved flow transmissions. The transmission

sequence and frame length incorporating with the newly proposed distributed

frame synchronization mechanism help secondary users to recognize the time

whether it can transmit packet without interfering to the transmission of PU s

and reserved frames, which will be detailed in Section 4.5.

• Contention Information Table (CIT) records the properties of non-real-time

traffic including:

– the source address of the non-real-time data traffic flow.

– the transmission time of the observed frame;

– the number of non-real-time data traffic flows;

The CIT provides the information with the number of non-real-time traffic flows,



51

which will be used to reduce the collisions and improve the channel throughput

in the act stage of the cognition cycle.

To correctly establish PIT, RIT and CIT, a CR user is designed to observe the

status of frame transmissions around its neighborhood for an observe period Tobv

before any frame transmission. The duration of Tobv must be longer than the period

of the legacy system to ensure the secondary user has the knowledge of the periodic

frame transmissions for primary users. Furthermore, Tobv shall also be longer than the

maximum repetition period between two successive delay-sensitive frames to prevent

unnecessary real-time traffic flow establishment. The optimal value for Tobv can be

obtained through heuristic search but beyond the scope of this paper.

Another interesting point is that the continuous table update is inefficient in

terms of energy consumption. For this issue, the proposed MAC protocol can incor-

porate with some well-known power management, e.g. power saving mode in IEEE

802.11 [12]. The node without packet transmissions can enter the sleeping mode, in

which the station turns off all the unnecessary functions. The node will sleep over a

fixed period of time and wake up to check whether other nodes have packets to it-

self. An extra transmission window, like ATIM window in IEEE 802.11, is preserved

after all reserved frame transmissions to indicate the packet transmission in the later

future. The station having packets to the sleeping node sends the indicative message

in this window; otherwise, the sleeping node returns to the sleep mode until the next

ATIM window or the time it has packet to send.

4.3 Contention Resolution in Plan Stage

In the plan stage of the cognition cycle, the cognitive MAC protocol has two major

functions. One is to prevent CR users from interfering the legacy system, and the

other is to make them efficiently and effectively access the unused spectrum in a short

available transmission time. To this end, we suggest three improved approaches as
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follows:

1. gating mechanism - to forbid the transmissions that may interfere to primary

users or collide with other CR users;

2. linear backoff algorithm - to expedite the link establishment of delay-sensitive

traffic flows;

3. stall avoidance scheme - to speed up the transmission of stalled non-real-time

data packets.

The three above mechanisms help to achieve the objectives of high throughput, low

access delay, and fairness for secondary users.

4.3.1 Gating Mechanism

The gating mechanism is used to avoid interfering the primary user of the legacy

system and to reduce the collision among CR users. The basic idea is cooperating

the spectrum usage information obtained from the spectrum sensing, identification

and allocation techniques to prevent from interfering the primary users. Recall that

the PIT stores the information of primary user transmissions. The gating mechanism

postpones the secondary user transmitting packets when the primary user appears on

the channel. In addition, we also suggest the modified p-persistent CSMA algorithm

to improve the efficiency of spectrum usage for CR users, where the optimal value of

p can be computed according to the number of nrt-nodes in CIT [69].

The detailed procedure of the proposed gating mechanism is described as follows:

1. When a frame of a CR user is requested for transmission, the gating mechanism

first checks whether a legacy user occupies the channel from the information in

PIT.

• If so, the transmission of this CR user is deferred.
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• Otherwise, the optimal transmission probability p is calculated based on

the neighborhood information in CIT.

2. Apply the p-persistent algorithm to determine whether the frame can be trans-

mitted:

• If the frame is granted for transmission, the CR user immediately sends

the frame.

• Otherwise, the frame will be deferred and again contend for the channel

access.

According to the proposed procedure, one may argue that it still cause the in-

terference with the legacy system using the CSMA/CA MAC protocol by suppressing

the bandwidth. However, most existing systems using the CSMA/CA MAC are oper-

ated on unlicensed frequency bands. Both legacy and CR devices have the equal right

to access these frequency bands, and thus we believe that the bandwidth suppression

is not an issue for secondary users.

4.3.2 Linear Backoff Algorithm

To expedite the channel access in supporting delay-sensitive application, we sug-

gest that the link establishment of delay-sensitive traffic flows shall follow the linear

backoff algorithm instead of increasing the CW size exponentially as in the legacy

CSMA/CA MAC protocol. That is, if the request for sending the first frame of a

delay-sensitive traffic flow is collided, the CW size (CWrt) for that particular frame

increases according to the following principle:

CWrt = min(CWmax, CWmin × (Nreq − 1)), (4.1)

where Nreq is the number of attempts for sending the frame; CWmax and CWmin

are the maximum and minimum CW sizes in the contention resolution mechanism,

respectively.



54

Figure 4.1 shows the CW sizes for the linear and binary exponential backoff

algorithms. As shown in the figure, the CW size in the linear backoff algorithm

increases less slowly than that in the binary exponential backoff algorithm. Therefore,

the channel access of the first frame in a delay-sensitive traffic flow can be faster

than that of the non-real-time data flows. As long as the delay-sensitive traffic flow

is successfully established, the remaining frames are sent in the reserved time slot

according to the proposed invited reservation procedure (which will be discussed in

Section 4.4). Based on our design, because only the first frame contends for accessing

the channel, the number of attempts of establishing a delay-sensitive traffic flow is

much fewer than that of non-real-time traffic flows. Thus, the proposed MAC protocol

can avoid the collisions issue of the linear backoff algorithm, while reducing the access

delay in the link establishment of delay-sensitive traffic flows.

4.3.3 Stall Avoidance Scheme

In order to improve the fairness for the CR users, we develop a stall avoidance scheme

aiming to reduce the transmission delay of the nrt-nodes with excessive buffered

frames. The specific goal of the suggested approach is to minimize the variance of the

access delay among all the nrt-nodes. Due to the short available transmission time

of the spectrum in an overlaying cognitive ad hoc network, the small variance of the

access delay makes CR users have equal opportunities to access the channel. Here,

the access delay includes the waiting time in the queue and the channel access time.

Therefore, obviously, reducing the variance of access delay implies to speed up the

back-logged frame transmission.

The suggested stall avoidance scheme with respect to nrt-nodes is described as

follows. Select a pre-determined threshold Qth for the maximum allowable buffered

data frames and the guaranteed CW size for the stalled nrt-nodes CWstall, where

CWstall < CWmin. (4.2)
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Fig. 4.1: Comparison of CW size between linear and binary exponential backoff algorithms.
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If the number of buffered frames in an nrt-node is more than Qth, the CW size of the

subsequent frames in the queue is reduced to CWstall. Because a smaller CW size

leads to a higher transmission probability, the lagging frames in a stalled nrt-node

with CWstall can be transmitted earlier than others, thereby improving the fairness

performance among nrt-nodes. Both Qth and CWstall are system parameters, which

optimal values can be obtained through heuristic search but beyond the scope of this

paper.

One may argue that reducing the CW size worsens the network congestion in a

crowded system and thus causes the instability for a network. However, this situation

may seldom happen because secondary users in a cognitive network have plenty of

channels, and the number of secondary users choose and access on the same channel

is small compared to the legacy system. Furthermore, our simulation results shown in

the later section illustrate that the system up to 140 stations can still remain stable.

Therefore, we believe the system instability is not a severe problem for the proposed

MAC protocol.

4.4 Invited Reservation Procedure in Decide Stage

Next, another key challenge in designing the cognitive MAC protocol lies in the way

of periodically transmitting delay-sensitive traffic flows because any connection in a

cognitive ad hoc network cannot interfere the legacy system. To solve this problem,

we propose an invited reservation procedure in the decide stage of the cognition

cycle.

4.4.1 Invited Reservation Procedure

The invited reservation procedure is designed for supporting the delay-sensitive ap-

plication. Based on this procedure, the receiver sends the real-time clear-to-send

(rt-CTS) control frame to reserve time slots for the transmitter sending subsequent
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Fig. 4.2: An illustration of the invited reservation procedure.

frames of a reserved delay-sensitive traffic flow. Like the clear-to-send (CTS) con-

trol frame, the duration field of the MAC header in the rt-CTS frame defines the

length of current frame transmission and thus can be used to forbid the transmis-

sions from the stations in receiver’s neighborhood. Because the delay-sensitive frame

transmissions are controlled by the receiver of reserved flows, the collisions due to the

hidden node problem can be somehow alleviated. For example, Fig. 4.2 illustrates a

scenario where the transmitter STA 1 establishes a delay-sensitive traffic flow to the

receiver STA 2 in the presence of a hidden node STA 3. In the figure, the receiver

STA 2 sends rt-CTS inviting STA 1 to transmit reserved frames. Upon receiving the

rt-CTS control frame for STA 1, the hidden node STA 3 recognizes the incoming

reserved transmission and halts sending packets. Therefore, the invited reservation

procedure can reduce the dropping rate of delay-sensitive traffic flows, especially in

an environment with hidden nodes. Furthermore, recall that the MAC duration field

of delay-sensitive data and its ACK frames represent the frame length of the next

packet in the reserved flow. This value will be set to zero if the reserved flow is can-

celled, and thus the receiver knows whether the sender has packets once the flow is

established. On the other hand, since the receiver can learn the spectrum usage time

of primary users in observe stage of the cognition cycle, the receiver always has the

knowledge to adjust the invitation without interfering primary users.

In our design, the transmission based on the reception of rt-CTS may induce an
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issue that the transmission from the hidden node of the receiver may cause collisions

at the sender. In fact, assuming that the hidden node also follows the proposed MAC

protocol, it can transmit packets only after it receives all the data or ACK frames

from all the reserved flows in RIT. In other words, the hidden node has to wait for the

end of all delay-sensitive frame transmissions and then transmits packets accordingly.

Therefore, we believe the considered situation may not happen in our proposed MAC

protocol.

4.4.2 Link Establishment with Invited Reservation

Procedure

Next, the problem is how to establish a delay-sensitive traffic flow using the invited

reservation procedure. In our design, the first packet of a delay-sensitive traffic flow is

used for the link establishment through the random access on the channel by request-

to-send/clear-to-send (RTS/CTS) handshaking. The first packet transmission also

reserves the length and sequence for the next packet transmission. Once the link is

successfully established, the receiver periodically sends the rt-CTS control frame to

reserve time for the reserved delay-sensitive flow. Figure 4.3 illustrates an example

for the link establishment. In Flow 2 (STA 4 → STA 3), STA 4 follows the RTS/CTS

handshaking procedure to send the first packet of a delay-sensitive traffic flow during

the nth contention period (CP). As long as the flow is established, STA 3 periodically

sends rt-CTS with reserved information to its sender STA 4. Accordingly, without

contention, STA 4 transmits the rest packets of the reserved flow in succeeding con-

tention free periods (CFPs).

However, the random access for the link establishment of a delay-sensitive traffic

flow induces the collision with other non-real-time data frames and leads packet drop

due to the increased access delay. To alleviate the impacts of contentions, we design

the linear backoff algorithm for the first packet transmission to shorten the access

delay. The linear backoff algorithm decreases the CW size of the collided frame to
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Fig. 4.3: The timing diagram for the invited reservation procedure.

expedite the link establishment of a delay-sensitive traffic flow. The simulation results

in the later section demonstrate that the dropping rate of delay-sensitive frames in

the proposed MAC protocol is almost negligible compared to that in the IEEE 802.11

DCF mode. Therefore, we believe the impact of contentions to the link establishment

for delay-sensitive traffic is insignificant because most of packets are reserved and sent

during an acceptable period.

On the other hand, for a reservation based MAC protocol, one important issue

is the starvation problem for non-real-time data traffic. As shown in Fig. 4.3, the

fixed total transmission time in each round is partitioned into two periods: the CFP

and CP. To prevent the starvation problem, the time duration of the two periods

shall be appropriately allocated so that the delay constraints for the delay-sensitive

traffic flow can be satisfied, while its impact on the non-real-time data transmission

can be limited to an acceptable level. However, precisely controlling the duration of

CFP and CP in a distributed way is sophisticated for CR device. Instead, in this

paper, the stall avoidance scheme is designed to avoid the bandwidth suppression

by expediting the stalled frame transmission. Recall that the stall avoidance scheme

will decrease the CW size to CWstall if an nrt-node has excessive buffered frames,

and CWstall < CWmin. The stalled non-real-time data frame with the small CW size

CWstall can have a higher probability to win the channel contention and prohibits from

rt-nodes establishing a new delay-sensitive traffic flow. Therefore, in this way, the
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Fig. 4.4: The timing diagram for the new proposed distributed frame synchronization mech-

anism.

access delay of non-real-time data frames can be still controlled within a reasonable

range without sacrificing the delay constraint for delay-sensitive traffic.

4.5 Distributed Frame Synchronization

Mechanism in Act Stage

Another important issue in the act stage of the cognition cycle is to develop a dis-

tributed approach to ensure the frame synchronization among CR users. The objec-

tive of frame synchronization is to inform stations the starting time of the CFP and

CP in each round. In the legacy IEEE 802.11 WLAN, the access point or the des-

ignated central controller broadcasts the “beacon” signal as the start of each round.

However, broadcasting ”beacon” signals not only increases energy consumption, but

wastes the valuable transmission time for secondary users. To this end, we propose a

new distributed frame synchronization mechanism as follows.
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The basic idea of the proposed distributed synchronization algorithm is to let

the secondary user transmission follow the sequence of reserved flows in RIT. Since

a CR user establishes its neighbor list in the observe stage, the information in RIT

can be applied to identify the first and last stations transmitting the delay-sensitive

frames. Thus, when the channel is available, the receiver of the first reserved flow

in RIT broadcasts rt-CTS frame to start a new CFP. During the CFP, the rt-nodes

transmit frames based on the sequence in RIT, whereas the nrt-nodes wait until

receiving the ACK frame from the receiver of the last flow in RIT. If the primary

user become active during CFP, the receiver of the delay-sensitive traffic flow will halt

sending the rt-CTS and resume it when the spectrum turns idle. Therefore, through

the information stored in PIT and RIT, all the CR users can access the channel in

the designated period without influencing the primary users and the transmissions in

the reserved time.

Figure 4.4 illustrates an example for the proposed distributed synchronization

mechanism. Assume that STAs 1∼6 establish delay-sensitive traffic flows. At the start

of the nth CFP, when STA 1 senses the channel is available, it immediately sends

rt-CTS to start a new CFP and waits for receiving the frame from STA 2. After

sending the ACK frame to STA 2, STA 1 waits for a fixed duration and repeats the

above procedure until flow 1 is terminated. In the meanwhile, STAs 3 and 5 overhear

the channel and recognize a new CFP. When the previous reserved transmissions are

finished, STA 3 send rt-CTS to STA 4 to start flow 2. At last, when the transmissions

of the last flow in RIT are ended, i.e., flow 3 from STA 6 to STA5, the CP in the

nth round starts. All the nrt-nodes are allowed to contend for the channel during

this duration until the next CFP starts. Note that the proposed distributed frame

synchronization is only needed when delay-sensitive traffic flows exit. The legacy

CSMA/CA MAC protocol with the suggested gating mechanism is enough when only

non-real-time traffic exists.

Three interesting scenarios are discussed as follows. First, when a CR user just
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joins the CR network or turns on the power, it may not recognize the time when the

CFP and CP start. This particular user may access the channel in CFP and collide

the on-going transmission. To avoid this kind of collisions, the previously suggested

neighbor list establishment mechanism has been carefully designed to resolve this

problem. Recall that every CR user overhears the spectrum for at least a Tobv period

to correctly establish PIT, RIT and CIT before transmission. Since the duration of

Tobv is longer than the maximum repetition period between two successive frames of

a reserved flow, a new user can be aware of the first and last transmissions in CFP

based on the information in its RIT. Thus, it can easily recognize the starting time

of the two periods in each round. Take STA 7 in Fig. 4.4 as an example. Since

it observes the channel for a Tobv period and establishes PIT and RIT, STA 7 can

recognize that CFP and CP respectively start after STAs 1 and 5 send the rt-CTS and

ACK frames. Therefore, STA 7 will access the channel during CP without colliding

with the transmission of primary users or reserved flows.

Another interesting issue is when some CR users can not maintain frame syn-

chronization due to the failure reception of rt-CTS, data and ACK frames in the lossy

wireless channel. Under this situation, the nrt-node may send the data frame in CFP

and cause collisions to other reserved flows. To deal with this problem, the invited

reservation procedure is designed with following principle. If not hearing the rt-CTS

frame longer than a duration of PCF inter-frame spacing (PIFS), the receiver of the

next reserved flow in RIT immediately sends the rt-CTS frame to reserve time slots.

Note that in the IEEE 802.11 WLAN, PIFS is longer than SIFS, but shorter than

data inter-frame spacing (DIFS). In this way, the rt-CTS frame always has the high-

est transmission priority, and thus it can protect the transmissions in CFP from the

interference of unsynchronized stations. As shown in Fig. 4.4, when STA 5 identifies

a new CFP, it waits for rt-CTS or data frame from STA 3 or 4. Once the channel is

idle longer than PIFS as shown in the n+1th CFP, STA 5 directly sends rt-CTS to

prevent the non-real-time frame transmissions from unsynchronized stations. There-
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fore, the frame synchronization can be maintained even though some frames are lost

due to signal outage.

At last, one may be curious that whether the new distributed frame synchro-

nization mechanism is backward compatible and interoperable with the legacy DCF

and PCF modes in IEEE 802.11 WLAN. On the one hand, the transmission in DCF

mode has no influence to that in our invited reservation procedure. Because the max-

imum spacing between any two delay-sensitive frames in our MAC protocol (PIFS)

is shorter than the minimum duration of two data frames in DCF mode (DIFS), i.e.,

PIFS < DIFS. The frame transmission in DCF mode cannot disturb the reserved

frame transmission in CFP. On the other hand, the neighbor list establishment helps

secondary users to recognize the transmission in the PCF mode and treat them like

primary user transmission. Therefore, with the gating mechanism and information in

PIT, all the secondary user transmissions in our MAC protocol are postponed until

the end of PCF mode to avoid interfering the transmission in PCF mode.

4.6 Throughput Analysis

In this section, we analyze the throughput of our proposed cognitive MAC protocol

with mixed delay-sensitive and non-real-time data traffic flows. To ease the analysis,

we make the following assumptions: (1) the spectrum usage information is correctly

obtained by the spectrum sensing, identification, and allocation mechanisms; (2) the

channel is ideal without transmission errors; (3) a fixed number of nrt-nodes always

have packets to send; (4) the delay-sensitive traffic of a fixed number of rt-nodes is

characterized by the “on/off” model with the exponentially distributed inter-arrival

and departure time [122]. Recall that CR users can send packet only in the spare time

of primary user transmissions. Thus, we only consider the throughput performance

during the time available for CR users.
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4.6.1 Mixed non-real-time and delay-sensitive traffic flows

Next, we consider a mixed traffic model with delay-sensitive and non-real-time data

traffic flows. Denote M and K the number of rt-nodes and nrt-nodes, respectively,

and let nrt(t) be the number of rt-nodes requesting for frame transmissions at the

time instant t. For simplicity, it is assumed that only one delay-sensitive traffic flow

requests to establish in each round.

The delay-sensitive traffic is assumed to be modeled by an interrupted Poisson

process (IPP), as shown in Fig. 4.5(a). In the figure, the “On” state represents a

talk spurt, whereas the “Off” state is for a silent spurt [122]. The durations for both

states are exponentially distributed with a mean value of 1/q and 1/p, respectively.

In addition, an M -stage Markov-modulated Poisson process (MMPP) shown in Fig.

4.5(b) is applied to model multiple delay-sensitive traffic flows. Each state in the

figure stands for the number of rt-nodes requesting for frame transmissions, and thus

the state probability (Pi) can be expressed as

Pi = P{nrt(t) = i} =

 M

i

 ρiP0 , (4.3)

where ρ = q/p.

Denote T (M,K) the throughput of M rt-nodes and K nrt-nodes in an overlaying

cognitive ad hoc network, which can be given by

T (M,K) = E[throughput of M rt-nodes and K nrt-nodes]

=
M−1∑
i=0

Pi ·
(

iLrt

L
Trt +

L − iLrt

L
Tnrt(K)

)

= Tnrt(K) + (Trt − Tnrt(K))
M−1∑
i=0

Pi
iLrt

L

= Tnrt(K) + (Trt − Tnrt(K))
Lrt

L

Mρ

1 + ρ
, (4.4)

where L is the entire duration of two secondary transmission periods, i.e., CFP and

CP; Lrt is the total duration for sending delay-sensitive data frames as well as the
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Fig. 4.5: (a) Interrupted Poisson process model for delay-sensitive traffic. (b) Markov mod-

ulated Poisson process (MMPP) model for one type delay-sensitive traffic with M

users.
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rt-CTS and ACK control frames; Tnrt(K) represents the received frames from K nrt-

nodes in the CP; Trt contains the delay-sensitive data frames. Note that L is assumed

to be fixed because it excludes the duration of primary user transmissions.

The above analysis can be extended to the mixed traffic model containing mul-

tiple types of delay-sensitive traffic by using a multi-dimension Markov chain. Take

two delay-sensitive traffic types as an example and let N and M be the numbers of

CR users sending these traffic types, respectively. Then, the state probability Pi,j of

the two-dimensional Markov chain model in Fig. 4.6 can be expressed as

Pi,j =

 N

i

 M

j

ρ1ρ2P0,0 , (4.5)

where ρ1 = q1/p1 and ρ2 = q2/p2 are similar to the definitions in (4.3). Thus, the

total throughput T (M,N,K) can be written as

T (M,N,K) = Tnrt(K) + (Trt1 − Tnrt(K))
L1

L

Mρ1

1 + ρ1

+ (Trt2 − Tnrt(K))
L2

L

Nρ2

1 + ρ2

,(4.6)

where all the parameters are defined in (4.4).

4.7 Simulation

In this section, we demonstrate the performance of the proposed cognitive MAC pro-

tocol through the NS-2 simulator [123]. We also use the IEEE 802.11 DCF mode

with the RTS/CTS handshaking for the performance comparison. The RTS/CTS

DCF mode is naturally a good candidate for secondary user in a cognitive net-

work because the carrier sensing avoids interfering primary user transmissions at the

moment of any packet transmission. Furthermore, most of current cognitive MAC

protocol still use the CSMA/CA MAC protocol to resolve the collisions among sec-

ondary user [36,49,59]. Thus, the performance of the CSMA/CA MAC protocol with

RTS/CTS handshaking can be a baseline in a cognitive network.
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Fig. 4.6: Two-dimensional Markov chain for the analysis of two delay-sensitive traffic types.
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Fig. 4.7: The considered network topology for the simulation, in which nodes are distributed

to three clusters in a string-type topology.

4.7.1 Simulation Environment

To begin with, we explain the considered simulation environment. In this paper, we

consider two network topologies, in which nodes are 1) allocated in one cluster and

2) distributed to three clusters in string-type topology. In the first network topology,

all the primary and secondary users are located in the same cluster with the area of

10 m × 10 m. On the other hand, in the second network topology, primary users are

only located in Region II, but secondary users are distributed at all the three regions,

as shown in Fig. 4.7. Furthermore, the nodes in region I are hidden from that in

region III, and vice versa. The secondary users in regions I and III can send packets

only to those in region II. In our simulation, the primary user is assumed to adopt

the TDMA MAC protocol, whereas secondary users use the proposed MAC protocol

or the CSMA/CA MAC with RTS/CTS handshaking for packet transmissions. In

addition, it is assumed that the transmission is considered success if only one user

accesses on the channel, while the collision takes place when more than one user

transmit packets at the same time. The other simulation parameters are listed in

Table 4.1.

Furthermore, the following traffic models are considered in the simulation.

• Voice traffic is characterized by an interrupted Poisson process. In the “On”

state, an 164-byte packet is generated every 20.48 msec, which is equal to 64
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Tab. 4.1: System Parameter for the Simulation of Cognitive MAC Protocol

Area of one cluster 10 m×10 m

Distance of each cluster 160 m

Data Rate 2 Mbps

Slot time 20 µsec

SIFS 10 µsec

PIFS 30 µsec

DIFS 50 µsec

Minimum CW size 31

Maximum CW size 1023

CW for stall avoidance (CWstall) 15

Maximum frame transmission times 7

Number of primary users 10

Number of rt nodes 10

Number of nrt nodes 80

Period of delay-sensitive flow 20 msec

Period of primary user transmission 20 msec

Packet size of primary user and delay-sensitive flows 164 bytes
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Kbps. By contrast, the simulator stops generating any packet in the “Off” state.

The duration of the “On” and “Off” states follows the exponential distribution

with the average durations of 1 and 1.3 seconds, respectively.

• Telnet data traffic is modeled by a Poisson process with the packet length of

950 and 60 bytes. The packet inter-arrival rates are determined by the offered

load.

• FTP data traffic is assumed that the simulator continuously generates packets

with three frame sizes: 950, 500 and 60 bytes if a node successfully send the

previous one.

In our simulation, only half of users have packets to send, and the others are the

corresponding receivers. Without any notice in the following, the network always

consists of 40 Telnet data flows in the presence of 10 voice traffic flows, which are

respectively generated and received by 80 nrt-nodes, 10 rt-nodes and 10 primary users.

4.7.2 Performance Measurements

The performance of the proposed cognitive MAC protocol is evaluated in terms of the

normalized throughput, mean access delay, fairness, and dropping rate. For clearance,

we define these performance metrics as follows.

• Normalized throughput is defined as the ratio of the number of successfully

received bits to the amount of total transmitted bits. Note that the success-

fully received bits account for both the successfully received non-real-time data

frames and the delay-sensitive frames as well as the primary user frame trans-

missions. The received frames from delay-sensitive traffic and primary users

will not be counted if the 20-msec delay constraint is not satisfied.

• Mean access delay accounts for the average duration a non-real-time data

frame requires when it is generated by the transmitter until it is successfully
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received by the receiver. By this definition, the access delay includes the waiting

time in the queue and the latency of the channel access. The frame, which

number of transmission times is larger than the maximum retry limit, will not

be taken into account for the access delay calculation.

• Fairness is evaluated by the maximum standard deviation of the frame ac-

cess delay among all the non-real-time traffic flows. Note that the available

transmission time for the secondary user in a cognitive network is short. The

reduced delay variance among traffic flows represents that all secondary users

have equal opportunities to send packets on the channel during the short trans-

mission time. Thus, the maximum standard deviation of access delay among

user is more appropriate for measuring the fairness performance in a cognitive

network.

• Dropping rate is defined as the ratio of the number of dropped frames to the

total number of transmitted frames. The frame is considered to be dropped if

the access delay of the delay-sensitive frame or the primary user transmission

is beyond 20 msec.

4.7.3 Numerical Results

First, we examine the dropping rate of primary user transmissions in the network

topology that all user are located in one cluster, as shown in Fig. 4.8. Because of the

gating mechanism and the information stored in PIT, the proposed cognitive MAC

protocol dynamically stops secondary users sending frames at the time when primary

users access the channel. Surprisingly, the dropping rate of primary users in the

legacy CSMA/CA MAC protocol is less than 3%. This phenomenon results from the

carrier sensing that the node performs before sending packets. This carrier sensing

satisfies the basic requirement of spectrum sensing in a cognitive network. However,

the carrier sensing only detects the channel at the time instance when it executes
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all secondary users are located in one cluster.
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Fig. 4.9: Throughput comparison of the proposed cognitive MAC protocol with the tradi-

tional CSMA/CA MAC protocol.

instead of the whole duration for the frame transmission. The collision still happens

when the primary user appears at the time during the secondary user transmission.

In our proposed cognitive MAC protocol, the gating mechanism with the information

in PIT ensures the entire duration of the secondary user transmission has no influence

to primary users. Although the current simulation only considers the periodic traffic,

the proposed method still can cooperate with other advance traffic models to estimate

the time and length of primary user transmissions. Therefore, we believe the proposed

scheme still provides valuable contribution for the cognitive MAC protocol design.

Figure 4.9 compares the normalized throughput of the proposed cognitive MAC

protocol and the legacy CSMA/CA MAC protocol in the one-cluster network topol-

ogy. For both the frame sizes of 60 and 950 bytes, the throughput in the proposed

MAC protocol are 100% better than those in the CSMA/CA MAC protocol. The

improvements mainly result from the invited reservation procedure, which can con-

trol the delay for the delay-sensitive frames. Thus, most of the delay-sensitive frames

can be counted for throughput computation. On the contrary, all the delay-sensitive
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Fig. 4.10: Comparison of mean access delay between the proposed cognitive MAC protocol

and the CSMA/CA MAC protocol.

frames in the legacy CSMA/CA MAC protocol still contend for the channel with other

non-real-time frames. The contention leads the access delay of delay-sensitive frames

is beyond the delay constraint due to retransmissions, and causes the neglect of those

frame in throughput calculation. Furthermore, the gating mechanism in the proposed

cognitive MAC protocol reduces the collisions in the CP. Hence, the throughput of

the proposed MAC is better than that of the CSMA/CA MAC protocol in supporting

mixed-type traffic flows.

Figures 4.10 and 4.11 compare the mean access delay and the fairness perfor-

mances between the two MAC protocols. For the proposed cognitive MAC protocol,

the mean access delay and its maximum standard deviation in sending the Telnet data

frames is less than 0.2 sec and 1 sec, respectively. However, for the legacy CSMA/CA

MAC protocol, the considered performance matrices are increased to 1.2 sec and 3.6

sec, respectively. The long access delay and its maximum standard deviation in the

CSMA/CA MAC protocol is due to the long waiting time in the queue. However,

when the non-real-time data frames are back-logged, the proposed stall avoidance
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Fig. 4.11: Comparison of fairness among the proposed cognitive MAC protocol and the

CSMA/CA MAC protocol.

scheme can effectively reduce the CW size of the stalled frames to expedite the trans-

missions. Therefore, the proposed cognitive MAC protocol can reduce the waiting

time and improve the access delay and its standard deviation.

An interesting phenomenon shown in Figs.4.10 and 4.11 is that both the delay

and its standard deviation become stable at high traffic load. Recall that the com-

putation of access delay only counts the frame which the number of transmissions is

less than the retry limit, i.e., seven in our simulation. Therefore, the limited number

of frame transmission attempts for the calculation of access delay confines the values

of its average and standard deviation even at high traffic load.

Figure 4.12 compares the dropping rate of delay-sensitive traffic for secondary

users in two considered MAC protocols. As shown in the figure, the dropping rate in

the proposed MAC protocol is lower than 0.1%, while in the legacy CSMA/CA MAC

protocol the dropping rate can be higher than 50%. Because delay-sensitive frames in

the legacy CSMA/CA MAC protocol contend for the channel with data frames using

the similar priority, the retransmission due to the collisions causes the access delay
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Fig. 4.12: Dropping rate of delay-sensitive traffic for secondary users.
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Fig. 4.13: Throughput of the proposed cognitive MAC protocol in the mixed voice and FTP

data traffic.

beyond the delay constraint. By contrast, with the help of the invited reservation

procedure, the proposed MAC protocol can guarantee the delay-sensitive frames to

be received within the predefined constraint of 20 msec. Although, in the proposed

MAC protocol, the first frame of delay-sensitive traffic flow still contends with other

non-real-time data frames, the linear backoff algorithm helps to quickly establish the

traffic flow and reserve the succeeding frame transmissions. Therefore, the dropping

rate of the proposed MAC protocol is almost negligible compared to the CSMA/CA

MAC protocol.

To validate our results, Fig. 4.13 shows the normalized throughput with the

mixed delay-sensitive and non-real-time data traffic in the proposed cognitive MAC

protocol by simulations and analysis. The considered scenario includes 10 rt-nodes

and various number of nrt-nodes establishing voice and FTP data traffic flows, re-

spectively. As shown in the figure, the result from the analytical model by (4.4) are

close that from simulations, especially for the case with a small packet size. Even for

the large packet size, the discrepancy between analysis and simulation is still less than
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Fig. 4.14: Dropping rate of primary user transmissions in the network topology that sec-

ondary users are distributed in three separated clusters.

3%. As shown in the figure, the throughput still remains stable even in the system

with more than 100 nrt-nodes. This observation illustrates that the use of small CW

size in the linear backoff algorithm and stall avoidance scheme do not deteriorate the

network stability in a crowded environment.

At last, the network topology that all secondary users are distributed in three

string-type clusters, as shown in Fig. 4.7, is considered. Figure 4.14 shows the drop-

ping rate of primary user transmission. Similar to the observation shown in Fig.

4.8, the dropping rate in the proposed cognitive MAC protocol is negligible com-

pared to the legacy CSMA/CA MAC protocol. In addition, as shown in Figs. 4.15

and 4.16, the proposed cognitive MAC protocol for secondary user transmissions still

outperforms the legacy CSMA/CA MAC protocol in terms of throughput and drop-

ping rate. Like the RTS/CTS handshaking in the legacy CSMA/CA MAC protocol,

broadcasting rt-CTS from the receiver of reserved flows in RIT reduces the collision

in the reserved slot. Thus, the hidden node issue only cause a minor impact to the
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throughput and dropping rate in the proposed cognitive MAC protocol.

4.8 Conclusion

In this part, we have proposed a cognitive MAC protocol to establish an overlaying

cognitive ad hoc network with QoS provisioning in the presence of the legacy wireless

systems. The proposed mechanisms can supplement the insufficiency of the legacy

CSMA/CA MAC protocol to fulfill the goals of the cognitive wireless networks. With

respect to the four stages in the cognition cycle, we suggest the following techniques:

• Neighbor list establishment in the observe stage: to help CR users having

the knowledge of the spectrum usage by the primary and other CR users;

• Improved contention resolution algorithm in the plan stage: to prevent

CR users from interfering the existing legacy system and to allow CR users to

efficiently and fairly access the channel in the short spare time of the spectrum

usage by primary users.

• Invited reservation procedure in the decide stage: to schedule the trans-

missions of delay-sensitive traffic with satisfactory QoS requirements for sec-

ondary user without interfering the legacy system and to dynamically allocate

the bandwidth for various traffic types to avoid the starvation issue for low

priority traffic.

• Distributed frame synchronization in the act stage: to distributively co-

ordinate the frame transmissions among CR users.

Through the simulations by NS-2, we demonstrate that even in the environment

with hidden nodes, the throughput performance of the proposed MAC protocol is at

least 50% better than that of the legacy CSMA/CA MAC protocol. The mean access

delay and its maximum standard deviation of the proposed MAC protocol are 5 times
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less than the CSMA/CA MAC protocol. At last, instead of more than 50 % for the

legacy CSMA/CA MAC protocol, the dropping rate of delay-sensitive traffic for the

proposed MAC protocol is almost negligible.
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Chapter 5

Traffic-aware Cognitive Spectrum Handoff
with Preemptive Interruption

In this chapter, we discuss the link maintenance issue for CR device when the

primary user accesses on the occupied channel during the period of a secondary user’s

transmission.

5.1 System Model

Here, we assume that both primary and secondary users uses the slotted system,

in which the user’s transmissions on the channel are partitioned into slots. The

primary user is assumed to adopt the connection oriented medium access control

(MAC) protocol for their data transmissions to meet the quality-of-service (QoS)

requirement, such as GSM and WiMax. The secondary user is capable of advocating

the channel in the prior slot of the primary user’s transmission by overhearing the

reservation information in the legacy system.

Then, we will consider three scenarios for secondary users to continue their

transmissions when the primary user appears on the occupied channel. In the first

scenario, the secondary user stays in the original channel and postpones its transmis-

sion when the primary user appears on the channel, as shown in Fig. 5.1. The CR

user will resume the transmission after the primary user completes its transmission.

This non-spectrum-handoff process will be repeated until the secondary user sends

all its data. Apparently, the stalled transmission prolongs the transmission time and

thus decreases the effective data rate.

The next considered scenario is that the secondary user switches to another

channel to proceed its transmission when the primary user appears in the channel.
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Fig. 5.1: An illustration of the transmission scenario that the secondary user stays in the

original channel when the primary user accesses on the channel.

This is the so called “spectrum handoff”. To the secondary user, the key issue for

the spectrum handoff is the selection of the target channels to continue the on-going

transmission. In this case, we categorize two possible scenarios for the target channel

selection. Figure 5.2 illustrates the first channel selection scheme. As shown in the

figure, the secondary user prepares the list of the target channels for the spectrum

handoff before it establishes the link. The channel list can be sent to the receiver

during the period of the link setup. When the primary user accesses in the occupied

channel, the secondary user can change its transmission on the first channel in the

list without waiting for the primary user’s transmissions. Obviously, the effective

data rate for secondary users can be significantly improved due to the decreasing

transmission time.

However, the pre-determined channel list spectrum handoff scheme in the last

paragraph relies on the accurate traffic model to estimate the usage of the primary

user on the target channel. The error decision makes the secondary user continuously

change its transmission on different channels. The secondary user wastes time on

the handshaking for the spectrum handoff, and thus the effective data rate is also

decreased due to the erroneous channel prediction. To reduce the error probability

of the channel selection, another intuitive way is proposed to determine the target

channel after a sensing mechanism, as shown in Fig. 5.3. In the figure, the CR

device will perform a wideband radio sensing once the primary user accesses in the
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mines the list of target channels before the link is established.
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same channel. The secondary user then chooses and changes to the target channel

according to the result obtained from the radio sensing. Clearly, the spectrum handoff

with radio sensing scheme can avoid the possibility of the erroneous target channel

prediction in the aforementioned method. However, this method still spends time on

performing the radio sensing, which also prolongs the transmission time and decreases

the effective data rate.

Another issue for the two aforementioned spectrum handoff schemes is the num-

ber of spectrum handoff trials that a secondary user has to perform during its entire

transmission duration. Intuitively, the more the number of handoffs the higher the

probability that a secondary user can maintain the established link, whereas the

longer the transmission time that a secondary user requires to finish its transmission.

Thus, it requires a way to come to a compromise between the performances of the

link maintenance probability and effective data rate in the three secondary user’s

transmission scenarios.

5.2 Analytical Model

In the following, we will develop an analytical model to investigate the performances

of the three considered transmission scenarios for secondary users. This analytical

model provides an insight for the system parameter design at the given requirement

of the link reliability and effective data rate for secondary users.

5.2.1 Link maintenance probability

The link maintenance probability pm is defined as the probability that a secondary

user can finish its transmission within N handoff trials. Given the secondary user

transmission lasts over M slots, the link maintenance probability pm can be written
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by

pm , Pr{the number of handoff trials required for the whole secondary

user’s transmission is less than N| an M-slot transmission} . (5.1)

Let p be the probability that the given slot is not available for a secondary user.

Assume that the primary user’s transmissions on different channels are identical.

Then, for the non-spectrum-handoff scenario and the pre-determined channel list

spectrum handoff scheme, the link maintenance probability is determined by

pm = (1−p)M−1+

(
M−1

1

)
p(1−p)M−1+· · ·+

(
M−2+N

N

)
pN(1−p)M−1

=
N∑

i=0

(
M − 2 + i

i

)
pi(1 − p)M−1 , (5.2)

where pm = 1 as N → ∞. In these two transmission scenarios, the slot after one

handoff trial may not be available for secondary users due to the continuous primary

user’s transmission or the erroneous target channel prediction. Thus, for a limited

number of handoff trails, the link maintenance probability is always less than unity.

In addition, the non-spectrum-handoff scenario only differs with the pre-determined

channel list spectrum handoff on the probability p. Suppose that the access proba-

bility pPU of the primary users in a given slot is independent. Given pe the frame

outage probability of the secondary user’s transmission in a slot, the probability p in

the non-spectrum-handoff scenario can be expressed as

p = pPU + (1 − pPU)pe . (5.3)

However, for the pre-determined channel list spectrum handoff, the channel prediction

error probability ps should be further taken into account. Thus, the probability p′

that a secondary user is unable to transmit in the given slot for the pre-determined

type spectrum handoff becomes

p′ = p + (1 − p)ps . (5.4)
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As for the spectrum handoff with radio sensing scheme, the link maintenance

probability pm is slightly different from the aforementioned two cases. Because the

secondary user executes the radio sensing and selects the target channel while the

primary user accessing the channel, at least one slot in the target channel is always

available after a handoff trial. Therefore, the link maintenance probability p′m in this

case can be written by

p′m = (1−p)M−1+

(
M−1

1

)
p(1−p)M−2+· · ·+

(
M−1−N

N

)
pN(1−p)M−1−N

=
N∑

i=0

(
M − 1

i

)
pi(1 − p)M−1−i , (5.5)

where p′m = 1 when N = M . Because the target channel decision is made right after

the radio sensing, the channel prediction error probability can be negligible in the

calculation of the slot availability p.

5.2.2 Effective data rate

Next, given lSU the payload length of a secondary user’s transmission, the effective

data rate RSU for secondary users can be defined as

RSU =
lSU

E[tSU ]
, (5.6)

where E[tSU ] is the average time of a secondary user’s transmission, which differs

from the transmission scenarios as discussed in Section 5.1.

Given TPU the primary user transmission time, in the non-spectrum-handoff

case, a secondary user’s transmission will be delayed by TPU each time when a primary

user accesses in the channel, as shown in Fig. 5.1. Thus, referring to the derivations of

the link maintenance probability in (5.2), the average secondary user’s transmission
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time E[tNSHO
SU ] can be written by

E[tNSHO
SU ] = (1 − p)M−1TSU +

(
M − 1

1

)
p(1 − p)M−1(TPU + TSU) + · · ·(

M − 2 + N

N

)
pN(1 − p)M−1(NTPU + TSU)

=
N∑

i=0

(
M − 2 + i

i

)
pi(1 − p)M−1(iTPU + TSU) , (5.7)

where TSU = lSU/rSU , and rSU is the data rate during the secondary user’s transmis-

sion. As N → ∞, the average transmission time converges to

E[tNSHO
SU ] = TSU + TPU

(M − 1)p

1 − p
. (5.8)

For the pre-determined channel list spectrum handoff scheme, the secondary

user’s transmission is postponed by the execution time To of a handoff trial. Then,

similar to (5.7), the average transmission time E[tSHOwoS
SU ] turns into

E[tSHOwoS
SU ] =

N∑
i=0

(
M − 2 + i

i

)
(p′)i(1 − p′)M−1(iTo + T SU) , (5.9)

where E[tSHOwoS
SU ] = TSU + To(M − 1)p′/(1 − p′) as N → ∞.

At last, the spectrum handoff with radio sensing scheme needs to performs the

radio sensing and spectrum handoff for each handoff trail. Let Ts be the time a

secondary user requires to accomplish a radio sensing, and then E[tSHOS
SU ] becomes

E[tSHOS
SU ] = (1 − p)M−1T SU +

(
M − 1

1

)
p(1 − p)M−2

[
(Ts + To) + T SU

]
+ · · ·(

M − 1

N

)
pN(1 − p)M−1−N

[
N(Ts + To) + T SU

]
=

N∑
i=0

(
M − 1

i

)
pi(1 − p)M−1−i

[
i(Ts + To) + T SU

]
. (5.10)

When N = M , the transmission time in (5.10) can be written by

E[tSHOS
SU ] = TSU + (M − 1)p(To + Ts) . (5.11)
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Tab. 5.1: System Parameters of the Spectrum Handoff for Link Maintenance

slot time 10 µsec

PU transmission time 2.5 msec

payload length of a secondary user’s transmission (lSU) 1500 bytes

secondary user transmission’s speed (rSU) 12 Mbps

execution time for a spectrum handoff trial (To) 100µsec∼10msec

the secondary user’s radio sensing time (Ts) 100µsec∼10msec

frame error rate for a secondary user’s transmission (pe) 10−2 & 10−1

channel prediction error probability (ps) 10−3 ∼ 10−1

primary user appearance probability in a slot (pPU) 10−3 ∼ 10−1

5.3 Numerical Results

In this section, we investigate the performances of the link maintenance probability

and the effective data rate for the secondary user’s transmission. Both primary and

secondary users’s transmissions are partitioned into slots. The primary user adopts

the connection-oriented MAC protocol, in which the user first requests to establish

connection and transmits data according to the information broadcasted by the base

station. The secondary user overhears the broadcast messages to synchronize the tim-

ing with the legacy system and to avoid interfering the primary user’s transmissions

by acquiring the schedule. Here, we assume that the slot time and a primary user’s

transmission time are 10 µsec and 2.5 msec, respectively. Without any special notice,

the values of the system parameters considered in this paper are shown in Table 7.1.
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5.3.1 Performance of effective data rate for a reliable

secondary user’s link

First, we consider the situation when the secondary user’s link can be always success-

fully maintained, that is pm = 1. Figures 5.4(a) and (b) illustrate the impact of the

primary user’s traffic load on the effective data rate. As we can expect, the effective

secondary user’s data rate in both spectrum handoff schemes are higher that the non-

spectrum-handoff transmission scenario if ps ≤ 0.15 or Ts ≤ 1.5 msec. Intuitively, for

the non-spectrum-handoff transmission scenario, the secondary user requires to wait

a long period of time for primary user’s transmissions. Thus, the effective secondary

user’s data rate is decreased due to the prolonged transmission time.

Also shown in Figs. 5.4(a) and (b), one can observe that the effective data rate

performance is sensitive to the changes of the channel prediction error probability ps

and the radio sensing time To. For the pre-determined channel list spectrum handoff

scheme in Fig. 5.4(a), when the prediction error ps increases from 0.1 to 0.5, the

effective data rate decreases from 35 Kbps to 10 Kbps. Similarly, for the spectrum

handoff with radio sensing scheme, RSU becomes from 35 Kbps to 7 Kbps as the

radio sensing time Ts changes from 1 msec. to 10 msec. Obviously, increasing the

radio sensing time delays the secondary user’s transmission time, and thus decreases

the effective data rate. On the other hand, the large prediction error raises the

required number of spectrum handoff trails, and also decreases the effective data

rate due to the prolonged transmission time. Therefore, from this observation, it is

worthwhile to carefully design the system parameters of the spectrum handoff for

both the considered schemes.

Compare the performances in Figs. 5.4(a) and (b). As pPU = 0.5 ∼ 0.9, the

effective data rate for the spectrum handoff with radio sensing scheme is higher than

the pre-determined channel list spectrum handoff. For example, for pPU = 0.9, the

effective data rates in the spectrum handoff schemes with and without radio sensing
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are 9 Kbps and 3 Kbps, respectively. In this situation, the radio sensing ensures

that the secondary user can select the correct target channel, and thus effectively

lowers the required handoff trials. However, the erroneous channel prediction makes

the secondary user require more handoff trials to maintain the link. Therefore, the

effective data rate for the scheme of spectrum handoff with radio sensing is higher

than the pre-determined channel list spectrum handoff in the case of the high primary

user’s traffic load.

Figure 5.5 shows the impacts of the spectrum handoff execution time and the

frame error rate for a secondary user’s transmission on the effective secondary user’s

data rate. Obviously, the longer the execution time the lower the effective data rate.

Interestingly, in the case of the short handoff execution time, the pre-determined

channel list spectrum handoff outperforms the other two schemes. This is because

the secondary user can quickly switch to the target channel even to the incorrect

channel, whereas the other schemes have to wait for an extra period of time for

a primary user’s transmission or radio sensing. Thus, the channel-listed spectrum

handoff is better than the other two schemes as To ≤ 1.5 msec.

On the other hand, the impact of secondary user’s frame error rate (FER) is

insignificant compared to the other parameters. The erroneous secondary user trans-

mission only postpones the transmission in the later one slot, while the erroneous

channel prediction makes secondary user wait an extra primary user’s transmission

time or radio sensing time. The duration of a slot time is much shorter than the

duration of the other two time periods. Thus, the FER of the secondary user’s trans-

mission will not be an important parameter for the spectrum handoff.

5.3.2 Impacts of spectrum handoff trials

Figure 5.6 shows the link maintenance probability versus the number of spectrum

handoff trials. Apparently, the more the handoff trials the higher the link maintenance

probability. Furthermore, it is interesting that the required number of handoff trials
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for the pre-determined channel list scheme is larger than the other two schemes due

to the error possibility of channel prediction. On the other hand, in the case of

high primary user’s traffic load, the spectrum handoff with radio sensing scheme

only requires much less handoff trials than the other two schemes. This is because

the former scheme can always select the correct channel lasting at least one slot for

the remaining secondary user’s transmissions. However, the later two schemes may

encounter the situation of the continuous primary user’s transmissions or the channel

prediction error, both of which increase the required number of handoff trials. Thus,

the scheme with radio sensing can confine the number of handoff trials within a small

value.

5.3.3 Design of system parameters for spectrum handoff

schemes

At last, we discuss the system parameter design for the two considered spectrum

handoff schemes. Figure 5.7 (a) illustrates the required number of handoff trials N and

the maximum channel prediction error probability ps for the given effective data rates

and when To = 100µsec. and pPU = 0.1. Similarly, Fig. 5.7 (b) shows the required

number of handoff trials N and the maximum radio sensing time Ts. Here, the

presented data for the two spectrum handoff schemes have to satisfy two criteria: (1)

the link maintenance probability pm > 0.9 and (2) the lower average transmission time

compared to the non-spectrum-handoff method. As shown in the both figures, given

an effective data rate, the required number of handoff trials increases as the channel

prediction error ps or the radio sensing time increases. However, when the handoff

trials is more than a certain threshold, the maximum allowable channel selection

error or sensing time is decreased. This phenomenon can be explained into two folds.

On the one hand, adding the number of handoff trials raises the link maintenance

probability and increases the allowable error probability of channel selection or sensing

time. On the other hand, when the handoff trials is too many, the average secondary
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pre-determined channel list spectrum handoff scheme and (b) Ts and N in the

spectrum handoff with spectrum sensing scheme when pPU = 0.1 and To = 100

µsec, respectively.
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user’s transmission time in the two handoff schemes becomes longer than that in the

non-spectrum-handoff case. Thus, the maximum error probability and sensing time

is decreased to satisfy the delay requirement.

5.4 Summary

In this part, we examined the performances of the three possible transmission scenar-

ios for CR devices when the primary users appear in the occupied channel. The con-

sidered scenarios include: (1) non-spectrum-handoff scheme; (2) the pre-determined

channel list spectrum handoff and (3) the spectrum handoff with radio sensing scheme.

Based on the developed model, we investigated the impacts of the channel prediction

error probability, the radio sensing time, the number of handoff trials, the primary

user appearance probability, the frame error rate of the secondary user’s transmis-

sions and the handoff time. The numerical results show that the spectrum handoff

with the radio sensing scheme outperforms the pre-determined channel list spectrum

handoff in the case of the high primary user appearance probability due to the more

successful channel selection for the handoff. The results also reveal that the perfor-

mances of secondary users for the two spectrum handoff schemes is sensitive to the

prediction error probability, the radio sensing time and the number of handoff trials.

At last, given an effective data rate and the link maintenance probability, we provide

the design guide of the system parameters so that the effective data rate of the two

handoff schemes is higher than the non-spectrum-handoff case.
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Chapter 6

Cross-layer Analysis for A Cognitive
MAC: Single Channel CSMA/CA Case

Study

The objective of this part is to develop such a cross-layer analytical model to ac-

curately evaluate the throughput of the CSMA/CA MAC protocol. To our knowledge,

in the context of the IEEE 802.11 WLAN, an analytical throughput model taking into

account of the effects of a practical directional antenna pattern, capture, log-normal

shadowing, multipath Rayleigh fading and the number of radio transceivers is still

lacking in the literature. Here, we provide the complete derivation of the PHY/MAC

analytical model and the more detailed simulation results. Furthermore, we discuss

the impacts of SINR requirement, shadowing parameters, directional antenna gain

patterns and the number of radio transceivers for both the uplink and downlink

transmissions.

6.1 Motivation

As the demand for the WLAN services has grown dramatically recently, it becomes

a crucial issue to further improve the performance for the CSMA/CA based WLAN.

In the literature, there have been mainly three research directions for this issue. The

first direction is from the MAC protocol perspective [111,114,124–127]. The authors

in [114,124] proposed a dynamic tuning algorithm to adjust the backoff window size

according to the traffic load. In addition, a fast backoff procedure was proposed

in [111]. Packet pipeline scheduling [125] and the out-of-band signaling [126] were

proposed to reduce the possibility of frame collision. In [127], a frame concatenation

mechanism was introduced to reduce the protocol overhead. The second research
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direction to improve the throughput of the CSMA/CA based WLAN is to incorpo-

rate the capture effect [80, 81, 128]. With capture effect, a user can transmit data

even with other simultaneously transmitting users. The third research direction is to

adopt directional or smart antennas in WLAN [129–141]. The main objective of these

works was to modify the MAC protocol to exploit the advantages of directional or

smart antennas. These MAC protocols can be categorized into three types: 1) multi-

ple antennas equipped with one radio transceiver and one network allocation vector

(NAV) [129–132]; 2) multiple antennas equipped with one radio transceiver, but each

antenna is associated with distinct directional network allocation vector (DNAV),

and the new MAC protocol is designed to dynamically switch antenna to the desired

users [133–136]; 3) multiple antennas and radio transceivers, each of which is also

associated with independent NAV [137–141]. However, most of these MAC protocols

considered only an ideal directional antenna pattern and ignore the effects of capture

and frame outage.

6.2 MAC Layer Throughput Performance:

Previous Analysis

In Section 6.4, we will propose a PHY/MAC cross-layer analytical model for the

CSMA/CA MAC protocol that extends from [69] to further incorporate the effects

of frame capture, outage and a practical gain pattern of directional antennas on the

backoff process in the presence of shadowing and Rayleigh fading. To this end, we first

summarize the work of [69], and then describe the method of incorporating capture

effect in the CSMA/CA protocol.

6.2.1 CSMA/CA Backoff Process without Capture Effect

The backoff process aims to resolve the contention issue when multiple users access

a common radio channel. According to the CSMA/CA MAC protocol, all users wait
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for a random duration before transmission. The waiting time is randomly chosen

between zero and the backoff window size. Previous outcomes of channel contention

will affect the backoff window size. According to the IEEE 802.11 WLAN, the backoff

window size is doubled in the next attempt if a frame is collided in the current attempt.

When a frame is successfully transmitted or a new frame requests to send, the backoff

window size will be reset to the minimum value.

In [69], the author proposed an analytical model to evaluate the saturation

throughput for the CSMA/CA MAC protocol. According to the analytical model

in [69], the stationary transmission probability τ can be written as follows:

τ =
2

1 + W0 + pcW0

b−1∑
i=0

(2pc)i

. (6.1)

From (7.5), it is implied that a smaller value of pc leads to a higher transmission prob-

ability (τ). However, a higher transmission probability also results in more collisions.

For N contending users, the frame collision probability (pc) is

pc = 1 − (1 − τ)N−1. (6.2)

Jointly solving (7.5) and (6.2), we can obtain the stationary transmission probability

τ for a given N and the range of the backoff window size (W0, 2
bW0).

Define the normalized system throughput (S) as the fraction of time that the

channel is used to transmit payload successfully. Also, note that the successful trans-

mission probability (ps) can be computed as the probability that only one user trans-

mits frame under the condition that at least one user is active, i.e.,

ps =
Nτ(1 − τ)N−1

ptr

, (6.3)

where ptr = 1 − (1 − τ)N is the probability that at least one user is active.

Hence the normalized system throughput (S) can be expressed as

S =
E[payload transmitted during one slot]

E[slot duration]

=
psptrE[P ]

(1 − ptr)σ + ptrpsTs + ptr(1 − ps)Tc

, (6.4)
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where E [P], Ts, Tc, and σ represent the average payload size, average successful trans-

mission duration, average collision duration, and an empty slot time, respectively.

6.2.2 CSMA/CA with Capture Effect

In [80], the author extended the model of [69] to incorporate the capture effect. The

capture probability (pcap) is defined as the probability that the received SIR of a

transmitted frame (γ) is higher than a required threshold z0. That is,

pcap =
N−1∑
i=1

Ri · Pr(γ > z0|i) , (6.5)

where Ri represents the probability of the total (i + 1) frames contending for trans-

missions in the same time slot, i.e.,

Ri =

(
N

i + 1

)
τ i+1(1 − τ)N−i−1 . (6.6)

In [80], the successful transmission probability with capture effect is then defined

as

ps =
Nτ(1 − τ)N−1 + pcap

1 − (1 − τ)N
. (6.7)

Following the remaining steps in [69], the throughput performance of the CSMA/CA

with capture effect can be obtained based on the modified successful transmission

probability in (6.7). However, the transmission probability τ in [80] is calculated in a

lossless channel based on the Bianchi’s method [69], where the effects of frame outage

and capture in the physical layer are not considered in the binary backoff process.

In fact, the frame outage decreases the stationary transmission probability (τ);

whereas the capture effect increases it. Therefore, in our paper, we consider both

the frame outage and capture effects when evaluating the stationary transmission

probability in the binary backoff process. We will show how the frame outage and

capture effects influence the transmission probability during the backoff process.
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6.3 Physical Layer Effects

In the time varying wireless channel, a user may fail to receive the packet in the

following two scenarios. First, when the received signal strength of a frame is lower

than the required threshold due to large propagation attenuation even without any

other contenders, the frame outage occurs and which the probability is denoted by

po. Second, when the received signal power of the desired frame (Pdesired) does not

exceed the interference power of other (N −1) frames with enough margin, the frame

is not captured and which the probability is denoted by pnc. In this section, we

first derive the frame outage probability in a log-normally shadowed Rayleigh fading

channel with a practical directional antenna.

6.3.1 Radio Channel Characteristics

In this paper, we consider the common channel effects: path loss, shadowing, and

Rayleigh fading [142]. Path loss describes the power attenuation due to the propaga-

tion distance (r) between a user and the access point. Usually, path loss is modelled

as r−η, where η is the path loss exponent. Hereafter, we choose η = 4 in this paper.

Shadowing is caused by terrain features and can be characterized by a log-normal

random variable 10ξ/10, where ξ is a Gaussian random variable with zero mean and

a standard deviation of σ dB. At last, Rayleigh fading characterizes the impact of

multipath propagation.

Let Pt be the transmission power of a user and consider the antenna gain G(θ)

with the incident angle θ. Then the received signal power Pr at an access point can

be written as

Pr = Ptr
−4G(θ)10ξ/10x2 , (6.8)

where x is a Rayleigh distributed random variable with unit power and has the prob-
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ability density function (pdf) as follows:

fX(x) = 2xe−x2

. (6.9)

Let Y = X2. Then the cumulative density function of Y is

FY (y) = 1 − e−y . (6.10)

6.3.2 Outage Probability

The frame outage probability is evaluated when only one user accesses the wireless

channel without other competing users. In this case, the total interference power is

zero (i.e. PI = 0), and the frame outage probability can be expressed as

po = Pr {SNR < z0}

= Pr

{
Ptr

−4G(θ)10ξ/10y

N0

< z0

}
= Pr

{
y < z0

N0

Pt

r4G(θ)−110−ξ/10

}
, (6.11)

where z0 is the required received SNR threshold, and N0 is the noise power. In

the IEEE 802.11 standards, a WLAN device can adopt different modulation and

coding schemes according to channel conditions. To evaluate the effect of different

transmission rates on the outage probability, we can apply the required received SNR

threshold z0 in accordance with the selected modulation and coding scheme in (6.11).

6.3.3 Effect of Directional Antenna on Outage Probability

Now, we discuss the impact of directional antennas on the frame outage probability.

Let L be the cell radius and denote θ3dB the 3 dB beamwidth of the directional

antenna. Assume that the users are spatially and uniformly distributed within a cell,

and thus the pdf of the distance (r) and angle (θ) between the user and access point

can be given by fr(r) = 2r/L2, fθ(θ) = 1/2θ3dB, respectively [143]. From (6.10) and
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(6.11), we can have

po = Pr

{
y < z0

N0

Pt

r4G(θ)−110−ξ/10

}

=

θ3dB∫
−θ3dB

∞∫
−∞

L∫
0

FY

(
z0

N0

Pt

r4G(θ)−110−ξ/10

)
·

fr(r)fξ(ξ)fθ(θ) drdξdθ

=

θ3dB∫
−θ3dB

∞∫
−∞

L∫
0

(
1 − e

z0
N0
Pt

r4G(θ)−110−
ξ
10

)
·

(
e−ξ2/2σ2

√
2πσ

)
·
(

2r

2θ3dBL2

)
drdξdθ , (6.12)

where fξ(ξ) = e−ξ2/2σ2
/
√

2πσ represents the distribution of the log-normal shadowing.

Figure 6.1 shows two antenna patterns with 3 dB beamwidth of 120o and 60o,

respectively [144, 145]. The antenna gain patterns shown in the figure will be used

to evaluate the impact of directional antenna on the MAC layer throughput later.

Note that inside the 3 dB beamwidth, the gains at different angles are not exactly

the same. Therefore, in calculating the outage probability, we need a more practical

antenna gain pattern of a sector. Furthermore, it is noteworthy that for 120o antenna,

the gain at the angle of 75o from the main lobe is only about 6 dB less than that

in the main lobe. Hence, the antenna gain outside the 3 dB beamwidth cannot be

totally neglected, which is especially important in evaluating the capture effect. The

impacts of an imperfect antenna on both outage performance and capture effect are

not fully considered in the current literature.

6.4 Cross-layer Throughput Analysis

In this section, we introduce a cross-layer analytical model to evaluate the through-

put performance for the CSMA/CA MAC protocol with capture effect and a practical

directional antenna. First, we derive the frame capture probability (pcap) when mul-
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tiple users transmit frames at the same time. Then, we combine all the wireless

channel impacts, including the frame outage, the capture effect and the gain leakage

of a practical direction antenna, to evaluate the throughput of the CSMA/CA MAC

protocol.

6.4.1 System Model

Figure 6.2 illustrates an access point equipped with three directional antennas. A

user is usually connected to the sector antenna whose antenna gain is the largest

within a cell. In the figure, users A and B communicate with antenna S1, user D

communicates with antennas S2, and user C is with antenna S3.

Note that the three directional antennas can share one radio transceiver or can

be associated with three independent radio transceivers. In the case with one radio

transceiver, the access point can communicate only with one user within a cell by

steering the antenna to receive and transmit the signal. On the contrary, in the case

with three radio transceivers, the access point simultaneously transmits data frames

to three users in three corresponding sectors. For example, if the access point equips

with three radio transceivers, users A, C, and D in the figure can simultaneously

transmit frames to the access point via antennas S1, S2, and S3, respectively.

6.4.2 Capture Effect

Capture effect is the phenomenon that a communication link is established in the

presence of other interfering users, while maintaining a satisfactory SINR. Since the

interference power is usually higher than the noise power, the signal-to-interference

ratio (SIR) is usually used when evaluating the capture probability.

Consider N users (labelled from 1 to N) that are sending the data frames to the
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Fig. 6.2: The coverage pattern of a tri-sector cell with three 120o directional antennas.
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access point. The total frame capture probability (pcap(N)) is defined as [146]

pcap(N)=Pr


 P1

N∑
i=2

Pi

> z0

∪· · ·∪

 PN

N−1∑
i=1

Pi

> z0


 ,

(6.13)

where z0 is the required SIR threshold and Pi is the interference power from user

i. Denote the frame capture probability of user “1” by pcap,1(N). From (6.8), the

received power from user “1” and that from all the interfering users can be written

by P1 = r−4
1 G(θ1)10

ξ1
10 y1 and

N∑
i=2

Pi =
N∑

i=2

r−4
i G(θi)10

ξi
10 yi, respectively. Thus, it is

followed that

pcap,1(N)= Pr

{
P1 > z0

N∑
i=2

Pi

}

= Pr

{
y1 >z0

N∑
i=2

(
ri

r1

)
−4 G(θi)

G(θ1)
10

ξi−ξ1
10 yi

}
.

(6.14)

Represent r = (r2, · · · , rN), θ = (θ2, · · · , θN), and ξ = (ξ2, · · · , ξN) the distance,

angle and the shadowing components between user i (i = 2, · · · , N) and the access

point, respectively. The frame capture probability of user “1” for a given (r, θ, ξ)
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can be expressed as

pcap,1(N, r1, θ1, ξ1|r, θ, ξ)

=

∞∫
0

· · ·
∞∫

0

exp

(
−z0

N∑
i=2

yi10
ξi−ξ1

10
G(θi)

G(θ1)

(
ri

r1

)−4
)
·

e−y2 · · · e−yN dy2 · · · dyN

=

∞∫
0

· · ·
∞∫

0

exp

(
−

N∑
i=2

yi

(
1 + z010

ξi−ξ1
10

G(θi)

G(θ1)

(
ri

r1

)
−4

))

· dy2 · · · dyN

=
N∏

i=2

1

1 + z010(ξi−ξ1)/10 G(θi)
G(θ1)

(
ri

r1

)−4 . (6.15)

Assume all the interfering users are uniformly distributed in the cell coverage. Av-

eraging over r, θ, and ξ, the capture probability of user “1” (pcap,1(N, r1, θ1, ξ1))

is

pcap,1(N, r1, θ1, ξ1)

=

∞∫
−∞

π∫
−π

1∫
0

 N∏
i=2

1

1 + z010(ξi−ξ1)/10 G(θi)
G(θ1)

(
ri

r1

)−4

 ·

fr(r)fθ(θ)fξ(ξ)drdθdξ

=

 ∞∫
−∞

π∫
−π

1∫
0

2ri · e−
ξ2i
2σ2 dridθidξi

2π ·
√

2πσ ·
[
1+z010

ξi−ξ1
10

G(θi)
G(θ1)

(
ri

r1

)
−4

]
N−1

.

(6.16)
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To ease illustration, we denote the integral part of (6.16) by I(r1, θ1, ξ1), i.e.,

I (r1, θ1, ξ1) =

∞∫
−∞

π∫
−π

1∫
0

2ri · e−
ξ2i
2σ2 dridθidξi

2π ·
√

2πσ ·
[
1 + z010

ξi−ξ1
10

G(θi)
G(θ1)

(
ri

r1

)−4
] .

(6.17)

Since users 1 to N are assumed to be uniformly distributed and Pi are indepen-

dent with each other, it can be shown that the average per user capture probability

is the same for all users, i.e., pcap,i(N) = pcap,1(N) for i = 1 to N . Averaging over

r1, θ1 and ξ1 in (6.16) to obtain the average per station capture probability pcap,1(N)

and then following the definition in (6.13), we can obtain the total frame capture

probability for N users pcap(N) as follows:

pcap(N) = N ·
∞∫

−∞

θ3dB∫
−θ3dB

1∫
0

pcap,1(N, r1, θ1, ξ1)·

fr(r1)fθ(θ1)fξ(ξ1)dr1dθ1dξ1

=

∞∫
−∞

θ3dB∫
−θ3dB

1∫
0

N · [I (r1, θ1, ξ1)]
N−1 ·

(
2r1

2θ3dB

)
·

 e−
ξ21
2σ2

√
2πσ

 dr1dθ1dξ1 . (6.18)

Note that the integration over the distance in (6.17) and (6.18) takes into account

of the relative distance from users to the access point, which is in the range (0,1].
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According to [146], the integral in (6.17) can be simplified as

I (r1, θ1, ξ1) =

π∫
−π

∞∫
−∞

e−
ξ2i
2σ2

2π ·
√

2πσ
·

1−r2
1

√
z010

ξi−ξ1
10

G(θi)

G(θ1)
·arctan

 1√
z010

ξi−ξ1
10

G(θi)
G(θ1)


· dridξidθi . (6.19)

Then, applying the Hermite and Gaussian integration method of [142], the integrals

with respect to variables ξ1 and ξi in (6.18) and (6.19) can be simplified by a weighted

sum of a function evaluated at some roots.

Furthermore, in (6.17) we also take into account of the interference from all

the users in all the three sectors. Because the gain at the angle outside the 3 dB

beamwidth cannot be neglected for a practical directional antenna, the interfering

users may also be located in neighboring sectors. As shown in Fig. 6.2, users C

and D in sectors S3 and S2 may interfere user A in sector S1. Therefore, the first

integration of I(·) in (6.17) needs to integrate from −π to π, which is different from

the case in evaluating the outage probability in (6.14).

So far we only focus on the uplink analysis when a user sends packets to the ac-

cess point. The above analysis can be also extended to the the downlink transmission.

In the downlink case, N − 1 users are potential interferers. The capture probability

in the downlink case, p
′
cap(N), can be expressed by

p
′

cap(N) = Pr

{
y1 >

z0

G(θ1)

N∑
i=2

(
ri

r1

)−4

10
ξi−ξ1

10 yi

}
. (6.20)

As seen from (6.20), the role of the directional antenna on the capture effect in the

downlink transmission is to increase the signal strength of the desired user. However,

in the uplink transmission, not only can the directional antenna increase the the

signal strength of the desired user, but suppress the interference from other users due

to smaller G(θi) in (6.14) as |θi| increases. Since p
′
cap(N) in (6.20) is a special case
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of pcap(N) in (6.14), hereafter we will only consider the capture probability in the

uplink transmission.

6.4.3 Probability of Packet Loss

Now, we investigate the impacts of frame outage and capture in the physical layer

on the performance of the CSMA/CA MAC protocol. According to [69], the backoff

process in the CSMA/CA MAC protocol are mainly characterized by the stationary

transmission probability (τ) and collision probabilities (pc). To establish the cross-

layer interaction between the physical and MAC layers, the probability of packet loss

(pL) is introduced to replace pc in the pure MAC layer analysis. Specifically, pL is

equal to the sum of the frame outage and non-capture probabilities in the presence

of single and multiple users, respectively. That is, for N users, we can write

pL(N)= Pr {the channel is bad when only one user

intends for transmission}+

Pr {the signal of the desired user is not captured

in the presence of other interfering users}

=
N−1∑
i=1

(
N−1

i

)
(τ ∗)i(1−τ ∗)N−i−1(1−pcap(i+1))

+ (1 − τ ∗)N−1po (6.21)

≈ (1 − pcap(N))
N−1∑
i=1

(
N−1

i

)
(τ ∗)i(1−τ ∗)N−i−1

+ (1 − τ ∗)N−1po

= (1 − pcap(N))
[
1 − (1 − τ ∗)N−1

]
+ (1 − τ ∗)N−1po . (6.22)

As shown in Fig. 6.3, the total frame capture probability is insensitive to the number

of interfering users N as N increases. This phenomenon is also observed in [146–148]
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through simulations. Thus in (6.22), we assume that pcap(2) = · · · = pcap(N) to

reduce the calculation complexity. In Section 6.5, we validate the accuracy of this

approximation by OPNET simulation tools.

At last, replacing pL with pc in (7.5), we rewrite the stationary transmission

probability (τ ∗) in the PHY/MAC cross-layer analysis as

τ ∗ =
2

1 + W + pL(N)W
b−1∑
i=0

(2pL(N))i

. (6.23)

6.4.4 PHY/MAC Cross-layer Throughput

The PHY/MAC cross-layer throughput of the CSMA/CA MAC protocol in the com-

posite log-normally shadowed and Rayleigh fading channel can be obtained by mod-

ifying (6.4). Incorporating the frame outage probability (po) and capture probability

(pcap) with the stationary transmission probability (τ ∗) and its success probability (p∗s)

takes account of the physical layer impacts into calculating the MAC layer through-

put.

Consider N users served within an access point. We define n as the effective

number of users served by one radio transceiver for an access point equipped with

multiple directional antennas. Note that n is dependent of the number of radio

transceivers in an access point with multiple directional antennas. For a tri-sector

cell, n = N when the access point has only one radio transceiver; while n = N
3

if it

equips with three radio transceivers. Here, for simplicity, we neglect the contentions

from the stations outside the main lobe of a practical directional antenna.

Following (6.4), the throughput performance S(n) delivered by one radio transceiver

can be written by

S(n) =
p∗trp

∗
sE[P ]

(1 − p∗tr)σ + p∗tr(1 − p∗s)Tc + p∗trp
∗
sTs

, (6.24)

where p∗tr = 1 − (1 − τ ∗)n. Furthermore, in (6.24), p∗s is the successful transmission
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probability in a network, which is function of pcap and po, i.e.,

p∗s(n) =
1

p∗tr
· Pr {the transmitted frame is captured and

not subject to outage}

=
1

1 − (1 − τ ∗)n
[nτ ∗(1 − τ ∗)n−1(1 − po)+

n−1∑
i=1

(
n

i + 1

)
(τ ∗)i+1(1 − τ ∗)n−i−1pcap(N)]

≈ 1

1 − (1 − τ ∗)n
[nτ ∗(1 − τ ∗)n−1(1 − po)+

(1 − (1 − τ ∗)n−1)pcap(N)] . (6.25)

Note that the frame capture probability pcap(N) has to consider the total interference

from all the sectors in an access point even when it is equipped with multiple radio

transceivers due to the leakage gain of a practical directional antenna. As for the

throughput performance for the particular user “i” (S(n, i)), (6.24) still can be reused,

where the probabilities p∗tr and p∗s(n) shall be changed to p∗tr = τ ∗ and,

p∗s(n, i) =
1

τ ∗

[
(1 − τ ∗)n−1(1 − po)+

(1 − (1 − τ ∗)n−1)pcap,i(N)
]

, (6.26)

respectively. The capture probability pcap,i(N) for user “i” in (6.26) can be obtained

from (6.16).

To summarize, the PHY/MAC cross-layer throughput of the CSMA/CA MAC

protocol can be calculated as follows:

1. Determine the required received SIR threshold (z0) in (6.11) and (6.14) for the

corresponding modulation and coding scheme. By choosing an appropriate z0,

the above analysis from (6.12) to (6.24) can be applied to the case with different

transmission rates.

2. Calculate po and pcap(N) for the corresponding z0 based on (6.12) and (6.18),

respectively.
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3. Find the stationary transmission probability τ ∗ by substituting pL of (6.22) into

(6.23), where pcap(N) and po affecting pL are calculated in Step 2.

4. Determine the effective number of users n according to the number radio transceivers

in an access point.

5. Calculate the successful transmission probability p∗s(n) by substituting τ ∗, po,

and pcap(N) into (6.25).

6. Obtain the throughput S(n) of a radio transceiver in a multiple directional

antenna system by substituting the stationary transmission probability τ ∗ and

successful transmission probability p∗s into (6.24).

The above throughput analysis are suitable for two cases: 1) multiple directional

antennas sharing with one NAV and one radio transceiver; and 2) multiple directional

antennas, each of which has an individual NAV and radio transceiver. It can be

applied to the case of multiple directional antennas sharing with one radio transceiver

and multiple DNAVs. However, this requires to model the dynamically changing

number of effective contending users when switching directional antenna to the desired

user based on the detail procedure of the DNAV-based MAC protocol. This is an

interesting research topic in the future, but beyond the current scope of this paper.

Nevertheless, we conjecture that the throughput of this DNAV-based MAC protocol

will fall between the case of using one radio transceiver with one NAV shared by

multiple antennas and that of using multiple radio transceivers with multiple NAVs.

6.5 Numerical Results

In this section, we present numerical results to compare the throughput performance

of the CSMA/CA MAC protocol in WLAN with and without radio channel impacts.

We consider a circular coverage area with the radius of 100 m and the shadowing
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standard deviation equal to 6 dB. In our evaluation, we choose the IEEE 802.11b di-

rect sequence spread spectrum (DSSS) mode for an access point with omni-directional

and directional antennas. Figure 6.1 shows the antenna gain patterns of the direc-

tional antennas, and Table 6.1 lists other system parameters in both the analysis and

simulation.

To demonstrate the channel impacts on the required capture threshold, two

different packet lengths are studied with the requirement of frame error rate (FER)

less than 8 × 10−2 [12]. Table 6.2 lists the required received SNR threshold (z0)

and the frame outage probability for the omni-directional, 120o and 60o directional

antennas, respectively. A smaller packet of 60 octets requires smaller z0 and can still

achieve the same FER performance as the larger-sized 2,000 octet packet. Moreover,

comparing the frame outage probability for both the omni-directional and directional

antenna cases, one can find that the directional antenna can increase the received

signal power and therefore reduce the frame outage probability.

6.5.1 Effect of Large Number of Contenders on Capture

Probability

Figure 6.3 shows the frame capture probability versus the number of contending users

with different capture thresholds, where the shadowing standard deviation is 6 dB.

We can observe that the capture probability is almost the same when the number

of contending users is more than 10. In fact, the phenomenon that the capture

probability is insensitive for a large number of stations N can be explained from the

derived analytical formulas (6.16) and (6.18). Based on (6.16), the per station capture

probability for user 1 (denoted by pcap,1(N, r1, θ1, ξ1)) decreases as the number of users

N increases since there are more interfering users. However, according to (6.13), as

N increases, the total capture probability for N users may also increase because all N

users’ signals are possibly captured. Combining both the impacts, the average total

capture probability pcap(N) in (6.18) becomes insensitive to the number of users. This
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Tab. 6.1: System Parameters of the Performance Evaluation for the Single Channel

CSMA/CA MAC Protocol

MAC header 224 bits

PHY header 192 bits

ACK 304 bits

RTS 352 bits

CTS 304 bits

Bit rate 1Mbit/s

Propagation delay 1µs

Slot time 20µs

SIFS 10µs

DIFS 50µs

Minimum contention window 32

Maximum backoff stage 5

Transmission power, Ptransmit 20 dBm

Noise power, N0 -90 dBm

Tab. 6.2: Required SNR Threshold and Outage Probability for Different Packet Lengths

Antenna type

Packet length z0 Omni-directional 120o 60o

60 bytes -1 dB 0.000685 0.000226 0.0000896

2000 bytes 0 dB 0.000861 0.000284 0.000113
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phenomenon is also observed in [146–148] by simulations. It helps us to reduce the

complexity in the proposed analytical model by using the approximation in (6.22).

6.5.2 Throughput Comparison for Different Approaches

Figure 6.4 compares the normalized throughput of the CSMA/CA MAC protocol

based on different approaches. One can see that for the case without capture effect,

the system throughput degrades severely when the number of users increases. This

phenomenon is because frame collisions occur more frequently. For example, when

the number of users increases from 50 to 100, the throughput decreases from 0.65

to 0.55. However, the throughput with capture effect only decreases from 0.75 to

0.65 when number of contenders increases from 50 to 100. Because the capture effect

increases the successful transmission probability, the frame collision problem can be

alleviated. Thus, the throughput performance can be improved, especially for large

number of users.

Note that the improvement resulted from the capture effect is not much when the

number of contenders is few. In this situation, the concurrent transmissions are so few

that the performance improvement due to the capture effect is insignificant. However,

based on the previous approach in [80], the improvements resulted from the capture

effect seems too optimistic. Take N = 10 as an example. The throughput is about 0.8

in the case without capture, while the throughput based on the previous approach

in [80] is 0.94. This is because the capture effect and frame outage is inherently

assumed to be independent of the backoff window size in [80], thereby causing the

overestimate of the throughput performance. Based on our analytical model, the

throughput is 0.85 for N = 10, which provides a more reasonable evaluation.

Meanwhile, to validate the accuracy of our proposed analytical model, we also

use OPNET simulation to verify the throughput performance in the CSMA/CA MAC

protocol. In the simulation, the access point is located in the center of the cell, and

all the users are spatially and uniformly located in the cell with radius 100 m. All
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the users always transmit frames to the access point with frame length 2000 bytes. A

frame is successfully captured by the access point if the received SIR is larger than the

SIR threshold (z0). The other parameters used in the simulation are listed in Table

6.1. As shown in the figure, both the simulation and analytical results almost match

with each other, especially for a large amount of users. The discrepancy between the

analysis and simulation with small number of users results from the approximation in

(6.22). As shown in Fig. 6.3, the capture probability does not converge as N is small.

Thus, there exists a difference between the exact and approximation values. However,

the discrepancy between the analysis and simulation is small, and the developed model

still has a certain level of accuracy.

6.5.3 Effect of Shadowing on the Throughput Performance

Figure 6.5 compares the throughput for various shadowing standard deviations (σξ =

2 and 6 dB) and SIR thresholds (z0 = 0 and 5 dB). As expected, the larger the

SIR threshold, the lower the throughput because a more stringent SIR requirement

results in more frame errors and higher frame outage probability. More interestingly,

as shown in the figure, the throughput seemingly does not depend on the shadowing

standard deviation. According to (6.24), the throughput S is determined by the

probability of successful transmission p∗s and stationary transmission τ ∗, both of which

are dominated by the capture probability. In [143,146–148], the authors were observed

that the capture probability is insensitive to the shadowing parameters but only

relates to the SIR threshold. Hence, the phenomenon observed in this paper regarding

the shadowing effect on the throughput performance can be justified.

6.5.4 Effect of Direction Antennas on Capture Probability

Figure 6.6 compares the capture probability of the WLAN system with omni-directional

and 120o directional antennas. Obviously, higher requirement on the received SIR de-

creases the capture probability for both the omni-directional and directional cases.
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Fig. 6.6: Comparison of capture effect between omni-directional and directional antennas.
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However, for the directional antenna case, the coverage area of an access point is

divided into three sectors. Hence, the number of interfering users in a sector is less

than that in an omni-directional antenna case. As a result, for the same capture prob-

ability, the required SIR for directional antenna case is about 5 dB less than that in

omni-directional antenna case. The improvement for the capture probability between

omni-directional and 120o directional antennas approximates to the reduction ratio

for the number of users in one sector (i.e. 10 log(3) = 5 dB).

6.5.5 Effect of Directional Antenna on Throughput

Performance

Figure 6.7 shows how different kinds of directional antennas affect the throughput of

the CSMA/CA MAC protocol. We consider a tri-sector access point, and each sector

is equipped with a 60o or 120o directional antenna, respectively. In addition, two node

configurations in the access point are considered: one with a single radio transceiver

shared by three antennas and the other with three individual radio transceivers.

From (6.24), the throughput performance S(n) counts the information bits delivered

by one radio transceiver. Thus, the performance in the figure for the multiple radio

transceivers case represents the throughput of a single sector; whereas for the single

transceiver case, it is the overall cell throughput.

For the case with one shared radio transceiver and the number of user N =

100, the normalized throughput is 66%, 70%, and 76% for omni-directional antenna,

120o and 60o directional antennas, respectively. Compared to the omni-directional

antenna, the interference imposed at the angle of the side lobe of an directional

antenna is lower due to a smaller antenna gain. Moreover, a directional antenna

usually has higher antenna gain in the main lobe than an omni-directional antenna.

Therefore, the throughput performance of an access point with directional antennas

is higher than the throughput over the omni-directional access point even with one

radio transceiver.
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Note that with three radio transceivers, the throughput of a single section can be

further improved to 83% and 85% for 120o and 60o directional antennas, respectively.

In the case of using multiple radio transceivers, the network is equivalent to one in

which the coverage is divided into multiple independent sectors, thereby lowering the

number of contenders per radio transceiver and decreasing collisions.

In Fig. 6.7, we also illustrate both the simulation and analytical results. In

the simulation, the access point equips with three directional antennas with the gain

patterns shown in Fig. 6.1. Due to the imperfect antenna gain pattern, in the

simulation, the users in the region outside the main lobe may contend with that

inside the main lobe; whereas the developed model neglects these users. Therefore,

the contentions from the users in the side lobe and back lobe result in the discrepancy

between the simulation and analytical results.

6.6 Conclusions

In this part, we demonstrate that the throughput of the CSMA/CA MAC protocol

is insensitive to the shadowing parameters but only relates to the SIR threshold. In

addition, directional antennas can improve the throughput up to 10% even with one

radio transceiver. If the access point can be equipped with one radio transceiver for

each directional antenna, the throughput of a single section can improve up to 20%

due to the improved SIR and fewer effective contenders. This work can be the basis

for some interesting research topics, such as the per station throughput evaluation or

the overall throughput of the multiple directional antennas with multiple DNAVs in

multi-hop networks.
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Chapter 7

Resource Partition for A Hybrid MAC
Based on Contention-oriented Cognitive

Multi-channel CSMA/CA and
Connection-oriented OFDMA/TDD

This chapter presents an analytical approach to determine the optimal number

of reserved sub-channels and time slots for the random access scheme in the multi-

channel contention-and connection-oriented MAC protocol, such as the OFDMA-

based IEEE 802.16e system. We formulate an optimization problem to maximize

the efficiency of the reserved radio resources while meeting the delay requirement for

supporting real-time applications. It is noteworthy that we consider a multi-channel

random access scheme based on the truncated binary backoff algorithm. Because mul-

tiple channels are reserved for contention, unlike the traditional carrier-sense multiple

access (CSMA) MAC protocol in IEEE 802.11 WLAN, the multi-channel random ac-

cess scheme can allow multiple users to access the sub-channels concurrently. More-

over, to resolve collisions during the contention period, the truncated binary backoff

algorithm is implemented in the IEEE 802.16e WiMax system to adjust the user’s

transmission time according to the number of collisions in his previous attempt. Based

on the proposed approach, performance enhancement can be achieved without chang-

ing the specifications of the IEEE 802.16e WiMax. To our knowledge, there have been

few reports on the performance analysis of this kind of multi-channel random access

scheme with the truncated binary backoff and its impact on the design of the optimal

number of the reserved sub-channels and time slots in the OFDMA systems.
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7.1 Motivation

Several previous studies have reported reducing access latency in the IEEE 80216e

WiMax system. The authors in [149] suggested a method to simplify the conventional

network entry/re-entry process. In [150], a new contention resolution algorithm was

proposed for the multi-channel random access in OFDMA systems, in which data

are transmitted at abundant sub-channels so that collisions and access delay are

decreased. In [151, 152], a new set of orthogonal signals were designed to reduce

the number of attempts for ranging, i.e., adjusting the uplink transmission power

and timing. In [153], the authors suggested a sub-carrier permutation algorithm to

improve the link reliability and to decrease the number of retransmissions. It seems

that most of the aforementioned approach may require modifying the specifications

of the current IEEE 802.16e WiMax system.

7.2 Background

7.2.1 Frame Structure and Link Establishment Procedures

in the OFDMA-TDD Mode

Figure 7.1 illustrates the frame structure in the IEEE 802.16e OFDMA-TDD mode.

As shown in the figure, a frame consists of two portions: the downlink and uplink sub-

frames. A downlink sub-frame starts with preamble symbols followed by downlink

map (DL-MAP) and uplink map (UL-MAP), which are used to inform the users of

their allocated sub-channels and time slots for downlink and uplink transmissions,

respectively. Next, downlink data are transmitted at allocated sub-channels and

time slots. After an additional transmit/receive transition gap (TTG), the ranging

and bandwidth request as well as users’ data are transmitted in the uplink direction

according to the UL-MAP. After a receive/transmit transition gap (RTG), the same
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procedures are repeated for another pair of downlink and uplink sub-frames.

The IEEE 802.16e WiMax system adopts a connection-oriented MAC protocol.

In this kind of MAC protocol, mobile stations must make a reservation with the base

station before transmitting data. Consider the uplink transmission first. In Fig. 7.1,

with packets ready to send in the uplink sub-frame k, mobile stations first transmit

bandwidth requests to the base station at the reserved ranging/bandwidth request

sub-channels. Receiving these requests, the base station allocates the sub-channels

in the UL-MAP of the next downlink sub-frame k + 1. In the downlink case, the

base station negotiates the QoS requirements by using the dialog of dynamic service

addition/change (DSA/DSC) messages on the mobile station’s basic connection iden-

tifier (CID). After receiving the grant from the mobile station, the users’ data are

transmitted at the reserved sub-channels and time slots according to the DL-MAP.

To summarize, the base station coordinates the frame transmissions of all mobile

stations in both the uplink and downlink based on the bandwidth request procedures

and DSA/DSC dialog. However, a certain amount of resources must be reserved for

the bandwidth request procedure and ranging in the network re-entry process, in

which the mobile stations contend with each other. Thus, we must determine how

large a chunk of sub-channels and time slots should be reserved for mobile stations

to send the messages of bandwidth request. In the next section, we will formulate an

optimization problem to design these parameters.

7.2.2 Multi-channel Random Access Protocol with Collision

Avoidance

To transmit the initial ranging and bandwidth request messages, the IEEE 802.16e

WiMax system adopts the multi-channel random access with the truncated binary

exponential backoff algorithm [154,155]. This backoff algorithm is used to resolve the

contentions between mobile stations in the process of random channel access. For a

given initial backoff window size, a mobile station first selects a random number of
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time slots smaller than the backoff window size. It is implied that a mobile station

defers its transmission until the end of the selected time period. After waiting for

this period, the mobile station randomly selects sub-channels and sends the band-

width request and the ranging request (RNG REQ) frames. Once the base station

successfully receives the request, it allocates the sub-channels and time slots for the

new connection in the next DL-MAP or UL-MAP, as shown in Fig. 7.2(a). However,

as shown in Fig. 7.2(b), collisions may occur when the bandwidth/ranging request

frames are transmitted. If the base station fails to response the bandwidth/ranging

request frames after a timeout duration, Trng or Tbw req, the mobile station doubles

its backoff window size and repeats the aforementioned procedures until reaching the

maximum number of transmission attempts. Here, Trng or Tbw req are defined as the

waiting periods for the ranging response (RNG RSP) frame and the bandwidth grant

frame, respectively.

For clarity, we explain the difference of the multiple-channel random access

MAC protocol with collision avoidance used in the IEEE 802.16e WiMax system

and the CSMA/CA MAC protocol used in the IEEE 802.11 WLAN system. Unlike

the CSMA/CA MAC protocol, the base station in the IEEE 802.16e WiMax system

is capable of receiving the requests from multiple mobile stations at the same time

since the mobile stations can transmit at different sub-channels. In this case, a

frame collision occurs when more than one station accesses at the same chunk of

sub-channels and time slots.

7.3 Resources Partition Optimization

Now we formulate an optimization problem with the objective of maximizing the

efficiency of the reserved chunk of sub-channels and time slots for random access

subject to the delay constraint of supporting real-time services. Intuitively, reserving

more radio resources for random access can yield shorter access latency due to fewer
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collisions. However, it also leads to more idle radio resources. With the optimal

numbers of reserved sub-channels and time slots for random access, we can optimize

radio resource partitioning for the time-division OFDMA system.

The above optimization problem can be solved by a mixed-integer nonlinear

programming (MINLP) technique. Define the efficiency η as the ratio of the reserved

chunk of sub-channels and time slots on which bandwidth request and ranging re-

quests frames are successfully transmitted over the total reserved radio resources.

Denote r and m as the numbers of the reserved sub-channels and time slots for ran-

dom access, respectively. It will be shown later that the considered efficiency η is

a non-linear function of r and m as well as the number of mobile users (denoted

by k). With the above definitions, a MINLP optimization problem is formulated to

maximize the efficiency η(r,m, k) by determining the optimal values of r and m for

a given k, i.e.,

MAX
r,m

η(r,m, k) , (7.1)

subject to the following constraints:

a) r ≤ Nf ;

b) m ≤ Nt ;

c) D(r,m, k) ≤ Dmax .

Later in Section 7.5, we will find that the maximization of the efficiency η is equivalent

to the optimization of the reserved resources left for the data transmission.

Clearly, both integers r and m are constrained by the total number of sub-

channels in the frequency domain (Nf ) and the total number of time slots in the time

domain (Nt). Furthermore, to support the delay-sensitive services, the access delay

D of sending the bandwidth request and ranging request frames is required to be

shorter than the pre-defined maximal delay (Dmax). Note that the access delay D is

a continuous value and is a nonlinear function of r, m and k. Since both η(·) and D(·)

are nonlinear functions of r, m, and k, and conditions a), b) and c) are the constants
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for both the discrete and continuous values, (7.1) becomes a MINLP optimization

issue. The next important step to solve the above optimization problem is to derive

η(r,m, k) and D(r,m, k), which will be discussed in the next section.

7.4 Analysis

Now we develop the analytical models for the average access latency and the spectrum

efficiency for random access. It is assumed that each mobile station always has frames

to send, and collisions occur when more than one station access the same sub-channel

and time slot.

7.4.1 Efficiency of Reserved Radio Resources

Denote Ns as the number of successfully transmitted bandwidth and ranging requests

during one uplink sub-frame, and N ′
s as that during one time slot. It is assumed that

each request asks for a chunk of one time slot at one sub-channel. Then, based on the

previous definition, the average spectrum efficiency η of the reserved radio resources

for random access can be expressed as

η(r,m, k) =
E[Ns]

mr
(7.2)

=
mE[N ′

s]

mr
, (7.3)

where m and r are the numbers of reserved time slots and sub-channels for random

access. According to the random access procedure in the standard, it is worth to note

that the contention at each time slot and sub-channel is independent to the others.

Denote T as the event that at least one mobile station transmits in a time slot

and the probability of event T is equal to PT = 1−(1−τ)k, where τ is the probability

that a station transmits a frame in a given time slot. Thus, it follows that

E[N ′
s] = PT · E[N ′

s|T ] . (7.4)
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Given W the average backoff time slots that a mobile station defers before each

transmission attempt, the transmit probability τ that a station transmits a request

in a reserved slot can be expressed as

τ =
1

W
. (7.5)

Note that based on the random access procedure in the standard, the backoff count is

decreased by one for each reserved slot in a frame, while it is frozen in the other slots

of a frame and continues to count down in the next frame. Therefore, the transmit

probability τ is equal to the inverse of the average backoff counts because both of

these factors only consider the reserved slots instead of the whole of a frame.

Then, let Wmin and f be the initial backoff window size and the maximum num-

ber of transmission attempts, respectively. Because the users with colliding frames

double their backoff window sizes in the next transmission in order to avoid collisions,

the average number of backoff slots for the i-th retransmission Wi can be written as

Wi =
2iWmin + 1

2
, (7.6)

for i = 0, · · · , f . Given To the timeout duration4, a station has to defer an extra

duration of mdTo/Tfe slots before the retransmission according to the random access

procedure. With the random backoff time slots Wi for the i-th retransmission, the

4 The timeout duration To for the initial ranging request is different from that of the bandwidth

request. As specified in the standard, To = 10 and 200 msec for the bandwidth request and initial

ranging, respectively.
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average backoff slots W then becomes

W (m) = (1 − pc)W0 + pc(1 − pc)(W1 + mdT0

Tf

e) + · · ·

+pf
c (1 − pc)(Wf + m

T0

Tf

) + pf+1
c (Wf + m

T0

Tf

)

= (
1

2
+ mdT0

Tf

e)
[
(1 − pc)(1 + pc + · · · + pf

c ) + pf+1
c

]
− mdT0

Tf

e(1 − pc) +

Wmin

2

[
(1 − pc)(1 + 2pc + · · · + (2pc)

f ) + pc(2pc)
f
]

=
1

2
+ mdT0

Tf

ep +
Wmin

2

1 − pc − pc(2pc)
f

1 − 2pc

, (7.7)

where pc is the collision probability, which is defined as the probability that more

than one station transmit frames at the same sub-channel and time slot given that

a station transmits. Assuming that each station randomly selects one of r reserved

sub-channels to access with the probability 1/r, the collision probability pc can be

written by

pc =

(
k − 1

1

)
τ(1 − τ)k−2 1

r
+

(
k − 1

2

)
τ 2(1 − τ)k−3(1 − (1 − 1

r
)2) + · · ·

+

(
k − 1

k − 1

)
τ k−1(1 − (1 − 1

r
)k−1)

=
k−1∑
i=1

(
k − 1

i

)
τ i(1 − τ)k−1−i(1 − (1 − 1

r
)i)

= 1 − (1 − τ

r
)k−1 . (7.8)

Note that in (7.7), pi
c(1 − pc) represents the success probability for the i-th retrans-

mission. Thus, the transmission probability τ can be obtained by jointly solving (7.5)

∼ (7.8).

In addition, because each station has the probability τ
r

to access one chunk of the

reserved sub-channel and time slot, the average number of successful transmissions for

the initial ranging or bandwidth request given at least one station transmits E[N ′
s|S]

becomes

E[N ′
s|T ] =

1

PS

· r
(

k

1

)
τ

r
(1 − τ

r
)k−1 . (7.9)
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By substituting (7.4) and (7.9) into (7.2), the efficiency η of the reserved radio re-

sources is given by

η(r,m, k) = k
τ(m)

r
(1 − τ(m)

r
)k−1 . (7.10)

7.4.2 Average Access Latency

As defined previously in Section 7.3, the average access latency D is equal to the

overall duration that a mobile station waits until successfully transmitting a band-

width/ranging request frame. Given the average number of overall slots E[WD] before

a successful request transmission and the frame duration Tf , the average access la-

tency D can be written as

D =

⌈
E[WD]

m

⌉
· Tf . (7.11)

Here, we only count the latency in terms of frame duration because the slot time is

much shorter than a frame duration.

Suppose that each bandwidth/ranging request frame transmission only occupies

one reserved slot in a frame. Then, considering the collision probability pc, the average

backoff slots at the i-th retransmission Wi and the timeout duration To, the average

overall backoff slots E[WD] given the request is successfully transmitted is equal to

E[WD] , E[the total number of the required slots for a successful transmission

|the request is successfully transmitted]

= W0︸︷︷︸
success at the first attempt

+ (W1 + mdTo

Tf

e)pc︸ ︷︷ ︸
success at the second attempt

+ · · · +

(Wf−1 + mdTo

Tf

e)pf−1
c︸ ︷︷ ︸

success at the f -th attempt

+ (Wf + mdTo

Tf

e) pf
c

1 − pc︸ ︷︷ ︸
success after the f -th attempt

(7.12)

=
(1 − 2pc)(1 + Wmin) + Wminpc(1 − (2pc)

f )

2(1 − 2pc)(1 − pc)
+ mdTo

Tf

e pc

1 − pc

. (7.13)

By substituting (7.8) and (7.13) into (7.11), the average access latency D can

be obtained. Note that the collision probability pc, as shown in (7.8), is affected by
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the number of reserved sub-channels r. Thus, the average overall slots E[WD] and

access latency D are also the functions of r.

7.5 Numerical Results

In this section, we investigate the effectiveness of the proposed radio resource partition

technique to determine the optimal number of reserved sub-channels and time slots for

random access in the time division OFDMA system. Referring to the IEEE 802.16e

WiMax system, we consider the following parameters, including an uplink sub-frame

with 70 sub-channels and 48 time slots, frame duration Tf = 5 msec, the bandwidth

request and initial ranging timeout duration 10 and 200 msec, respectively. Other

related system parameters are listed in Table 7.1.

7.5.1 Performances of Default Radio Resource Partition

First, we evaluate the performance of an OFDMA system with the parameters listed in

Table 7.1, in which one and six sub-channels as well as three time slots are reserved for

the random access. According to (7.10), the efficiency of the reserved radio resources

for the random access versus various numbers of stations is plotted in Figs. 7.3(a)

and (b). From the figures, the highest efficiency of the reserved random access radio

resources occurs for the number of users k = 85 and 160 when r = 1 and To = 10 and

200 msecs, respectively. This phenomenon can be explained by two factors. On the

one hand, when the number of stations is smaller, the reserved radio resources are

more likely to become idle and thus the efficiency decreases. On the other hand, as the

number of station increases, the contentions among users result in more collisions and

reduce the efficiency. Thus, there exist an optimal number of stations to achieve the

maximum efficiency for various timeout values. Similar results can also be observed

in the multi-channel case.

Furthermore, Figs. 7.3 (a) and (b) also show the difference between the single
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Tab. 7.1: System Parameters of the Performance Evaluation for the Multi-channel Random

Access with Truncated Binary Exponential Backoff

Frame duration, Tf 5 msec

Timeout duration for the bandwidth request 10 msec

Timeout duration for the initial ranging 200 msec

Initial backoff window size, Wmin 16

Maximum transmission attempts, f 7

Number of stations, k 100

Default number of reserved time slots 3

Default number of reserved sub-channels 6

Maximum number of reserved time slots 48

Maximum number of reserved sub-channels 70

VoIP delay constraint, Dmax [156] 25 msec
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Fig. 7.3: Efficiency of the reserved radio resources based on the multi-channel random access

MAC protocol with three time slots per frame and one/six sub-channels to send

bandwidth/ranging requests in an OFDMA system by simulation and analysis.
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and multiple channel random access. Interestingly, one can observe that the multi-

channel random access has slowly increasing efficiency as the number of stations grows

compared to the single channel case. This phenomenon results from the abundant

reserved resources for resolving the contentions so that the system is capable of ac-

cepting more contentions among stations. Nevertheless, its payoff is the low efficiency

of the reserved resources for the case of few stations due to the wasted sub-channels.

Next, based on (7.11), Fig. 7.4 shows the average latency of the multi-channel

random access MAC protocol in the OFDMA system for various numbers of stations

and timeout values. Consider the delay constraint Dmax = 25 msec for supporting

real-time services. Subject to the above delay requirement, the system can support

only up to 25 stations sending the bandwidth request based on the default partition

scheme, i.e. three sub-channels and six time slots are designated for random access out

of the total 70 sub-channels and 48 time slots. As for the initial ranging transmission,

the system with the default partition scheme cannot satisfy the delay constraint due

to the long timeout duration before any retransmission. Clearly, the more radio

resources reserved for the random access the shorter the access latency because of the

less retransmission. However, from the figure, only one partition scheme can satisfy

the delay requirement for real-time services. Therefore, it is necessary to investigate

some alternative resource partition schemes through the presented analytical models

for the efficiency and access delay of the multi-channel random access MAC protocol

in the OFDMA system, which will be discussed next.

7.5.2 Performances of Alternative Radio Resource

Partitions

In Fig. 7.5, we investigate the effects of various numbers of sub-channels r and time

slots m on the efficiency of the reserved radio resources based on the multi-channel

random access MAC protocol in the considered OFDMA system with 100 stations.

We have the following two observations:
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• As shown in the figure, the efficiency of the reserved radio resources is monotonously

decreasing as the number of the reserved time slots or sub-channels in a frame

grows. This is because too many reserved radio resources may cause them stay-

ing idle. For example, when the number of reserved slots m = 3, the efficiency

η for the number of reserved sub-channels r = 1 ∼ 50 decreases from 0.37 to

0.15. Similarly, as r = 6, η = 0.35 ∼ 0.3 for m = 1 ∼ 48. The phenomenon

of monotonously decreasing efficiency with the increasing number of reserved

sub-channels represents that the maximization of efficiency performance is also

to optimize the reserved resources left for the data transmissions for the given

access latency requirement. Thus, although we aim to maxize the efficiency

by adjusting the numbers of reserved sub-channels and time slots, this prob-

lem is also an optimization problem for the reserved resource left for the data

transmission.

• Furthermore, as shown in the figure, the efficiency of the reserved radio resources

seems to be more sensitive to the changes of the number of reserved sub-channels

in the frequency domain than that of the number of reserved time-slots in the

time domain. We will try to explain this situation by investigating the effect of

the reserved radio resources in the frequency and time domains on the collision

probability of the multi-channel random access MAC protocol next.

By means of (7.8), Fig. 7.6 shows the effects of various reserved sub-channels

and time slots on the collision probability of the multi-channel random access MAC

protocol in the considered OFDMA system with 100 stations. Clearly, reserving more

radio resources for random access can yield a lower collision probability. However, it is

interesting to investigate in which domain of the OFDMA system, frequency domain

or time domain, is more effective in improving the efficiency and latency performances

for the system adopting the multi-channel random access MAC protocol. As shown

in the figure, increasing the number of the reserved sub-channels r can reduce the

collision probability more effectively than changing the number of reserved time slots
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of the multi-channel random access MAC protocol in the considered OFDMA

system with 100 stations.



147

m. For m = 6, changing r = 6 to 48 can lower the collision probability pc from 0.64 to

0.17. By contrast, the collision probability pc decreases from 0.49 to only 0.4 when m

changes from 2 to 48 for r = 6. By comparing (7.8) and (7.10), one can easily see that

a lower collision probability leads to a higher efficiency for the reserved random access

radio resources. Hence, from Fig. 7.6, one can explain why in Fig. 7.5 changing the

amount of reserved radio resource for random access in the frequency domain of the

OFDMA system can more significantly affect the efficiency than in the time domain

of the OFDMA system.

Figure 7.7 illustrates the effects of various reserved sub-channels and time slots

on the average latency of the multi-channel random access MAC protocol in the

OFDMA system with 100 stations. In contrast to the phenomenon observed in Fig.

7.5, the number of the reserved time slots dominates the latency performance com-

pared to that of the reserved sub-channels. For example, the access latency for r = 6

decreases from 95 msec to 10 msec as m changes from 2 to 48. On the contrary, when

r increases from 2 to 50 , the latency for m = 6 is reduced only from 95 msec to 20

msec. Intuitively, the more reserved time slots help stations to resolve the contentions

earlier and to send the request in the prior frame. Although, from (7.11), increasing

the number of reserved sub-channels can lower the collision probability, it is not as

effective as increasing the time slots from the aspect of reducing the access latency

because the station waits more frames to count down the backoff slots in the case of

few reserved slots. Notably, it is important to combine Figs. 7.5 and 7.7 to determine

a set of (r,m) with the maximum efficiency and satisfactory delay performance. For

the case k = 100 and To = 10 msec, (r,m) = (2, 29) can achieve the highest efficiency

under the constraint of Dmax = 25 msec.

7.5.3 Performance of Optimum Radio Resources Partitions

Now we apply the systematic MINLP optimization approach introduced in Sec-

tion ??.B to determine the optimal values of (r∗,m∗), which represent the sub-
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Tab. 7.2: Optimal parameters values for bandwidth request transmissions (To=10 msec)

Number of Number of Number of

stations reserved time slots reserved sub-channels

10 7 1

30 18 1

50 29 1

100 29 2

150 42 2

200 38 3
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Tab. 7.3: Optimal parameters values for initial ranging transmissions (To=200 msec)

Number of Number of Number of

stations reserved time slots reserved sub-channels

10 20 1

30 30 2

50 34 3

100 40 5

150 43 7

200 40 10

channels and the time slots reserved for random access in the frequency domain and

the time domain of the OFDMA system, respectively. In the previous subsection, an

exhaustive search method is used to find the optimal (r∗,m∗) for the number of users

k = 100. According to (7.1), Tables 7.2 and 7.3 list the optimal (r∗,m∗) for To = 10

msec and 200 msec with an objective of maximizing the efficiency of the reserved sub-

channels and time slots for random access in the considered OFDMA system subject

to the constraint of Dmax = 25 msec, respectively. For k = 100 and To = 10 msec, the

optimal (r∗,m∗) = (2, 29) obtained by the suggested MINLP optimization approach

is the same as that obtained by the exhaustive search method. Once the optimum

(r∗,m∗) for various numbers of mobile stations is generated off-line and stored into a

table, the base station can dynamically adjust the reserved radio resources for random

access to enhance the performance of the OFDMA system.

Furthermore, from the optimal values shown in Tables 7.2 and 7.3, we can infer

that the system rather reserves the more time slots than the sub-channels to meet the

delay requirement for real-time applications. Although both sub-channels and time

slots are used to resolve the contentions among users, the more reserved time slots

let the station wait fewer frames to send the request. Thus, the access latency can
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be easily satisfied the delay requirement. Despite the excess reserved sub-channels

cannot be used to lower the waiting time due to the backoff before the transmission,

the number of sub-channels is still the dominating factor to reduce the collisions

among users and to decide the system capacity.

Figure 7.8 compares the efficiency of the reserved radio resources for random

access and the access latency of the considered MAC protocol according to the above

optimal radio resource partition scheme of Tables 7.2 to that according to the default

partition scheme (r,m) = (6, 3) in the case of To = 10 msec. Figure 7.9 also illustrates

the same comparison according to Table 7.3 for To = 200 msec. As shown in Figs.

7.8 (b) and 7.9 (b), unlike the default partition that can meet the delay requirement

of Dmax = 25 msec only for the bandwidth request transmission and the number of

users k < 10, the proposed optimum resource partition scheme can satisfy the delay

requirement with k up to 200. For both cases of To = 10 and 200 msec, the efficiency

of the reserved radio resource based on the optimal partition scheme is significantly

higher than the default partition scheme especially for the case of few contending

stations.

7.6 Conclusions

In this part, we have derived the analytical expressions for the efficiency of the re-

served resources and the latency of the contention-based multi-channel random access

MAC protocol. Based on the developed analytical models, we evaluated the impact

of the number of reserved sub-channels and time slots on the efficiency and latency

performances of the OFDMA systems using the contention-based MAC for link es-

tablishment. From the efficiency standpoint, we find that the number of reserved

sub-channels is a more dominant factor than the number of of reserved time slots.

From the latency viewpoint, however, the number of the reserved time slots becomes

a dominating factor instead.



152

0 20 40 60 80 100 120 140 160 180 200
0.1

0.13

0.16

0.19

0.22

0.25

0.28

0.31

0.34

0.37

0.4

# of stations

E
ffi

ci
en

cy

 

 

Optimal values @T
o
=10ms

Default values @T
o
=10ms

(a) Efficiency

0 50 100 150 200
0

10

20

30

40

50

60

70

80

90

100

110

120

130

140

150

# of stations

A
cc

es
s 

la
te

nc
y 

(m
se

c.
)

 

 

Optimal values @T
o
=10ms

Default values @T
o
=10ms

(b) Access latency

Fig. 7.8: Performance comparisons of the optimal radio resource partition scheme accord-

ing to Table 7.2 and the default partition scheme (r,m) = (6, 3) in terms of (a)

efficiency and (b) access latency, where To = 10 msec.
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By using both exhaustive and the proposed MINLP optimization approaches,

we also have discussed how to find the optimal partition scheme, in which r∗ sub-

channels and m∗ time slots are reserved for random access during link setup process.

It is shown that with the optimal (r∗,m∗) the efficiency of the reserved radio resources

can be maximized regardless of the number of contending users, while still satisfying

the delay requirement of real-time services.
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Chapter 8

Conclusion

In this dissertation, we have investigated three important issues for the cogni-

tive radio network: wideband spectrum sensing, the cognitive MAC protocol and the

spectrum handoff mechanism for the link maintenance. For the first issue, we sug-

gested the new point of view from the location awareness to aid the spectrum sensing.

Then, we designed an enhanced CSMA/CA based MAC protocol for CR devices. At

last, we discussed the link maintenance probability and effective data rate of the two

spectrum handoff schemes for the link maintenance. Furthermore, we also developed

a cross-layer analysis to investigate the throughput, delay and resource usage effi-

ciency for single and multiple channels CSMA/CA MAC protocol. This dissertation

includes the following research topics.

• Location-aware Concurrent Transmission

• Neighbor-aware Cognitive MAC Protocol

• Spectrum Handoff for Link Maintenance

• Cross-layer Analysis for Single Channel CSMA/CA

• Cross-layer Analysis for Multiple Channels CSMA/CA

The contribution from these research works are list as follows.

1. Investigate the feasibility of location aided spectrum sensing.

2. Dimension the concurrent transmission region where the CR device can establish

the concurrent transmission with the legacy system.
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3. Design an enhanced CSMA/CA MAC protocol with QoS provisioning for CR

device.

4. Study the link maintenance probability and effective data rate for two spectrum

handoff schemes.

5. Provide the design guide of system parameters for CR devices to perform the

spectrum handoff.

6. Develop the cross-layer analytical models for the single and multiple channels

CSMA/CA MAC protocols.

7. Inspect the impacts of capture effect, multipath fading, shadowing, directional

antennas and multiple transceivers on the throughput performance of CSMA/CA

MAC protocol.

8. Optimize the reserved resources for contention-oriented multi-channel CSMA/CA

MAC protocol.

In the following, we summarize the results from the above contributions.

8.1 Location-aware Concurrent Transmission

In summary, the results presented in this part provide a design paradigm for cogni-

tive radio systems from an alternative perspective – identifying spectrum opportunity

cannot just rely on wide-band spectrum sensing techniques. Location awareness also

provides another important resource to help a cognitive radio system identify the

opportunities of concurrently using the spectrum of the primary user in the spatial

domain, instead of just sharing the spectrum in the time domain. It is hoped that our

work has shed some light in this promising area of research. Nevertheless, there are

still many unsolved open issues to realize the idea of exploiting the concurrent trans-

mission opportunity by taking advantages of location awareness. Many interesting
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research topics, including the concurrent transmission MAC protocol design, the effi-

cient mechanism of location information exchange, and the theoretical upper bound

on the maximum concurrent transmission links overlaying the legacy infrastructure-

based systems, are worthwhile to be investigated further.

8.2 Neighbor-aware Cognitive MAC Protocol

In summary for this part, taking advantages of the obtained information in the ob-

serve stage of the cognition cycle, the proposed cognitive MAC protocol can avoid

interfering the primary user. We also show how to utilize the collected informa-

tion for other performance enhancements: (1) to increase the throughput for the

contention-based channel access protocol; (2) to schedule the transmission of delay-

sensitive frames with QoS provisioning; (3) to distributively synchronize the trans-

missions among ad hoc CR users. With suggested moderate modifications, the legacy

CSMA/CA MAC protocol can be reshaped to an appropriate MAC protocol for over-

laying CR ad hoc networks. Although the results are appealing, the proposed mech-

anisms just shed some lights in the direction of designing a cognitive MAC protocol,

but by no means an optimal solution. For example, the current proposed cognitive

MAC protocol only takes advantage of spectrum opportunity in terms of time. Thus,

one interesting open issue that can be extended from this work is to develop a mech-

anism to identify spectrum opportunity in terms of both location and time and to

develop an associated space-time-cognitive MAC protocol.

8.3 Spectrum Handoff for Link Maintenance

In this part, we have inspected the three possible transmission scenarios for CR devices

when the primary users appear on the occupied channel. In the non-spectrum-handoff

scenario, the secondary user stays in the original channel and resumes its transmission
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after the primary user leaves the channel. The pre-determined channel list spectrum

handoff scheme establishes a channel list, and the CR device changes the channels

following the sequence to continue its transmissions. As for the spectrum handoff with

sensing scheme, the secondary user senses and determines the target channel only

when the primary user interrupts its transmissions. We also developed an analytical

mode to investigate the performances of the link maintenance probability and the

effective data rate of the secondary user for the three transmission scenarios. At last,

based on the model, we investigate the impacts of the error sensing probability, the

radio sensing time, the number of handoff trials, the frame error rate of the secondary

user’s transmission and the handoff time on the performances of spectrum handoff.

Furthermore, through this model, we can design appropriate system parameters for

the CR device to perform the spectrum handoff.

8.4 Cross-layer Analysis for Single Channel

CSMA/CA

In this part, we have developed a PHY/MAC cross-layer analytical model to take

account of the physical layer effects, including the capture effects and a practical di-

rectional antenna, into the throughput evaluation of the CSMA/CA MAC protocol.

We have derived explicit expressions for the frame outage and capture probability of

a directional antenna system in the presence of log-normal shadowing and multipath

Rayleigh fading. We integrate this PHY layer model with the MAC throughput an-

alytical model of the CSMA/CA protocol. We find that it is crucial to incorporate

the channel effects into both the stationary transmission probability and the backoff

window size of a station. By doing so, we can model the interaction of the physi-

cal layer effect and the MAC layer throughput more accurately. Through OPNET

simulations, we verify the accuracy of the proposed PHY/MAC cross-layer analytical

model.
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8.5 Cross-layer Analysis for Multiple Channels

CSMA/CA

In this part, based on a multi-channel random access MAC protocol with a collision

avoidance binary bacoff algorithm, we formulated a MINLP optimization problem to

determine the most suitable number of sub-channels and time slots that should be

reserved in the frequency and time domain of the OFDMA system for sending the

bandwidth/ranging requests. The objective of the proposed optimization issue is to

maximize the efficiency of the reserved radio resources under the delay constraint of

supporting the real-time services.

We derived the analytical expressions for the efficiency of the reserved resources

and the latency of the contention-based multi-channel random access MAC protocol.

Based on the developed analytical models, we evaluated the impact of the number

of reserved sub-channels and time slots on the efficiency and latency performances of

the OFDMA systems using the contention-based MAC for link establishment. From

the efficiency standpoint, we find that the number of reserved sub-channels is a more

dominant factor than the number of of reserved time slots for the considered OFDMA

system. From the latency viewpoint, however, the number of the reserved time slots

becomes a dominating factor instead.

There are many interesting research issues that can be extended from this work

for further investigation. Specific issues include the impact of the physical layer

channels on the contention-based multi-channel random access MAC protocol with

collision avoidance, the impact of the co-channel interference on the performance of

the contention-based multi-channel random access MAC protocol, and joint resource

partition and allocation issue for OFDMA systems.
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8.6 Suggestions for Future Research

In this dissertation, we have discussed some preliminary issues for cognitive radio.

Other possible interesting research topics that can be extended from this dissertation

are listed as follows:

• Wideband spectrum sensing:

1. Extend the system with multiple secondary links coexisting with the pri-

mary user’s connection.

2. Develop the CR-enabled location exchange mechanism and ad hoc posi-

tioning system.

• Cognitive MAC protocol:

1. Develop an accurate spectrum usage model to characterize other sophisti-

cated non-TDMA-based legacy systems, e.g. IS-95 and WCDMA system.

2. Design the multiple channels cognitive MAC protocol that enables the CR

device to transmit data over various number of idle channels.

• Spectrum handoff:

1. Investigate the impacts of the primary user’s traffic and the contentions

among secondary users on the link maintenance probability and effective

data rate.

2. Design a notification mechanism using inband signaling to let secondary

users acknowledge the presence of primary users.

A famous slogan by a worldwide communication company is said, “human tech-

nology”. Through the CR technique, we believe that the dream of freely connecting

people anywhere anytime is no longer an impossible mission but will be come true in
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the near future. After all, the development of technology is to satisfy the need that

people want.
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Appendix

A.1 Derivation of (3.4)

The region R
(u)
CT shown in (3.4) is composed of three sections with the areas of π( d23

z
1/α
a

)2,

A1, and A2. Figure A.1 shows all the parameters used in deriving the area of A1 and

A2 in (3.5) and (3.6), respectively. In (3.5), the section A1 is composed of two fan-

shaped areas with the measures of ( d23

z
1/α
a

)2(π−θ′) and R2θ, and two identical triangles

with the lengths of R, r2, and d23
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2
. (A.4)

Similarly, in (3.6), the section A2 is also made up by two fan-shaped areas with

the measures of ( d23

z
1/α
a

)2φ and (r3z
1/α
i )2φ′, and the triangle with the lengths of r2,
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i , and d23

z
1/α
a

, where

φ = cos−1
r2
2 + ( d23

z
1/α
a

)2 − (r3z
1/α
i )2

2r2(
d23

z
1/α
a

)
, (A.5)

φ′ = cos−1
r2
2 + (r3z

1/α
i )2 − ( d23

z
1/α
a

)2

2r2(r3z
1/α
i )

, (A.6)

∆′ =

√
s′(s′ − r2)(s′ − r3z

1/α
i )(s′ − d23

z
1/α
a

) , (A.7)
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and

s′ =
r2 + r3z

1/α
i + d23

z
1/α
a

2
. (A.8)

A.2 Derivation of (3.10) and (3.11)

The distances between the base station to the intersections by the two circles with

the radii of r3z
′1/α
i and r2z

′1/α
a and centered at (r3, θ3) and (r2, θ2) are denoted by r+

and r−, respectively. Given the locations of intersections (x, y), they can be obtained

by jointly solving the equations as follows: (x − r2cosθ2)
2 + (y − r2sinθ2)

2 = (r2z
′1/α
a )2 ;

(x − r3cosθ3)
2 + (y − r3sinθ3)

2 = (r3z
′1/α
a )2 .

(A.9)

The distances between the base station and the intersections r+ and r−, respectively,

shown in (3.10) and (3.11) can be obtained by solving the locations (x, y) from (A.9).

A.3 Derivation of (3.13)

In the infrastructure downlink case, when max(r+, r−) ≤ R, the region R
(d)
CT is

composed of three sections with the areas of π(d23z
′1/α
a )2, A1, and A2. Figure A.2

details the parameters used to calculate the areas of these sections in (3.14) and

(3.15). In (3.14), the region A1 is made of two fan-shaped areas with the measures of

(r2z
′1/α
a )2(π − θ′) and R2θ, and two identical triangles with the lengths of R, r2, and

r2z
′1/α
a , where

θ = cos−1R2 + r2
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a )
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, (A.10)
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2r2(r2z
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√
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a ) , (A.12)
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BS

MS2

MS3

Fig. A.1: Definition of parameters in the calculation of the area of region R
(u)
CT in the in-

frastructure uplink case.
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MS2

MS3

BS

Fig. A.2: Definition of parameters in the calculation of the area of region R
(d)
CT in the in-

frastructure downlink case when max(r+, r−) ≤ R.
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and
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2
. (A.13)

Similarly, the section A2 in (3.15) is also composed of two fan-shaped areas with

the measures of (r2z
′1/α
a )2φ and (r3z
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A.4 Derivation of (3.16)

When max(r+, r−) > R, the region R
(d)
CT can be separated into four sections with

the areas of π(d23z
′1/α
a )2, A1, A2, and A3. Figure A.3 shows all the parameters in

deriving (3.17), (3.18), and (3.19). In (3.17), the section A1 can be divided into two
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In addition, the section A2 is made of two fan-shaped areas with the measures of
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MS2

BS

MS3

Fig. A.3: Definition of parameters in the calculation of the areas of sections A1 and A2 in

(3.16) in the infrastructure downlink case when max(r+, r−) > R.
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MS2

BS

MS3

Fig. A.4: Definitions of parameters in the calculation of the area of section A3 in (3.16) in

the infrastructure downlink case when max(r+, r−) > R.
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Figure A.4 shows all the parameters in deriving (3.19).
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