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An Energy-Efficient, Load-Balanced Multicast Protocol with
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Student: Yi-Chen Lu Advisor: Prof. Yu-Chee Tseng
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National Chiao-Tung University

ABSTRACT

In wireless sensor networks (WSNs), energy-efficient multicast is a critical issue
due to the limited power resource of sensor nodes. In ZigBee, multicast is
accomplished by periodical regional flooding, resulting in extremely high cost. On the
other hand, although some works have proposed relay node selection algorithms for
multicast, the data delivery paths are fixed, leading to unfair or even
single-node-failure problem. Moreover, extra cost is required in the face of topology
changes. In this paper, we propose a-ZigBee multicast routing protocol with
probabilistic anycast, which aims-for less energy-consumption and load balance in
order to prolong the network lifetime and avoid single-node failure. The probabilistic
anycast mechanism chooses relay nodes‘based on a coverage-over-cost ratio, which is
a tradeoff between the number of destination nodes that can be reached and the energy
cost to reach them. This helps maximize the number of reachable member nodes
while minimize the energy consumption. We further introduce the idea of load
balance to our design by considering each node’s residual energy when choosing relay
nodes. As the network topology changes and the energy of the nodes deplete, the set
of forwarders for multicast can adapt to such conditions. Simulation results show that
our protocol provides longer network lifetime and outperforms ZigBee in energy
consumption, latency, and reliability.

Keywords: IEEE 802.15.4, multicast, wireless sensor network, ZigBee.
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1 Introduction

The rapid progress of wireless communication and MEMS technology have made wireless
sensor networks (WSNs) possible. A WSN is composed of many inexpensive wireless sen-
sor nodes, each being powered by batteries. These nodes are capable of collecting, stor-
ing, processing environmental information, and communicating with neighbor nodes. A lot
of research works have been dedicated to WSNs, such as routing [6][8], self-organization
[11][23], deployment [7][15][28], and localization [5][22]. Applications of WSNs include
emergency guiding [14][26], light control [18][19], and environment monitoring [24].
Recently, many WSNs industries hayve adopted ZigBee [1] as their communication proto-
col. ZigBee adopts the physical (PHY’) and the medium access control (MAC) layers defined
by IEEE 802.15.4 [10] and extends to network, application, and security services. Under
this scope, some works have addressed the data collection [25] and network formation issues
[17]. In this work, we are interested in the design of energy-efficient multicast in a ZigBee
WSN. Multicast is a common communication operation. In ZigBee, a multicast message can
be delivered in member mode or non-member mode. If the source node is a non-member,
the multicast packet is in the non-member mode and it will be unicast to any member node.

After reaching a member node in non-member mode or when being initiated by a member



node, the multicast packet is in member mode. When owning a multicast packet, a member

node will conduct regional flooding periodically to deliver the packet. While the purpose

is to conquer the reliability problem that normally associates with wireless broadcast [16],

serious collision and bandwidth waste will be incurred.

On the other hand, although many works have proposed relay node selection algorithms

for multicast, these schemes are too complicated to be applied in WSNs due to the limited

resources of sensor nodes. In addition, the proposed works fail to achieve energy efficiency

and load balance at the same time because fixed relay routes may lead to unfair or even

single-node-failure problem.

In this paper, we present a ZigBee multicast routing protocol with probabilistic anycast,

which aims for less energy consumption‘and;load balance in order to prolong the network

lifetime and avoid single-node failure. The probabilistic anycast mechanism chooses relay

nodes based on a coverage-over-cost ratio, which is a tradeoff between the number of des-

tination nodes that can be reached and the energy cost to reach them. This helps maximize

the number of reachable member nodes while minimize the energy consumption. We further

introduce the idea of load balance to our design by considering each node’s residual energy

when choosing relay nodes. As the network topology changes and the energy of the nodes



deplete, our multicast protocol can adapt to such conditions.

The rest of the paper is organized as follows. In Section 2, ZigBee multicasting and

other related multicasting solutions are studied. We then present our design in Section 3.

Simulation and experiment results are shown in Section 4. Finally, the concluding remarks

are given in Section 5.



2 Preliminaries

2.1 ZigBee Multicasting

Depending on whether the multicast source is a group member or not, there are two modes
in ZigBee multicast: member mode and non-member mode. If the multicast source is a
member, the multicast packet will be delivered in member mode; otherwise, it will be de-
livered in non-member mode. ZigBee assumes that group members are physically separated
by no more than MaxNonMemberRadius hops, which is a system parameter. There is no
acknowledgment mechanism in ZigBee multicast. In order to resolve the unreliability prob-
lem, each forwarder needs to rebroadcast, on receipt of a multicast packet, the packet three
times blindly. This is known as regional flooding. The rebroacast is bounded by MaxNon-
MemberRadius hops from any member. When a node in the region receives the packet, it
first checks if it has already received the packet. The packet is rebroadcast if the node has
never received the packet, and the rebroadcast will be done three times. If the receiver is a
member, the packet will be flooded to the new region bounded by MaxNonMemberRadius
hops from the member receiver. Note that if there are overlapped region, the packet will not
be delivered redundantly because the nodes located in the overlapped region will know that

whether they have received the packet before.



In non-member mode, the multicast source has to check whether it knows any route to

any of the members. If the source does not know such route, it has to perform the route

discovery procedure, which is similar to AODV. An RREQ command will be flooded to the

whole network until a member replies an RREP back to the source. Then the source unicasts

the multicast packet to the member using the path built by the route discovery procedure.

When the member receives the packet, the packet will be delivered in member mode instead.

However, there are several drawbacks in the above procedures. First, the energy cost

is extremely high due to the above costly route discovery and regional flooding. Second,

without any acknowledgement mechanism, the multicast communication in ZigBee is unre-

liable. The multicast communication in ZigBee relies on blind retransmissions to provide

reliability of packet delivery; nevertheless, the blind retransmissions increase the probabil-

ity of packet collision. In fact, regional flooding further worsen the situation. As we have

mentioned, while conducting regional flooding, there are many non-member nodes which

are not supposed to participate in the packet propagation. These unnecessary relay nodes are

performing not only meaningless broadcast transmissions but also worthless retransmissions

of the multicast packet, both of which cause much higher probability of packet collision and

decrease the reliability of packet delivery.



2.2 Related Multicasting Solutions

Many research works have been devoted to proposing the energy-efficient multicast routing
protocols, but many of them cannot be easily applied to WSNs due to the limited resources of
sensor nodes. These proposed schemes can be generally categorized into three major types:
overlay multicast [3][4], geographic multicast [12][20][21], and relay-selection multicast
[21[13]27].

Overlay multicast builds a virtual topology spanning all member nodes of a multicast
group. The routing information is kept in the member nodes, and the multicast operations
are performed only by the member nodes. The underlying routing can be implemented by
unicast [8][9][29][30] or broadcast. PAST-DM [4] applies unicast as the underlying routing
protocol, but it leads to excessive energy consumption and redundant transmissions. Al-
though AOM [3] applies broadcast to eliminate redundant transmissions, it brings about
packet header overhead. Besides, the tree-construction cost of overlay multicast is expensive
because for different source nodes, they have to build their own overlay trees.

Geographic multicast [12][20][21] assumes that the geographical location information of
all nodes is available and each node locally chooses the forwarders according to the location

information. But the assumption is impractical for WSNs because the power resource of



sensor nodes is limited, and the energy cost for embedding GPS devices in sensor nodes is

too expensive. Also, the packet header overhead still exists in geographic multicast. Besides,

geographic multicast suffers from the cost of face routing because it may reach a void zone

which has no neighbors providing any progress toward the destinations.

Relay-selection multicast [2][13][27] tries to construct a approximate steiner tree which

delivers the multicast packet with minimum cost. MIP [27] is pruned from BIP which builds

a minimum-cost spanning tree based on Prim’s algorithm and takes into account the wireless

broadcast advantage. uCast [2], NJT and TJT [13] propose minimum set cover heuristics

to solve the tree construction problem. But these approaches are centralized, which means

the global network information must be available. Also, the computing complexity is high

because the algorithms try to find the optimal solution among all possible cases. The source-

tree construction cost is high because different source nodes have to build their own data

delivery trees.

In all the three types of multicast designs, extra cost is required in the face of topology

changes. Also, the data delivery paths are fixed. This may lead to unfair or even single-node-

failure problem. The nodes on the data delivery path are always in charge of forwarding the

multicast packets and thus quickly exhaust their energy. When a node exhausts its energy,



new route maintenance could cost a lost. More seriously, this could result in network parti-

tion.



3 Design of Multicast Protocol

Our multicast protocol is featured by energy efficiency and load balance using probabilistic
anycast. It prolongs the network lifetime and avoids the single-node-failure problem. Our
protocol also chooses relay nodes to forward the multicast packets; however, the selection
of relay nodes and the corresponding reachable members are determined by the receivers
of the multicast packets, rather than senders. Each node maintains two tables: 1) neighbor
table (NT) and 2) multicast member table (MMT). The NT of node v keeps track of the
direct neighbors of v; each entry has the format (i, £;), where ¢ is a neighbor of v and E; is
node ¢’s residual energy. The MMT of a node v keeps track of the multicast members that
are within MaxNonMemberRadius hops from node v, where MaxNonMemberRadius is a
system parameter. Each entry in the MMT has the format (m, h,,), where m is a member
node and h,, is the hop distance from node v to m.

Our protocol consists of three modules: Table Maintenance, Multicasting, and Topology
Maintenance. The Table Maintenance module utilizes member nodes’ periodical broadcast
to maintain their NTs and MMTs. The Multicasting module transmits packets by a proba-
bilistic anycast scheme. Member nodes perform regional multicasts, and the nodes inside

the region compete for relaying the packet by using the coverage-over-cost metric, which



measures the number of reachable members and the estimated energy cost to reach them. A

random backoff mechanism is designed to support anycast. The anycast results in multi-path

routing effects, which achieve load balance and higher delivery ratio. Also, an overhearing

mechanism is designed to ensure reliability and inhibit redundant packet relays.

3.1 Table Maintenance Module

We enforce member nodes to transmit HELLO packets periodically to maintain all the nodes’

NTs and MMTs. HELLOs are transmitted by regional flooding. However, since we assume a

static WSN (but with some link fluctuations), the frequency to send HELLOs can be reduced

to after these two tables are stabilized.

A HELLO packet has the format: HELLO(rly, org, E,y, h, Nya.), Where rly is the

node which relays this packet, org is the originator of this packet, E,;, carries rly’s residual

energy, h indicates the hop count that this HELLO has traveled so far, and N,,,; is the

maximum number of members within MaxNonMemberRadius hops from any node in the

network. Note that each node also maintains the largest /V,,,, that it has learned so far.

Initially, a node’s N, 1s the size of its own MMT.

The maintenance of NTs is intuitive, so we will discuss the maintenance of MMT's below.

Each member node org periodically initiates a HELLO(org, org, Eorg, 0, Nye.). When a

10



node v receives a HELLO(rly, org, E,yy, h, Npqg), it compares the received N,,,,, against its
local N,,,.. If the former is larger, v will update its local N,,,.. Then v checks if there exists
an entry whose id is org in its MMT. If not, v will insert an entry (org, h + 1) to its MMT.
Otherwise, assume the found entry to be (org, h'). If A’ > h + 1, v will update this entry as
(org, h + 1). Finally, if ~ + 1 < MaxNonMemberRadius, v will rebroadcast a HELLO(v,
org, E,, h + 1, Npaz).

3.2 Multicasting Module

Our protocol does not distinguish member mode from non-member mode. When a node
(member or non-member) wants to initiate a multicast packet, it performs a regional multi-
cast. The size of a region is controlled by. the parameter MaxNonMemberRadius. Any node
which receives the multicast packet can extend the region by adding those members inside
its region. Relay of a multicast packet is done by competition based on our probabilistic
anycast scheme. The scheme is energy-aware and is able to balance the nodes’ responsibility
to relay packets. It also achieves a multi-path effect to improve the delivery ratio. A differ-
entiated backoff mechanism is designed for the competition behavior. Also, an overhearing
mechanism is included to remove redundant relays.

Each multicast packet has the format MCAST(v, M, H, Eq,g4, seq, msg), where v is the

11



node which initiates/relays the packet, M = (mq, ms,...,m,) is the list of member nodes
to which node v intends to relay the packet, H = (hy, ha, ..., h,) is a list such that h; is the
hop distance from v to m;, @ = 1...7, E,,, is the average residual energy of v’s neighbors,
seq 1s an unique sequence number to identify this multicast packet, and msg is the multicast
message. For an initiator, M and H are copied directly from v’s MMT. For a relay node, M
and H will be recalculated as described in Section 3.2.2. Below, we discuss how a node u
processes a received MCAST(v, M, H, E,,4, seq, msg). In the special case of initiating a
new multicast packet, we will regard « = v. Section 3.2.1 discusses the backoff mechanism

and Section 3.2.2 discusses the packet forwarding'mechanism.

3.2.1 Backoff Mechanism

When u receives from v a MCAST(v, M, H,"E,,4, seq, msg), u first verifies if this is the
first time that the pair (seq, msg) is received. If so, u does the following (otherwise, the

following steps are ignored):

1. From M, u tries to compute new lists M’ and H’ as follows. For each entry (m, h) in

u’s MMT, we do the following:

(a) If m ¢ M, then add m to M’ and add h to H'.

(b) If m € M and h is smaller than the corresponding hop distance to m in H, add

12



mto M’ and add h to H'.

2. Letd = > h. We define the coverage-over-cost ratio of u as:
heH’

r(u) = —‘M,|
d—|M'|+1

ey
. Note that the numerator is the number of members that © may reach, and the denomi-

nator is the worst case hops to reach these members (i.e., the total unicast cost to reach

each node in M’ minus the saving from u’s broadcast, |M'| — 1).

3. Then u will compete with its neighbors to retransmit the MCAST by a backoff scheme.
The backoff counter is computed via the above coverage-over-cost ratio. Fisrt, we
identify the maximum and the minimum values of r(u) as follows:

Tmaz = Nma:cv (2)

1
Tmin = MaxNonMember Radius

3)

Eq. (2) represents the best case where there are /V,,,, reachable members that can be
reached in one hop. On the contrary, Eq. (3) represents the worst case where there is
only one member within MaxNonMemberRadius hops. Node « will randomly pick a
backoff value t;, from the range [0, 7'] such that

7(u) = Tomar Eavg

)
Tmin — Tmazx Eu

T —

)

13



where T, 1 a constant time interval, £, is u’s residual energy and £, is the average

residual energy of u’s neighbors.

Thus, the above design allows a node with a larger coverage-over-cost ratio and/or with
more energy (relative to its neighbors) to compete for rebroadcasting the MCAST with a
higher priority (i.e., a shorter backoff timer). Then u sets up a backoff counter ¢;, after which

it will multicast a MCAST(u, M', H', Eq.4, seq, msg) to its neighbors.

3.2.2 Packet Overhearing Mechanism

After starting its backoff counter ¢;, we enforce u to overhear other nodes’ multicast for two
purposes: (i) to reduce packet transmission and (it) to ensure reliability of the multicast.
Recall the packet MCAST(u, M', H, Eg,q: Seq;msg) to be sent by w. The first one is to
further reduce the set M’. Once u resends its multicast, it will keep on overhearing others’
multicasting to ensure that all members are covered.

Overhearing before ¢,: After starting its backoff counter ¢;, u will check if the same
multicast packet is sent by any other relay node before ¢, expires. If so, it checks its desti-
nation set and removes from M’ and H’ each member that has been covered by that packet.
When ¢, times out, if M’ is not empty, u sends out MCAST(u, M', H', E,,,, seq, msg).

Overhearing after ¢,: After sending out its MCAST packet, u keeps on overhearing for

14



a period of time t,,4;; to confirm that all member nodes in set M’ are covered by some relay
nodes. Similar to the previous step, whenever a packet is overheard, u checks its destination
set and removes from M’ each member that appears in that set. If M’ is not empty when £,
expires, u will rebroadcast the MCAST packet again with updated M’ and H' containing
those members that have not been covered. On the contrary, if M’ is empty, this means that
the MCAST is successfully forwarded by u’s neighbors. Because such confirmation process
will be applied by all the relay nodes during the propagation of the MCAST, our scheme can

achieve high reliability.

15



4 Simulation and Experiment Results

We design several experiments with C language to evaluate the performance of our multicast
protocol. First, we build a ZigBee network. The network resides in a 35 x 35 m? square re-
gion, where hundreds of sensor nodes are randomly deployed. The full energy of each node
is approximately 100 joules. The transmission power, transmission rate, and transmission
power of each node are set to 6 meters, 250 kbps, and 50 mW, respectively. The multicast
group members are randomly selected among the nodes in the network. Besides, since Zig-
Bee defines that the multicast group members are physically separated by a hop distance of
no more than MaxNonMemberRadius, we set the parameter to 5 in our simulation experi-
ments. We adopt IEEE 802.15.4 MAC protocol with unslotted CSMA/CA algorithm as our
MAC protocol. Next, we demonstrates our protocol performance against ZigBee multicast
in each experiment.

Fig. 1 shows the impact of the network size on the total number of packets incurred by
our protocol and ZigBee. The network size varies from 100 to 500 nodes and we evaluate
the total number of packets transmitted by our protocol against ZigBee. We randomly select
10 nodes as multicast members. In each multicasting, we will randomly choose one node as

multicast source among these 10 members. Apparently, our protocol produces much fewer

16
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Figure 1: Comparison on the number of packets against ZigBee

packets than ZigBee multicast regardless of the network size. In addition, as the network size

increases, the number of packets incurred by ZigBee multicast increase greatly from roughly

250 to 650 packets, while the number of packets incurred by our protocol increase slightly

from 40 to 70 packets. It is not difficult to understand the results because ZigBee multi-

cast exploits regional flooding to deliver the multicast packet. Each member node floods the

multicast packet to the sub-network bounded by MaxNonMemberRadius hops. Moreover,

without any acknowledgement mechanism, each node receiving the multicast packet blindly

broadcasts the packet for 3 times. Therefore, ZigBee multicast incurs a large number of

packets during the multicast packet propagation. The larger network size causes more nodes

to participate in the packet propagation, each of which performs the regional flooding and

the blind retransmissions and thereby largely increases the number of packets transmitted.
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Figure 2: Comparison on transmission latency against ZigBee

On the other hand, our protocol takes advantage of the coverage-over-cost ratio to reduce the

number of forwarders. Besides, our protocol provides an overhear-based acknowledgement

mechanism to further reduce the packets resulting from retransmissions. Thus, our proto-

col incurs much fewer packets and, when the network size grows, the increased amount of

packets is little.

We also evaluate the latency of the packet propagation. The transmission latency is

measured as the time elapsed when the multicast packet initiated by the multicast source is

received by all the group members. As shown in Fig. 2, both of the latencies for ZigBee

multicast and our protocol are decreasing as the network size increases. With the growth of

the network size, the number of each node’s neighbors increases, and some of them might

be capable of reaching more members within MaxNonMemberRadius hops. Therefore, the

18



total length of the packet delivery path might be shorter, so the latency decreases. The latency

of our protocol is shorter than ZigBee multicast. As we mentioned above, ZigBee multicast

exploits regional flooding to deliver the multicast packets and relies on blind retransmissions

as an acknowledgement mechanism. These two reasons lead to extremely heavy traffic, so

the probability of packet collision increases. If a node transmits a packet, and the packet

collides with others, the node has to wait until its retransmission time arrives to retransmit

the packet, and the probability of packet collision is still high at that time. In contrast, there

is no such problem in our protocol since the traffic produced by our protocol is much lighter.

Therefore, the latency for our protocol is shorter than ZigBee multicast.

Fig. 3 and Fig. 4 show the impact of the group size on the total number of packets and

transmission latency. We fix the network size to 300 nodes, and vary the group size from 10

to 50 members. It is not surprising to see that as the group size increases, both the number of

packets and transmission latency increase because it needs more forwarders and takes more

time to deliver the multicast packet to the group members when the network size grows.

Therefore, both the number of packets and the latency are increasing. In spite of the growth

of the network size, our protocol still outperforms ZigBee in the number of packets and the

transmission latency.
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Figure 8: Residual energy of each node after 8000 multicasts in our protocol
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Next, we conduct several experiments to verify the load balance effect of our protocol.

We deploy 100 nodes in the network with 10 members randomly chosen. First, we evaluate

the time elapsed and the number of packets successfully delivered to the members when the

first node having exhausted its energy appears, i.e., the first node death. In each multicast

session, the multicast source is randomly chosen among the members, and the multicast

sessions are initiated after the previous one has ended. As shown in Fig. 5, the network

lifetime of our protocol is more than 2.78 times longer than that of ZigBee multicast, when

the first node death occurs. The number of multicast sessions which successfully deliver

the multicast packets to all members until the first node death occurs is shown in Fig. 6.

Our protocol successfully delivers 1.79 times more packets to the members. Fig. 7 and

Fig. 8 show each node’s residual energy after 8000 multicasting under ZigBee multicast

and our protocol. The average residual energy of the nodes after 8000 ZigBee multicasts is

31.2 joules, while the average residual energy is 81.5 joules by using our protocol. Also,

the energy consumption is more balanced using our protocol. The results shown in Fig. 5 to

Fig. 8 prove the effectiveness of our idea of taking into account each node’s residual energy

when choosing forwarders. As a matter of fact, because the nodes with more residual energy

have higher probability to forward the packets, the packet delivery path dynamically adapts
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Figure 9: Impact of link stability on the delivery ratio

to the instant network condition as the energy of each node depletes. As a result, the energy
consumption is evenly distributed among the nodes in the network, and not only the network
lifetime is extended but also the single-node-failure problem is avoided.

Finally, we study the reliability of our protocol. Similarly with the previous experiments
for load balance, we also deploy 100 nodes in the network with 10 members randomly cho-
sen. We evaluate the delivery ratio under different link stability. The delivery ratio is mea-
sured as the percentage of the number of multicast packets successfully delivered to all the
group members. The link stability represents the probability that a packet is successfully
received by the nodes within the senders’ communication range. As shown in Fig. 9, when
the link stability is greater than 90%, our protocol is able to achieve completely successful

delivery, while ZigBee only reaches 90% due to the heavy traffic caused by the regional
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flooding and the blind retransmissions. Clearly, in both our protocol and ZigBee multicast,

as the link stability is getting more unstable, the delivery ratio is lower. The delivery ratio in

ZigBee multicast is much lower because it suffers from the ineffectiveness of the blind re-

transmission. We know that ZigBee multicast relies on the blind retransmissions to increase

its reliability. However, when the link is unstable, the blind retransmissions might not take

effect because they might not be successfully sent to the receivers. As you can see, when

the link stability is worse than 70%, the delivery ratio of ZigBee multicast drops to under

75%. The delivery ratio even drops to only 30% when there is a half chance that the packet

transmission fails. On the other hand, our protocol s able to achieve more than 85% delivery

ratio when the link stability is greater than 70%.
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5 Conclusions

We have studied the energy-efficient multicast problem in WSNs. Due to the limited power
resource of sensor nodes, energy-efficient multicast is a critical issue in WSNs. ZigBee is a
cost-effective wireless networking solution with the features including low data-rates, low-
power consumption, security, and reliability. Although ZigBee is widely adopted in WSNss,
ZigBee multicast is energy-inefficient and unreliable. Many other approaches have been pro-
posed, but they fail to achieve energy efficiency and load balance at the same time. Moreover,
these proposed approaches do not support dynamic member joining and leaving. In this pa-
per, we present a ZigBee compatible, energy-efficient, load-balanced, and reliable multicast
protocol which supports dynamic member joining and leaving. Our protocol adopts a prob-
abilistic anycast mechanism to realize multicast communication. As the network topology
changes or the node’s energy depletes, our protocol can adapt to the instant network condi-
tion since it considers the coverage-over-cost ratio as well as the residual energy among the
candidate forwarders. Therefore, our protocol is able to achieve energy efficiency and load
balance at the same time. Simulation results show that our protocol provides longer network

lifetime and outperforms ZigBee in energy consumption, latency, and reliability.
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