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An embedded system for vehicle surrounding monitoring

student : Yuan-Yao Tu Advisors : Dr. Yong-Sheng Chen

Institutes of Computer Science and Engineering

National Chiao Tung University

ABSTRACT

What surrounds a vehicle effects vehicle maneuvering. Since there are a lot of
blind spots around a vehicle, which lead to difficult maneuvering and endanger
passengers and pedestrians. In this thesis, we develop a low cost but efficiency driving
assistant system which provides the surrounding image of a vehicle in bird’s-eye view.
By using a DSP chip and a fast-image-stitching algorithm as well as 4 fisheye cameras
mounted around a vehicle, this system can instantly generate a vertical view of the
vehicle from the top. This enables the driver to havea.bird’s-eye view of their car and
its surroundings without any blind spots. \We alse propose a novel idea to ensure the
obstacle’s figure will show on the bird’s-eye view image.

This vehicle surrounding menitoring system involves two major techniques, one is
to find out the pixel mapping relationship-between fisheye cameras and bird’s-eye
view image, and the other is the'teal time‘timage processing in embedded system. We
propose some simple methods to find out the mapping relationship, including the
fisheye image distortion

model, fisheye image warping and rectifying. Then, we generate a lookup table for
speeding up image processing in embedded system. On the other hand, we utilize the
memory hierarchical structure and apply pipeline mechanism to enhance the
throughput of embedded system. We also implement a dynamic boundary idea to let
the system automatically switch image sources and reduce probability of missing
obstacle’s figure in bird’s-eye view image. Finally, a bird’s-eye view image is
generated.

With this bird’s-eye view surrounding monitoring system, drivers can quickly
understand the surrounding environment around the vehicle. Driving and parking
become more easily and safely.
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Introduction

1.1 Background

1.1.1 Driving Safety

Road safety is a critical issue. There are a lot of blind spots around the vehicle and it is
especially dangerous that drivers fail to note the road conditions in blind spots. According
to statistical information in 2007 year from Ministry of Transportation and communication
R.O.C,, there are total 2463 road traffic accidents. The second is fail to note road conditions
that 460 counted. In recent years, vehicle-mounted cameras have grown in popularity as a
tool for enhancing driver safety. There is growing global interest in car-mounted cameras

as a means for providing an improved driver view to facilitate safer driving.

Lanes Detecting The information of the lanes ahead can be used to determine the lateral
position of the vehicle and correct the position and heading direction of the vehicle to
follow road and prevent running off the road. This technique includes lane detection
and lane tracking [19]. Lane detection is the process of-determining the location of
lane boundaries and estimating the local:geometry structure of the lane ahead. Lane
tracking involves determining the location of lanes in asequence of consecutive im-
ages using information about the lane location in previous images. Lanes detecting
system consists in warning, Suggesting or corrécting the driver if he has not mani-
fested the aim of a voluntary lane change orif his speed is not adapted with the road
configuration (Figure 1.1). It is essential for many intelligent vehicle applications,

including lane departure warning, lateral control and autonomous driving etc.

Front vehicle detecting In most crashes between vehicles, a vehicle bumps to another is
in it heading direction. According to vehicle accident statistics, the main threats to a
driver are from other vehicles. Consequently, robust and reliable front vehicle detec-
tion is useful to alert a driver about other frontal vehicle whose distance apart from
our vehicle is less than the safe distance and to prevent accidents due to sudden brak-
ing of the other vehicle. This problem can be solved easy by using active sensors to
measure the distance of the front vehicle. However, since these equipments are much

expensive than the video cameras, the vision based approach using binocular stereo
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Figure 1.1: Examples of lane detection. On the freeway, the lanes are detected to deter-
mine the lateral position of the vehicle!

analysis is preferred for Vehlcljes; detect [12 20 23]. The binocular stereo can also
be done by ﬁsheye camera [4] and the related fisheye epipolar geometry can refer-
ence [14]. A successful Veh1c1e detectlon algonthm comprises vehicle recognition,
vehicle tracklng, and colhs1on”avord'arrcr

] .‘1

=]

Surroundings monitoring bue to the structure of the vehicles, many areas around the
vehicle become blind spots and those areas are threats to the driving safety, especially
the area beneath rear window (Figure 1.2). Rear view cameras are becoming more
of a standard feature these days. It is helpful when reverse car into a narrow parking
space. But many other blind spots also exist along both sides of the vehicle, the right
and left rear-view mirrors are used in the conventional driver support to help driver to
know the environments where. But there exists a potential danger of bumping into the
front obstacle, since the driver is distracted on the rear-view mirrors. Consequently,
a surroundings monitoring system composed of multiple cameras eliminates blind
spots from around the vehicle. It provides the driver awareness of what surrounds a
vehicle without turning his head by displaying all images of blind spots behind him

on the central monitor.
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* Driver’s view —
* Mirror reflection =
* Blind spots —

Figure 1.2: Blind spots of a vehicle. Many blind spots exist around a vehicle, especially
on the rear and both sides of a vehicle. In this figure, the blind spots and visible area are
marked in red and blue respectively.



1.2 Survey of vehicle surrounding monitoring system

The geographic information provided through a camera view is less, since the images
are displayed separately on the central monitor. If an obstacle appears in one of images
suddenly, the driver may take a few seconds to estimate the azimuth and distance of the
obstacle relative to the vehicle, and may lose the golden time for maneuvering the vehicle
to avoid collision with the obstacle.

In this thesis, we focus on the advanced surroundings monitoring which provide a
bird’s-eye view around a vehicle. The surroundings monitoring system could display the
images of the blind spots by utilize four cameras mounted around the vehicle that film the
roadway surrounding the vehicle. Their images are processed into a virtual bird’s-eye view
2-D image that is shown on a monitor. By those vision based assistance system, drivers can

easily understand surrounding environment and avoid barriers as well as accidents.

1.2 Survey of vehicle surrounding monitoring system

We will introduce the related works in this séction. The related works of vehicle sur-

rounding monitoring system including :
1 Nissan around view monitoring system
2 Honda multi-view camera system
3 Fujitsu warparound view of vehicles in real time
4 Truck driving assistant system with catadioptric camera

5 Bird’s-eye view vision system for vehicle surrounding monitoring

1.2.1 Around view monitoring system - Nissan

Around view monitoring system (Figure 1.3) is a parking assistant system that devel-
oped by NISSAN. The set-up uses four ultrawide-angle cameras mounted on the front,
sides and rear of the vehicle, which combine to give a complete 360-degree view around

the vehicle.



Introduction
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Camera

Display

(a) Around View Monitoring system (b) AVM system setup

Figure 1.3: Around View Monitoring system developed by NISSAN. (a) The Around
View Monitoring system. (b)The system setup of AVM system.

ol

(a) Frontal camera (b) Side camera

Figure 1.4: Cameras of AVM system. (a) The frontal camera of AVM system. (b)The
right side camera of AVM system.
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(c) Frontal image modesto'see the incoming car (d), Side image mode for driving through a nar-

from left and right side Irow way

Figure 1.5: Honda Multi-view camera.system. (a) A mode of parking. (b) Another
parking mode for reverse parking.:(¢) This'-mode is a warped frontal image. (d) This mode
is used for driving throughithe narrow street.

That’s take a look of the camera setup in AVM system. The frontal camera is mounted
on the hood, just above the mark of NISSAN (Figure 1.4 (a)). The side camera is mounted
on the side mirror of both side (Figure 1.4 (b)). According to (Figure 1.3 (a)), they use a flat
plane to model the surrounding roadway and divide four display areas which corresponding
to four cameras. There exist a black line between each display area, which dose not have
image information but using sensors to detect obstacles. If there are obstables near the

corner, the sersor will alert the driver.
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(a) Camera setup (b) Curved plane (c) Warparound view of vehicle

Figure 1.6: Warparound view developed by fujitsu laboratories. (a) The camera setup.
(b) The surrounding environment model is a curverd plane. (c) The warparound view of
vehicle.

1.2.2 Multi-view camera system - Honda

Multi-view camera system is developed by Honda. The ¢amera setup and the system
display area division is similar to AVM, but thiS system-can manually switch the display
mode for different situations. “While parking“the car'en road side or reversing, driver can
switch to the parking mode to referencesthe ‘bird’s=eye.view image (Figure 1.5 (a) (b)).
When driving through a narrow street, there is a sideifmage mode can see the surrounding
image of the front wheels(Figure 1.5 (c)). ‘'While driving in lanes, driver’s view field may
be blocked by walls near the car. There is also a frontal image mode, which can help driver
to see the incoming vehicles from left or right directions(Figure 1.5 (d).

The multi-view camera system also use a flat plane to model surrounding roadway, and

the display areas of each camera is fixed.

1.2.3 Warparound view of vehicle - Fujitsu

This is a driving assistant system developed bu fujitsu laboratories. They also develop a
SOC chip that includes all the parts and functions usually found in a complete system, such
as a microprocessor, chipset, video chip, and memory. This system also support OpenCL-

ES libary to handle 3D graphics and display. Comparing with previous system, the camera
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(a) Rear view (b) Turning left (c) Warparound view of vehicle

Figure 1.7: Warparound view of vehicle in different direction. (a) Sample view at merg-
ing point on a highway : perspective from front facing of vehicle. (b) Sample view when
turning left : perspective from above-rear. (c) The warparound view of the vehicle.

setup approach and camera type are similar. The main different is the surrounding roadway
model. This system use a curved plane to model the surrounding environment, and project
camera images onto the curved plane. They average the image pixels of the intersection of
different camera’s imagg rathet thaft pse a black hne to divide each camera’s display area.
There are some sample.views of thllsl system.. (Figure 1.7 (a)) is a sample view at
merging point on a hlghway The perspectlve view from front facing of vehicle clearly show
the rear view with ava11able space aﬂdﬂppfeaehmg vehicles. (Figure 1.7 (b)) is a sample
view when turning left, Wthh is perspectlve from above -rear, and the curb clearance of left

rear can be seen clearly. (Flgure 1.7 (c)).is the Warparound view in a parking lot, and this

view is perspective from above rear.

1.2.4 Truck driving assistant system with catadioptric camera

This truck driving assistant system [6] is published in intelligent transportation systems
of IEEE transactions. They also publish some related works of driving assistant system
that using catadioptric cameras [7, 16,21]. They use catadioptric cameras to capture the
surrounding roadway of a truck (Figure 1.8 (a) (b)). The view field of catadioptric camera
is greater than the fisheye camera. This system setup those catadioptric cameras at four
corners of a truck. The ground model is also a flat plane, but the display areas’ division is
asymmetric. The asymmetric division can ensure the obstacle’s figure dose not vanish in

the bird’s-eye view image. (Figure 1.9 (a)(b)(c)(d)) is the sameple views of this catadioptric
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3.5cm

(a) Camera setup (b) Catadioptric camera

Figure 1.8: Truck driving assistant system. (a) The camera setup of truck driving assistant
system. (b) The catadioptric camera.

camera truck driving assistant system.

1.2.5 Bird’s-eye view vision system for vehicle surrounding monitor-

ing

This bird’s-eye view vision system [13] is published in Robvis 2008 (Figure 1.10(a)).
There are six fisheye cameras used in this system (Figure 1.10(b)), which are mounted
on the middle of both sides and four corners of a vehicle. This system use a flat plane
to stitch those fisheye cameras’ images, and this system divide each fisheye camera’s dis-
play area according to the optimal seams, which are dicided by the distribution of each
fisheye camera’s calibration error. Moreover, they use dynamic programing skill to align
the image signals on the optimal seams and spread out the aligning result by wendland
function. In order to enhence the image resolution and quality at farther monitoring areas,
they apply a distortion model to warp the virtual perspective image into a fisheye image.

(Figure 1.11(a)(b)) are the sample results.
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(c) Sample view 3 (d) Sample view 4

Figure 1.9: Sample views of truck driving assistant system.
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(a) Sample view of bird’s-eye view vision system (b) Virtual perspective view and

cameras setup of this system

Figure 1.10: Sample views of bird’s-eye view vision system. (a) The camera setup and the
virtual perspective bird’s-eye view image. (b). The sample view of bird’s-eye view vision
system. S

(b) Sample views of reversing parking

Figure 1.11: Sample views of bird’s-eye view vision system in parking lot with a pedes-
trian]. (a) The sample view of bird’s-eye view vision system. (b) The sample view of
bird’s-eye view vision system while reversing parking.
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1.3 Overview of the proposed method

We propose a low cost but efficiency embedded vehicle surveillance system that only
need four fisheye cameras, a quad splitter and a low cost DSP embedded system to generate
bird’s-eye view image in real time. Also we propose a dynamic boundary idea to switch
image source according the image contents, and ensure driver can see figures of obstacles
in bird’s-eye view image.

Our work can be divided in two parts. First task is to build a lookup table, which de-
fined the mapping relationship from bird’s-eye view image to four fisheye camera images
(Figure 1.12). The procedures of generating such a table include fisheye image distortion
model, fisheye image rectification, 2D image projection (homography), and image format
conversion between PC and embedded system. The second task is the implementation of
real time image processing in embedded system. The lookup table is used to speed up the
image processing procedures in embedded systemyand we also apply the pipeline mecha-
nism to reduce the data transition time-between cache and SRAM. Moreover, we implement
the dynamic boundary idea to this system-to-ensure the driver can see obstacles near the
vehicle. (Figure 1.12) 1s the flow chart of lookup table-generation, and (Figure 1.13) is the

flow chart of real time image processingin‘embedded system.

1.4 Thesis Organization

In chapter 2, we introduce the first part of the proposed method for finding the map-
ping relationship between fisheye images and the bird’s-eye view image. We also generate
a lookup table for embedded system to reduce the computation of image processing. In
chapter 3, we introduce the embedded system and the real time image processing applica-
tion. The implementation details are revealed in this chapter, too. Chapter 4 is the results

of our work. Finally, the conclusions are in last chapter.
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Fisheye camera’s image

= = Registered
Surrounding Bird’s eye view
Images Images
P
I Distortion- | Image Buk;IId ? lookup
NP corrected | formation table for
'_Calibration , Images | deforma 1 | embedded
- - system to
e -.\ —— Ve - - compute the
I Referenced _ 1 bird’s eye view
d - = > | Relative Pose | :
I groun I > Po mage.
I  Image | | Determination |
\ _____ ’ \ — — — — J

Point out landmark
points by user and
automatically find
homography matrixes.

Figure 1.12: Flow chart of generating the lookup table for embedded system. This flow
chart illustrate the procedures for generating the lookup table. The procedures includes
image format conversion, fisheye distortion principle, fisheye image rectification, image
warping, and 2D image projection.
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Figure 1.13: BlackFin-561 video processing flow chart. This flow chart illustrate the
video processing sequence in blackfin-561. When receive the input frame from quad split-
ter, the decoder decode video signals into itu-656 format frame data. Then, the DM A move
the frame data into the SRAM through the PPIs(parallel peripheral interfaces). The DSP
core generate the bird’s-eye view image and saved in SRAM. After the whole bird’s-eye
view image has been generated, another DMA will move the result to the encoder. Then,
the bird’s-eye view image frame immediately show on screen.
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Chapter 2

System Setup of Embedded Bird’s-eye

View Driving Assistant System
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In this chapter, we introduce the system setup and preprocessing procedures of the
embedded vehicle surrounding monitoring system. First of all, we introduce the system
setup and image rectification. Then we illustrate the 2D image homography with projection
model. After that, we generate a lookup table according to itu656 image formate used in

embedded system. Finally, we give the summary for this chapter.

2.1 System Setup and Image Rectification

We will introduce the system setup of this embedded vehicle surrounding monitoring
system from each component to the system connections. With those components, we can
obtain the video signals around a vehicle',.compose four cameras’ signal into one channel
video signal, which will be taken ‘as the processing input-of embedded system. The input
video signals will be processed:frame by frame and output to the screen for driver to ref-
erence. At the end of this section, we also show hew to rectify,the image that distorted by

fisheye lens.

(Figure 2.1). is the layout of the vehicle surrounding monitoring system. Four 180 de-
gree fisheye cameras mounted on' front, both sides and réarof a car to monitor surrounding
environment. Those four channels will be combined into one channel by a quad splitter.
The output of quad splitter will be taken as embedded system’s input. While receiving the
input video frame, the embedded system will use this input frame to synthesize the result

and output to a screen for the driver to reference.

In order to capture the environment around a vehicle and reduce the number of cameras,
we use cameras with 1.7mm focal length fisheye lens (Figure 2.2). Each fisheye camera
have 180 degree view angle that can cover one side of the vehicle. Here we use Blackfin-
561 (Figure 2.3) as our embedded platform for real-time video processing. BF561 is a
dual cores embedded system with large on-chip memory and high data throughput, which
tailored for the needs of imaging and consumer multimedia applications. But BF561 only
have one video input and one video output, so we need a real-time color quad splitter

(Figure 2.4) to combine four fisheye cameras’ video signals into one channel video signal.
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Bird’s-eye view driving assistant system

NTSC I/O NTSC I/O
interface interface
Quad Blackfin

Splitter 561

Figure 2.1: Layout of the véhiclé surrounding monitoring system. Components and

connections of the vehicle surrounding ;m’dnitbring system.
= g 71

2.1.1 Mount fisheye canig;‘:is on-a vehicle

The position where we mount.cameras on the vehicle directly effect the reconstruction
of the bird’s-eye view result. The shape of a car in the top view can be simplify as a
rectangle. Each fisheye camera have 180 degree view field, which can exactly cover a view
of one side of the vehicle. Because the bird’s-eye view reconstruction is generated by the
back projection of cameras’ image frames, to mount cameras on the middle of each side
can maximize the utilities of camera CCDs and keep important contents in the middle of
image. Because the fisheye camera calibration and rectification processes may introduce
some errors and the errors will increase according to the distance between target point and
principle point [6, 13], mounting cameras on the middel of each side can reduce the errors
caused by calibration and rectification. (Figure 2.5) are the positions where we mounting
cameras on a vehicle, (Figure 2.6) are the captured scenes. We use Toyota Yaris as the

experiment vehicle.
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(a) Fisheye camera (b) Fisheye lens

(c) Camera €CD (ci).'Fisheye image

T i
l j o b5
Figure 2.2: Fisheye camera,= 1 7mm focal length lens, 1/2 mch CCD and image shoot
by fisheye camera. (a) This is the fisheye-camera we use. (b)(c) The focal length of the
fisheye lens is 1.7mm, and 1n31de the cameraisa’172(inch CCD: This combination allow our
camera to capture a 180 degree’ Vlewmg angle “(d) This:i image is captured by our fisheye
camera. The chess board calibration Jpattern is dlstorteq c_lue to the refraction of the fisheye

lens. 8 i

Figure 2.3: ADSP Blackfin-561 This is BlackFin-561, which have dual cores and large
On-chip memory with high data throughput. With those features, BF561 is tailored for the
needs of imaging and consumer multimedia applications.
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(a) Quad (b) QuadBackSide

Figure 2.4: Quad splitter can resize four channels’ video signals and combind into one
channel video. (a) This is the color quad splitter we use. (b)This is the back side of quad
splitter, there are four video-in channels and three different functional video-out channels.

2.1.2 Fisheye prOJectlon prmmple

The principle of fisheye pro]ectlon 1s that fhe distance between a distorted image point
and the principal point,is roughly! Hrqpqrtlonal to the angle between the corresponding
incoming ray and the optlcal axis [, 1-’7i] (Fléufe ] (b}} The distance between a distorted
image point and the prinéipal point is called radial radlu.s For a fisheye lens with w FOV, a
ray with an incident angle w/2 prolecrted-eﬁee-the outer border of the circular fisheye image.
This means that the resultmg 1mage pomt has the max1mal radius R to the optical axis. The
relation between the angle of ‘incidence and the.resultlng radial radius of the image point is
constant for the whole image. Co-nsequenﬁy the following ratio equation can be set up as

basic equation for the fisheye projection,

2.1)

:U<| =3¢
ISISTRSS

where 7 is the distorted radial radius of a certain image point and 6 is the incident angle of

whose corresponding 3D ray.

2.1.3 Distortion model and fisheye image rectification

We use the Field of View (FOV) [5] as the model of radial distortion(Figure 2.8). With-
out loss of generality, we assume an object point M in the world coordinate, and it project

on the image point 7 = (4, ¥ with incident angle 6 obeying the fisheye projection. Since
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Gl

s, ot ol
(a) Camera 1 on hoo_c_j':'w_—j ¥ — (b) Camera 2 on right side

(c) Camera 3 on left side (d) Camera 4 on rear

Figure 2.5: Four fisheye cameras are mounted on the middle of each side to obtain the
surrounding scenes. (a) Camera 1 for front view. (b) Camera 2 for the view of right side.
(c) Camera 3 for the view of left side. (d) Camera 4 for rear view.
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Figure 2.6: Surrounding scenes captured by four fisheye cameras. This is the surround-
ing scene that captured by four fisheye cameras, these cameras are mounted on the middle
of each side of a vehicle. The video output of four cameras will be composed by the quad
splitter. - /

1
g,
immage plane T’l T
LR — T o _ 5
0= ¢, 0,= 0, R PY, 0, T,
(a) Perspective projection (b) Fisheye projection

Figure 2.7: Comparison between the perspective projection and the fisheye projection.
(a) The refraction angle ¢ of any captured ray is equal to it incident angle # in perspective
projection. (b) The radial radius 7 of a projection is proportional to the incident angle 6 of
corresponding light ray.
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.. rectification

m

= (

7 (

m

&

Figure 2.8: Distortion correction:for fisheye images. The distortion correction is a pro-
cess for rectifying a fisheye projection 72-of a object point M to its perspective projection

m.

and its distortion-free image point m = (i, 0).are in the sameradial direction, the relation

between m and m can be describe by the'telation between their radial radius » and 7

r = tan6- f
(w%) R
= tan | —¢ %
2R tan(g)
Rtan(%)
- tan(2)

and its inverse are

rtan (%)

1 o
7 = —2Rarctan (+
w R

)

(2.2)

(2.3)

(2.4)

(2.5)

The estimation and optimization of model parameters can reference [13,22]. (Figure 2.9)

are the original fisheye images and rectified results.
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(a) The original fisheye image 1. (b) The rectified fisheye image 1.

(g) The original fisheye image 4. (h) The rectified fisheye image 4.

Figure 2.9: Fisheye images and virtual perspective image. (a) Original fisheye image 1.
(b) The virtual perspective image reconstructed from image 1. (c) Original fisheye image 2.
(d) The virtual perspective image reconstructed from image 2. (e) Original fisheye image
3. () The virtual perspective image reconstructed from image 3. (g) Original fisheye image
4. (h) The virtual perspective image reconstructed from image 4.
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Figure 2.10: Calibration patten. The calibration patten is generated according to the size
of parking space.

2.2 Homography - 2D image projection

Once the fisheye camera has been calibrated, all images taken by this camera can be
rectified to the virtual perspective images without the distortion. Straight lines remain
straight in the distortion-free images, it provides convenience for image stitching.

We apply the same approach in [8-+11] to get-the corresponding points in both reference
plane and virtual perspective images of each camera. Utilizing straight lines in the parking
lot, four corners of rectangle parking space are taken as the feature points. Each parking
space (Figure 2.12) is 5 meters in length and 2 meters wide. The calibration patten (Fig-
ure 2.10) is generated according the size. We mark out those corresponding feature points
manually to estimate homography matrixes [18]. Each homography matrixes estimation
is using feature points of the parking space in front of the fisheye camera. This manually
process only have to do once, and the process is like (Figure 2.11). The feature points are
marked in same sequence. We also take this calibration patten as the reference plane, the
size of parking space effect the view field of the bird’s-eye view result directly.

Because vehicles are always driving on the road, we can simply use a flat plane to model
the roadway surrounding the vehicle. Without loss of generality, we assume the ground
around a vehicle is flat and use a virtual flat plane to model it. Each rectified fisheye image

will apply a 2D image projection or homography to map on the reference plane. We serve
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(a) Corresponding points in reference plane  (b) Corresponding points in rectified fisheye

camera image

Figure 2.11: Comparison between the perspective projection and the fisheye projec-
tion. (a) The corresponding points are rparked out manually in the reference plane. (b) The
corresponding points ar¢umarked outrn?anually n rec'tlﬁed fisheye camera image with the
same sequence of (a) SIS :

(a) Parking lot (b) Parking lot 2

Figure 2.12: Parking lot. The parking lot with straight lines. Each parking space is 5
meters in length and 2 meters wide.
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such a plane as reference plane and assume this plane is on the plane Z = 0, the relative
pose between every pair of cameras is invariant, and the Z coordinates of every cameras Z;
are preserved. By Assuming reference plane is on Z = 0 of the world coordinate system.
We can relate a 3D object point M = [X, Y, 1]7 on the reference plane and its 2D image
I

point m = [u,v, 1]* by the perspective transformation. it is also known as homography. It

can be written as s = HM or

hll h12 h13
s = |hyr hay hoy| M (2.6)
h31 h32 h33

where s is a scalar which normalizes the resulting homogeneous coordinate. We can obtain

the inhomogeneous coordinate m by

. 2.7)
hoy X ¥~
e + oY+ Doz 2.8)
S
S — h31X = thY SF h33 (29)

The homography matrix can be estimated by applying SVD (Singular Value Decomposi-
tion) method.

With four pairs of corresponding points, we can estimate the homography matrix which
can project points from the pattern coordinate to the rectified fisheye images. For conve-
nient, we can generate a calibration patten just like the lines of the parking lot and park
the experiment vehicle in the middel of parking space. After getting fisheye images, we
can apply image rectification processes mentioned in section 2.1 to correct those fisheye
images. Then, the homography matrices estimation can be done by marking out the corre-
sponding points in virtual perspective images and calibration pattern manually. Since the
homography matrix H is a 3 by 3 matrix, and hs3 = 1, there are eight parameters need to
be estimated. Because each point have x value and y value, by manually marking out four
pairs of corresponding points the homography matrix can be estimated.

The implementation details of applying SVD method to estimate homography matrix

are revealed below. According to equation 2.6 We have
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U hii hio h13 X
Si |vi| = [ha1 hoa hos Yi (2.10)
1 h31 h32 1 1

P,; = (u;,v;) and P,; = (x;,y;) refer to corresponding points in reference plane and
virtual perspective image, respectively. ,, donate the homography matrix corresponding
to one fisheye camera that can transform points from reference plane to the virtual perspec-
tive image (rectified fisheye image) of the fisheye camera.

Before applying SVD method, the coordinate of corresponding feature points and known
values of homography matrix must be arranged into the equation like AX = B. First, un-

known values in H,; are arranged into a 8x1 vector X, where

X:[hll h12 h32 1

, and the x and y values of each feature point in virtual perspective image can be ar-

ranged in a 8x1 vectorB.

B:[l’o TTTT2TTZ Yo, Y1 Y2 Y3

The corresponding feature points in reference plane will be arrange into a 8x8 matrix

A. The elements in A are generated by belowing equations. Fori =1 to 4 ,where

Aj0 = Q(j+4)3 = Ui,
i1 = Q(i+4)4 = Vi,
A2 = A(i44)5 = L,
iz = @ = a;5 = 0,

A(it4)0 = Q@ira)1 = A(ira)2 = 0,

Qi = —U;T7,
Q7 = —U;Xq,
A(i+4)6 = —UilY1,

A(i+4)6 = —VilY1,
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Figure 2.13: Virtual perspective result. This virtual perspective bird’s-eye view image is
generated by stitching four fisheye cameras’ virtual perspective images into the reference

plane.
B LRREE ..
R e
. T

Then we can apply SVD met:h@'d‘ to sol X :-s.,__B' The X vector can be arrange to
homography matrix H,;, and HW is the mvetd FHM A"'fter-w'(‘-: find homogeaphy matrixes,

| il

the relations between fisheye came;ras and the r.C_fprence pIane:':.&re decided. The projection

:.';_

result is in (Figure 2.13). :f_', : -|-51.-'.- A Gal

Observe (Figure 2.13), the'-Igw reﬁqh.]i'tm%ar t'h:e;' boundary is caused by am-
plified vibration. Compare the ong;n'al ﬁsheye 1mages .(-fl‘1§t1re 2.9 (e)) and (Figure 2.9 (f))
with the virtual perspective bird’s- eye weyig qnjageﬂ thé rectlfy process reduce the informa-
tion contant and decrease the image quality. So after apply image homography, the low
resolution virtual perspective image will be amplified especially in the areas that are far to
the middle of reference plane. On the other hand, the black area in the middle part of virtual
perspective bird’s-eye view image is the vehicle, we can overlap a car figure to illustrate
and let the driver understand the bird’s-eye view image easily.

In order to improve image resolution and increase view field, we apply the same method
in [13]. By using the FOV model mentioned before to warp the virtual perspective image
into a fisheye image (Figure 2.14 (a)). Furthermore, to get the warped image and keep the
resolution and quality, the interpolation must be done in the original fisheye image rather
than virtual perspective one.

On the other hand, we need to manually mark out the left top and right bottom corners
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(c) Partitions of each camera image’s display ar- (d) Overlapping areas in bird’s-eye view image

€as

Figure 2.14: Bird’s-eye view image, overlapping vehicle figure and the partition of
each camera image’s display field. (a) Warped bird’s-eye view image. By applying FOV
model, the warped bird’s-eye view image has better image resolution. (b) The warped
bird’s-eye view image with the vehicle figure inside. (c) The partition of each fisheye
camera image’s display field. (d)The overlapping areas in the bird’s-eye view image.
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of the car figure in the virtual perspective bird’s-eye view image. With this information,
we can also apply the warp effect to a vehicle’s top down view. Then, we put the warped
vehicle figure on the warped bird’s-eye view image (Figure 2.14 (b)). On the other hand,
the left top corner and bottom right corner in virtual perspective bird’s-eye view image can
not only decide the rectangle size of the vehicle, but also decide each camera’s display area.
Since each fisheye camera have almost 180 degree view field and exactly cover one side the
vehicle, we can use these two point to divide the display area of each camera in the virtual
perspective bird’s-eye view image and the warped one. In warping process, these two point
just deside a rectangle in the middel of bird’s-eye view image like (Figure 2.14 (b)), and
also divide the bird’s-eye view image into 9 blocks. The middle block is the vehicle. Each
camera provides one side’s video signal( top, right, left and bottom, total four sides ), and
there are four areas are overlapped by each two neighbor fisheye cameras (the red areas in

Figure 2.14 (d)).

2.2.1 Problems caused.by non-ground level objects

As mentioned before, we _simply use a flat plane to model the roadway around the
vehicle and apply homography- to. project. fisheye: image onto the flat plane model. The
figures of lanes, road signs, manhele covers and road which are belong to ground level are
projected well on the plane model. But in|practice, there are full of obstacles around the
vehicle. We call them non-ground level objects. While camera images are projected onto
the flat plane, those obstacles are also been projected, too. Because the bottom part of a
obstacle is connected with ground, the projection does not distort it. But other patrs above
obstacle will be stretched.

If we fix the camera image display areas of bird’s-eye view image, the figures that
belong to ground level can be stitched together. But those figures of non-ground level
objects are stitched only in bottom parts, and other parts may be covered by neighbor
camera’s image and cause the missing effect. If we average the image in overlapping area,
the bottom parts of obstacles will stitch together, but other parts will fork out from the
bottom, we call it ghosting effect.

This is a serious of bird’s-eye view images (Figure 2.15) while driving car on the pave-
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(a) A tree is missing in (b) The tree’s figure shows (c) The pedestrain is near

bird’s-eye view image. up. the image boundary.

(d) Phe pedestrian is miss- (e) T]}é‘i)edestrian’s figure

ing in bird’s-eye view im- shows up again.
- ||

age.

Figure 2.15: A serious of frames demonstrate the projection of obstacles and the object
missing effects. (a) There is a tree on the right side of vehicle but missing in the bird’s-eye
view image. (b) By moving right side’s camera image on the top level, the tree’s figure is
show up, and there is a pedestrian coming on the left side. (c) In the bird’s-eye view image,
the partition is walking and near the boundary between front camera and camera on left
side. (d) The partition is missing in the bird’s-eye view image. (e) The partition is show up
again.
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ment. There is a tree on the right side of the car. On the left side, there is a pedestrian com-
ing. The object missing effects are happened when objects’ figures is just on the boundary
between different cameras’ display areas in bird’s-eye view image. In (Figure 2.15 (a)),
the tree’s figure is captured by the camera on right side, but can not be seen by the frontal
camera. Since object’s figure will be projected along the line from camera to the bottom of
object. The tree’s figure is stretched into the overlapping area on the right top of bird’s-eye
view iamge and exactly covered by frontal camera’s image. By moving the right side’s
camera image on the top level, the tree’s figure is show up(Figure 2.15 (b)).

The missing effects on (Figure 2.15 (c¢),(d),(e)) is same as previous. When the pedes-
trian is walk on the image boundary, the figure of pedestrian is missing in the bird’s-eye
view image, and will show up after car moving or changing the overlapping area’s video
source. No matter how we divide the display areas, the missing effect still exist. Also,
average the overlapping areas will cause ghosting effect to confuse the driver. Here we
propose a dynamic boundary idéa to eliminaterboth'missing and ghosting effects. If we
can dynamically change the image boundary-rather then, fix the boundary, the missing ef-
fect will no longer misleading the driver, and there are no ghosting effect since we do not
average the overlapping areas.

(Figure 2.16) is the variation.of pixels difference.in right top overlapping area, where is
overlapped by frontal camera and fight.side camera. This serious frame record a pedestrian
walking through, the blue and red line stand for the frontal and right side camera respec-
tively. The image pixels variation is computed by suming the pixels difference between
current frame and previous frame. More variation means the image content is changing
more violent. This case usually happened when something is coming in front of the cam-
era, and we use this property to decide which camera’s image should be projected onto
the overlapping area. Since one object approaching to a camera is relatively removed from
another camera, the figure in differen camera’s image will also relatively changed.

We use the variation to decide the overlapping area’s video source, (Figure 2.17) illus-
trate the result. A pedestrian will walk through the overlapping area, where is overlapped
by camera 1 (frontal camera) and camera 2 (right side camera). When frame number is
18(Figure 2.17 (b)), the pedestrian is in front of camera 1. When frame number is 18, the

pedestrian is walking near the overlapping area, the variation of camera 1 is decreasing
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Figure 2.16: Variation histogram of right top corner overlapping area. This is the
variation of sum of pixels difference between current frame and previous frame in the top
left corner overlapping area. The blue‘and red line stand for the frontal camera and right
side camera respectively. The herizontal-axleis the frame number, and the vertical axle is
the quantity of variation® of sum of pixels difference between current frame and previous
frame.
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(a) Frame number 5 (b) Frame number 18 (¢) Frame number 20

(d) Frame number 52 (e) Frame number 54

Figure 2.17: A serious of frame image about the pedestrian walking through the top
right overlapping area. (a) frame number = 5. (b) frame number = 18. (c) frame number
=20. (d) frame number = 52. (e) frame number = 54.
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Figure 2.18: NTSC frame format. This picture isiconverted from a NTSC frame. The scan
lines are seperated into even and odd fields. The horizental and vertical synchronization
signals are also binding in the frame (the blue line),.and the frame data format is YCbCr.
Two pixels combind into a micro pixel, each pixel has its.own Y value and share the Cb
and Cr with another pixel.

because the pedestrian is walking away. .On the other hand, the variation of camera 2 is
increasing because the pedestrian is coming. When frame number is 20(Figure 2.17 (c)),
the variation of camera 2 is greater than.camera 1, the video source of the right top overlap-
ping area is changed to camera 2, and we can'see the pedestrian’s figure in the bird’s-eye
view image clearly. If we still use frontal camera’s image, the pedestrian will missing in

the bird’s-eye view image.

2.3 Embedded system lookup table generation

In our application, we not only simulate the processing in PC, but also implement this
work in an embedded system. We use Blackfin-561 as our embedded video processing
system. In the embedded system, the frame information is itu-656 NTSC formate. Com-
parthed with PC image processing, the main differents is the scan lines are seperated into

even and odd fields, and the color space is YCbCr format. In order to speed up the im-
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Rectification(C)

Normal image (B)

ITU-656 format (A) Homography &
warp to fisheye view

(E)

Figure 2.19: Image transition. This is the transition flowchart of the vehicle surrounding
monitoring system. The red.arrows represent the image processing flow in PC. The blue
arrow stands for the transition of lookup table which is used in embedded system.

age processing process, we generate a lookup table for embedded system to find the pixel
values of the bird’s-eye view image. Therefore, the lookup table must be seperated into
even field and odd field. Also, the pixel data format in the embedded system is different
from PC site. Two pixels compose a micro pixel, each two pixels has their own Y value
and share same Cb and Cr value. The frame data is saved in embedded memory just like
(Figure 2.18).

One of our goals is to generate a lookup table for embedded system to speed up the
image processing procedure.(Figure 2.19) illustrate the image processing flow of the ve-
hicle surrounding monitoring system. The red arrow stands for the image transition flow

in PC, and the blue line represent the transition relationship of the lookup table. At first,
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the input image (Figure 2.19(A)) is exist in the memory of Blackfin-561 and saved as the
ITU-656 format. We use developing tool from PC site to dump out the image data and con-
vert to normal image (Figure 2.19(B)). Then, we rectify fisheye images in (Figure 2.19(B))
by applying the FOV distortion model, (Figure 2.19(C)) is the rectified result. By mark-
ing out the corresponding points between the calibration patten (Figure 2.19(D)) and each
virtual perspective fisheye image in (Figure 2.19(C)), we obtain the homography matrixes.
Furthermore, we also apply the FOV midel to warp the projection result (Figure 2.19(E)).
Finally, we overlapping those warped projection results and put a vehicle figure in the mid-
dle, the bird’s-eye view image is complete.

However, to obtain the lookup table for video processing in embedded system, the
direction of transition flow must be inverted. In order to get each pixel value of the bird’s-
eye view image (Figure 2.19(E)), we first need to know which partition that the pixel belong
to, and apply FOV model to find the:related pixel in the virtual perspective image. With
the location of our torget point in‘virtual perspectivedimage; we use the homography matrix
to back-project this point to (Figure 2.19(B)): Again, by, using FOV model and 2D image
transition, we can find the pixel value of bird’s-eye view image point in original ITU-
656 frame data. To reduce above transitions, we directly record the relations between
(Figure 2.19(A) and (E)) in the lookup table, and-the'mapping relation just like the blue line.
With this lookup table, the embedded system can directly obtain the pixel values of bird’s-

eye view image rather than compute fisheye image rectifications and image homography.

2.4 Summary of this chapter

This chapter introduce the system setup and configuration of our vehicle surrounding
monitoring system, including fisheye cameras, camera position, quad spillter, and embed-
ded system. Also describe the FOV model, fisheye image rectification, image homography
and image stitching. We also mention about the missing and ghosting effect which caused
by non-ground level objects, and we propose a dynamic boundary approach to eliminate
those defects. Finally, we build a lookup table in PC site, which will speed the image

processing procedures in embedded system.
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Embedded System and Implementation
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In this chapter, we introduce the embedded system and the image processing proce-
dures. First, that’s have an overview of the ADSP Blackfin-561 multimedia processing em-
bedded system, and also introduce the real time image processing procedures in blackfin-
561. Secondly, we will apply a double buffer method to take advantages of memory hier-
archical structure and reduce the data movement delay. Then, we implement the dynamic
boundary idea into the surrounding monitoring system to enhance the visibility of our mon-

itoring system. Finally, we introduce the implementation of our system.

3.1 ADSP Blackfin-561

In this section, we will introduce the features of blackfin-561 and understand the pro-
cessing units in this embedded system. Also, wewill introduce the developing environment
and some important tool to help developer to implement-their application. Moreover, we
will describe the real time videé:processing procedures andrelated hardware units of our

application.

3.1.1 Blackfin-561

The ADSP-BF561 processor [2]1s:a high performance ' member of the BlackfinR family
of products targeting a variety of multimedia, industrial, and telecommunications applica-
tions. At the heart of this device are two independent Analog Devices Blackfin proces-
sors [1]. These Blackfin processors combine a dual-MAC state-of-the-art signal processing
engine, the advantage of a clean, orthogonal RISC-like microprocessor instruction set, and
single instruction, multiple data (SIMD) multimedia capabilities in a single instruction set
architecture. The ADSP-BF561 processor has 328K bytes of on-chip memory. Each Black-

fin core includes:
e 16K bytes of instruction SRAM/cache
e 16K bytes of instruction SRAM

e 32K bytes of data SRAM/cache
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e 32K bytes of data SRAM
e 4K bytes of scratchpad SRAM
Additional on-chip memory peripherals include:
e 128K bytes of low latency on-chip L2 SRAM
e Four-channel internal memory DMA controller
e External memory controller with glueless support for
o SDRAM, mobile SDRAM, SRAM, and flash.
Here we also list features of ADSP blackfin-561:

e Dual symmetric 600 MHz high performance Blackfin cores 328K bytes of on-chip

memory
o Each Blackfin core includes

— Two 16-bitsMACs, two.40-bit ALUs, four 8-bit video ALUs, 40-bit shifter

— RISC-like register and instruetion'model for ease of programming and compiler-

friendly support

— Advanced debug, trace, and performance monitoring
e 0.8 Vto 1.35 V core VDD with on-chip voltage regulator
e 2.5V and 3.3 V compliant I/O
e 256-ball CSP-BGA (2 sizes) and 297-ball PBGA package options
Here is the peripherals of blackfin-561:
e Dual 12-channel DMA controllers (supporting 24 peripheral DMAs)
e 2 memory-to-memory DMAs

e 2 internal memory-to-memory DMAs and 1 internal memory DMA controller
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e 12 general-purpose 32-bit timers/counters with PWM capability SPI-compatible port
e UART with support for IrDA

e Dual watchdog timers

e Dual 32-bit core timers

e 48 programmable flags (GPIO)

e On-chip phase-locked loop capable of 0.5 to 64 frequency multiplication

e 2 parallel input/output peripheral interface units supporting ITU-R 656 video and

glueless interface to analog front end ADCs

e 2 dual channel, full duplex synechronous serial ports supporting eight stereo I2S chan-

nels

The block diagram of blackfin-561 is in (Figure:3.1). ADSP-BF561 system peripherals

include the following:
e Parallel Peripheral Interfaces.(PPIs)
e Serial Ports (SPORTY)
e Serial Peripheral Interface (SPI)
e General-Purpose Timers
e Universal Asynchronous Receiver Transmitter (UART)

All of the peripherals, except for general-purpose I/O and timers, are supported by a
flexible DMA structure, including two DMA controllers (DMA1 and DMA?2) and an inter-
nal memory DMA controller IMDMA). In each of DMA1 and DMA2, there are twelve
programmable peripheral DMA channels and two separate memory DMA streams dedi-
cated to data transfers between the DSP’s memory spaces, which include external SDRAM

and asynchronous memory. Multiple on-chip buses provide enough bandwidth to keep the
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Figure 3.2: VisualDsp++. This is the IDE (Integrated Development Environment) of ADSP
blackfin-561. The environment is like windows visual studio 2005, and there are a lot of
developing tool for developers to debug or measure the performance of applications.
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processor core running even when there is also activity on all of the on-chip and external
peripherals.

(Figure 3.2) is the IDE (Integrated Development Environment) of ADSP blackfin-561.
The programming language is similar to C, and the environment is similar to visual studio
2005. There are some useful tools that can help developers to debug, adjust, and improve
the application performance. Furthermore, the instructions and implementation details can

reference [1-3].

3.1.2 Real time image processing procedures in blackfin-561

The most important features of blackfin-561 is the dual Parallel Peripheral Interfaces
(PPIs). With PPIs, blackfin-561 can receive and transmit video frame data simultaneously.
Moreover, there are multiple DMAS can not only. speed up the data movement procedures,
but also cooperate with hierachical memeory.te impreve data throughput.

(Figure 3.3) is the real time-video processing.flow chart of ADSP blackfin-561 embed-
ded system. The video“input signal is the‘output signal from the quad spillter. The signal
is transmited by the coaxial cable, and the video sigan] is ITU-656 NTSC format. NTSC
format have 525 scanlines; and each scanline have 1716 bytes including vertical and hor-
izontal synchorization signals;-blanks, and image data. The image data are seperated into
even and odd fields, each have 243 scanlines, ‘and each scanline is 1440 bytes that contain
360 micro pixels. The image data is in YCbCr color space. Each micro pixel is composed
by two pixels and each pixel has its own Y value and share the same Cb and Cr with other
pixel. Y value is the illumination of a pixel, Cb and Cr are the color values.

The video input signals will be decoded by a ADV7183 decoder, the decoder will con-
vert the received signals into frame data (the purple path in Figure 3.3). So the developer
only have to config the registers to control the decoder and use a DMA to move the frame
data into the SRAM (the orange path in Figure 3.3). After we move the whole frame data
into the SRAM, the DSP core can access the frame data and generate the pixel values of
bird’s-eye image (the blue path in Figure 3.3).

As mentioned before, we use a table to record the pixel mapping information between

the input frame data and the bird’s-eye view result. The DSP core can fill the result image
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Figure 3.3: BlackFin-561 video processing flow chart. This flow chart illustrates the
video processing sequence in blackfin-561. When receiving the input frame from the quad
splitter, the decoder begin decoding video signals into itu-656 format frame data. Then,
the DMA move the frame data into the SRAM through the PPIs(parallel peripheral inter-
faces). The DSP core generate the bird’s-eye view image and saved in SRAM. After the
whole bird’s-eye view image has been generated, another DMA will move the result to the
encoder. Then, the bird’s-eye view image frame immediately show on screen.
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according the lookup table. The work of DSP core can be divide into two parts, one is
looking up the mapping table to get the pixel values from input frame image, and other is
to save the generated result into the output frame buffer in SRAM. Because the DSP core
need more clock cycles to access data in SRAM, we can utilize the on-chip cache to reduce
the access time. On the other hand, the search range of pixel mapping is the whole frame
image, and the searched image data is less spatial and temporal locality. It is necessary for
DSP core to directly access the input frame in L2 SRAM. But the output result of bird’s-
eye view image has sequential and have the spatial locality. Rather than directly save result
data in L2 SRAM, we use two small buffer in L1 cache to contain partial results of the
bird’s-eye view image. The data moving from L1 cache to L2 SRAM can be dealed by
memory DMA. Since DSP core accessing cache faster than SRAM, the clock cycles can be
reduced. The data moving and data processing can simultaneously be done by DMA and
DSP core, respectively.

Due to the limit of cache size, each buffet. can only contain a part of the whole frame.
Therefore, we divid a frame into-36 sub-frames; which means each buffer has 120x81 pixels
(since the whole frma¢has'720x480 pixels): On the other hand, if there is only one cache
buffer, the buffer is available after.the lookup table result has been moved to SRAM. To
reduce the data transiting time; we apply. the pipeline. mechanism [15] to overlap the time
of filling buffer and moving data. The pipeline.mechanism is using two buffers at the same
time. Assume there are buffer 0 and buffer,1. At first, one buffer is containing partial result
of bird’s-eye view image, and another buffer is idling. After buffer O is full, the core keep
looking up table and filling the result in buffer 1. The data in buffer O is moved by a MDMA
(memory DMA) simultaneously. Because the data moving is a sequential task, but filling
buffer according to the table is not. So filling buffer take more cycles than data moving. We
use the time of filling up buffer to switch two buffers, and the processing time and moving
time can be overlapped. Moreover, we can also apply the pipeline mechanism in the frame
receiving. Since the DMA (for frame input) is idling while the DSP core is processing. We
can also use two buffers for receiving data from decoder and for DSP core accessing. The
processing time and frame receiving time can be reduced. This pipeline mechanism greatly
enhence the data throughput and increase the processing speed.

After the whole frame of bird’s-eye view image is generated, the frame data must moved
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(d) Frame number 52 (e) Frame number 54

Figure 3.4: Frame images when a pédestrian is Wdlkin_g through the right top corner
of vehicle. . ;

I 1
iElS
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to encoder to encode and output (the green path in Figure 3‘3) Here is another DMA
copy the frame data from SRAM to the ADV7179 encoder tHrough PPI (the red path in

Figure 3.3). The embedded sysfem keep, dgiﬁg the same work for next incoming frame and

also output previous result simultaneously.

3.2 Implementation of dynamic boundary

This section describe the implementation of dynamic boundary mechanism. Since the
fixed image boundary will cause object missing (Figure 2.17 (a)(d)), we propose this idea

to change the image source of overlapping area, and also move the image boundary.

For example, the pedestrian belong to the non-ground level object. When a pedestrian is
walking around the right top corner of a vehicle, the camera of frontal and right side record
the pedestrian’s figures. (Figure 3.4). We use the sum of difference quantity to trigger the

change of image source in the right top overlapping area (Figure 3.5).
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Figure 3.5: Sum of difference quantity in overlapping area. This is the flow chart for
switching the image source of overlapping area.
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(a) Frame number 5 (b) Frame number 18 (¢) Frame number 20

(d) Frame number 52 (e) Frame number 54

Figure 3.6: Bird’s-eye view image when a pedestrian.is walking through the right top
corner of vehicle.

S(n,t) £ Z Z \P(t)csg) = P(t — )i, 7)) (3.1

Where n is the camera number; £iis the frame sequencer P ()i, j) is the pixel value of
camera number n at frame number ¢, 7'and j 1S the coordinate index of pixels in overlappint
area. S(n,t) is the sum of difference between frame ¢ and frame ¢ — 1 of overlapping area
of camera n. Then we use S(n, t) to compare the vatiation of different image source of the
overlapping area. (Figure 2.16) is the variation of sum of difference when the pedestrian is
walking around the right top corner.

(Figure 3.6) is the corresponding bird’s-eye view results of (Figure 3.4).

In order to compare current frame and previous frame, we use two buffers to contain
current frame and previous frame. After current frame have been processing, those two
buffers switched. On the other hand, there are four overlapping areas need to compute.
Using the whole overlapping area’s data to compute the difference quantity is a time con-
suming task. Since the difference of neighbor pixels is small, we can down sampling the

overlapping areas to compute the sum of difference quantity and also reduce the buffer size.
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On the other hand, the camera image may contain a lot of noises, if we directly use the
differences summation to trigger the switching, the switching result may be influenced by
noises, and the change frequence may become too fast. In order to keep the stability of
image boundary, we use a counter to counting the results of comparing difference quantity,
and also define a threshold about the condition of changing image source. Comparing the
summation of difference quantity can be treated as the competition of image source. The
image source will supply by the side with more difference quantity. In other word, the way
win more times of the competitions, the way dominate the image source of the overlapping

area.

Assume there are A and B two image sources and the overlapping area is dominated by
A. The initial of the counter is equal to the threshold value. If source A win the competition,
the counter will increase by one and can not greater than the threshold. But if source B win
the competition, the counter is dreased by one. If the counter is equal to zero, the image
source will switch and the counter will initial to'the threshold value. While receiving a
frame, there is a new fun of competition! If B can not win the competition more times
than the threshold value, the image source is still dominate by A, but if the number of
times that B win the competitions is'greater than the threshold value, the image source will
change to B and the counter also initial-to-the threshold value. With this competition and
the threshold, the image source will not influenced by noises easily. However, the threshold
value become the trade off between stability and sensitivity, and we set five to the threshold

value in our experiment.

3.3 Implementation of surrounding monitoring system

As previous mentioned, we divide a frame into 36 sub-frames. Because the display
areas are not fixed, the pixel mapping relations is changed according to the comparing
results of 3.2. Furthermore, the location of buffer will change, so we have to record those
information to enhence the processing speed of embedded system. We use a table to record
the information, and use the buffer number and partition number as the index of table. The

buffer and the bird’s-eye view image partition can be treat as two rectangles and have their
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own position in the frame. If they have intersection, the DSP core need to fill the buffer
with the image data of the intersection. Those information can be computed previously by

PC, which including:

e Have intersection?

X and Y coordinate of the left top corner of the intersection

X and Y coordinate shift for buffer

The width and height of the intersection

X and Y index of the lookup table
e X and Y coordinate shift for table

During the buffer filling procedure, the DSP core need.to check whether the buffer and
bird’s-eye view image partition;have intersection? If yes, the intersection in the buffer will

be filled with the result according to-the lookup table.

3.4 Summary of this chapter

This chapter introduce the embedded system-we used and the the implementation details
of real time video processing in embedded system. The features of ADSP blackfin-561, and
the developing environment of embedded system are also mentained. We also reveal the
key points of real time video processing in blackfin-561 and apply the pipeline mechanism
to reduce the redundant time of data moving. We also describe the implementation of
dynamic boundary, which can dynamically decide the image source of overlapping areas
with stability. Finally, we describe the procedures of filling the cache buffer and list out

important informations of lookup table that can be obtained previously in PC site.



Chapter 4

Experimental Results
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In this chapter, we demonstrate the performance of proposed method and system. We
implement the proposed method for homography matrixes calibration and display areas
seperation of bird’s-eye view image. The procedures are implemented in C/C++ language,
compiled by Microsoft Visual Studio 2005 compiler and executable on WindowsXP plat-
form. On the other hand, the application of embedded system is implemented and compiled
by Visual-DSP++ 5.0. The executable file will be loaded into the ADSP BlackFin-561 plat-

form to execute.

In first section, we demonstrate the results of fisheye image rectification and homogra-
phy projection. Then, we generate a bird’s-eye view image according to the rectification
and projection results, and we use this bird’s-eye view image to divide the display areas.
Once the display areas are decided, the mapping relationship will be recorded in a mapping
table. In the second section, we use a real-time timer to measure the performance of our
system. Moreover, we also demonstrfate the functionalities of our surrounding monitoring

system in different situations.

4.1 Results of Image rectification and 2D image projection

After we mount four fisheye cameras on the vehicle; those four fisheye cameras’ video
signals will be collected by a quad spillter. As shown on (Figure 4.1) each channel will
be scaled and arranged. The left top image belongs to frontal camera, the right top image
belongs to right side camera, the left bottom image belongs to left side camera, and the
right bottom image belongs to the rear camera.

As mentained before, we park the vehicle in the parking lot, and use lines of parking
spaces to calibrate the homography matrixes. But lines in these four fisheye images are
distorted by fisheye lens, so we apply FOV model to rectify these fisheye image. We
first clip each cameras’ image from (Figure 4.1), and resize to 640x480 (The resolution of
clipped image is 320x240.). (Figure 4.2 (a)(b)(c)(d)) is the resized result. After getting each
cameras’ image, we apply the FOV model to rectify (Figure 4.2 (a)(b)(c)(d)) to (Figure 4.3
(@)(b)(©)(d)).

The lines of parking space are corrected, then we can use rectified results to calibrate
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; — .
Figure 4.1: Output i lmage of the qu;d| splllter ThlS isa output image the of quad spillter,
four fisheye cameras’ images will be sdaled and arranged by the quad spillter.

i ; S
homography matrixes. _(F1gure 4 4}-(F'rg'urc-4r5) (Fl_gure 4.6), (Figure 4.7) are the corre-
sponding points in four rectlﬁed bird’s- -eye Vlew 1mages and the calibration pattern. By
marking out those correspondlng pomts we can estlmate the homography matrixes. (Ta-
ble 4.1), (Table 4.2), (Table 4.3), (Table 4 4) list out the X and Y index values of corre-
sponding points and the homography matrixes that can project points in calibration pattern

to rectified fisheye image.

The lines of parking space are corrected, then we can use rectified results to calibrate

homography matrixes.

After finishing homography matrixes estimation, we project four rectified fisheye im-
ages onto the calibration pattern. The homography matrix can translate the point index of
calibration pattern into the point index of a rectified fisheye image. We can find the cor-
respoinding pixel value in a rectified fisheye image. (Figure 4.8) is the projection results
of four cameras’ images. These cameras’ images are all projected to the same calibration

pattern, and we can align them simply by overlapping. The black parts in the projection
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e ’f'“w_ (b) ffrpage of camera 2

(c) Image of camera 3 (d) Image of camera 4

Figure 4.2: Fisheye images. (a) Camera 1 for front view. (b) Camera 2 for the view of
right side. (c) Camera 3 for the view of left side. (d) Camera 4 for rear view.
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(c) Rectified image of camera 3 (d) Rectified image of camera 4

Figure 4.3: Rectified fisheye images. (a) Rectified image of camera 1 for front view. (b)
Rectified image of camera 2 for the view of right side. (c) Rectified image of camera 3 for
the view of left side. (d) Rectified image of camera 4 for rear view.
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(a) Rectified image of camera 1 with four corre- (b) Calibration pattern with four corresponding

sponding points.

points.

Figure 4.4: Corresponding points (a)-Four corresponding points stand for four corners
of a parking space in front of the vehicle. (b) The corresponding points in the calibration

pattern.
Table 4.1: Corresponding points of Camera 1
Rectified fisheye image Calibration pattern
Camera 1
X Y X Y
pair 1 302 209 297 73
pair 2 329 211 342 73
pair 3 250 242 297 184
pair 4 369 243 342 184
0.876804 —1.95625  144.722
H,y 0.266681 —1.2415 192.97
0.00108092 —0.00619728 1
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(a) Rectified image of camera 2 with four corre- (b) Calibration pattern with four corresponding

sponding points. points.

Figure 4.5: Corresponding points (a) Four corresponding points stand for four corners
of the parking space on the right side of the vehicle. (b) The corresponding points in
calibration pattern.

Table 4.2: Corresponding peints of Camera 2

Rectified fisheye image Calibration pattern
Camera 2
X Y X Y
pair 1 119 252 342 184
pair 2 234 193 387 184
pair 3 354 203 387 295
pair 4 391 245 342 295
—0.887621 —0.439827  374.303
H, —0.439301 —0.138697 154.18
—0.00285795 —0.000588154 1
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(a) Rectified image of camera 3 with four corre- (b) Calibration pattern with four corresponding

sponding points. points.

Figure 4.6: Corresponding points (a) Four corresponding points stand for four corners of
the parking space on the left side ofithe vehicle, (b) The coftesponding points in calibration
pattern.

Table 4.3: Corresponding points of Camera 3

Rectified fisheye image Calibration pattern
Camera 3
X Y X Y
pair 1 463 248 297 184
pair 2 390 198 252 184
pair 3 261 197 252 295
pair 4 204 245 297 295
—0.9365791 —0.299037  393.497
Hs —0.438042 0.00236863  161.967
—0.00294331 2.40374e — 005 1
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(a) Rectified image of camera 4 with four corre- (b) Calibration pattern with four corresponding

sponding points. points.

Figure 4.7: Correspondingpeints (a) Four corrésponding points stand for four corners of
the parking space in rear of the vehicley (b), The corresponding points in calibration pattern.

Table 4.4: Corresponding points of Camera 4

Rectified fisheye image Calibration pattern
Camera 4
X Y X Y
pair 1 266 246 342 295
pair 2 366 246 297 295
pair 3 305 209 342 406
pair 4 332 209 297 406
0.359262 —1.25785  205.194
H, —8.71716e — 011  —0.769123  187.121
—5.37521e — 013 —0.00393786 1
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(a) Projection result of camera 1 (b) Projection result of camera 2

(c) Projection result of camera 3 (d)=Projection result of camera 4

Figure 4.8: Projection results. (a) Projéction result of camera 1. (b) Projection result of
camera 2. (¢) Projection result of camera 3. (d) Projection result of camera 4.

results means there are no image contents in those area. While we overlapping those pro-
jection results, we can ignore those black parts by giving a zero weighting while blending.

(Figure 4.9 (b)) is the result of overlapping.

We decide the location and size of vehicle’s figure before warping. The blank part in
the middle of (Figure 4.9 (a)) is the body of our vehicle. We use corners in left top and
right bottom to represent the location and size of vehicle’s figure (Figure 4.9 (b)). In next

step, we apply FOV model to warp those projection results (Figure 4.10(a)(b)(c)(d)).

After warping, the left top and right bottom corner of vehicle figure (Red points in

(Figure 4.9 (b)) also transit away principle center. These two warped points will be used
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(a) Result without the vehicle figure (b) Result with the vehicle figure

Figure 4.9: Overlapping results. Overlapping for camera images’ projection results. (b)
Overlapping result with the figure of a vehicle.

cameras.

4.2 Results of surrounding monitoring system and system

performance

We demonstrate some sample views of vehicle surrounding monitoring system in dif-

ferent situations and measure the performance of our system.

4.2.1 Reverse Parking

In first case, we demonstrate a reverse parking scene (Figure 4.13 (a)). While the driver

sitting in the driving seat, the visibility is restricted (Figure 4.13 (b)). It is difficult for the
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(a) Warped projection result of ‘¢ameral (b) Warped'projection result of camera2

(c) Warped projection result of camera3 (d) Warped projection result of camera4

Figure 4.10: Warped projection results. (a) Warped projection result of camera 1. (b)
Warped projection result of camera 2. (c) Warped projection result of camera 3. (d) Warped
projection result of camera 4.
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(a) The warped projection result.of camera 1 is (b) ;The warped projection result of camera 2 is

seperated into three parts seperated into three parts

(c) The warped projection result of camera 3 is (d) The warped projection result of camera 4 is

seperated into three parts seperated into three parts

Figure 4.11: Partitions of each cameras’ warped results. (a) Partitions of frontal image.
(b) Partitions of right side’s image. (c) Partitions of left side’s image. (d) Partitions of rear
image.
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Figure 4.12: Partitions of bird’s-eye view image: The bird’s-éye view image is seperated
into nine parts by left top and right bottom corners of the warped vehicle figure.

(a) Reverse parking (b) The real scene of reverse (c) Resticted visibility of driver

parking

Figure 4.13: Reverse parking. (a) A chart of reverse parking. (b) A real scene of driver’s
view. (c) Resticted visibility of driver.
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(e) Reverse parking 5 (f) Reverse parking 6 (g) Reverse parking 7 (h) Reverse parking 8

Figute 4.14: Frameserious of reverse parking.

driver to estimate the distance between vehicle and othér cars. But driver can reference the
bird’s-eye view image through the vehicle surroundingmonitoring system, and can clearly

see another car as well as lines of parking space (Figure 4.14).

4.2.2 Reverse driving

The second case is reverse driving. The visibility of driver is same as reverse parking.
We can compare the real scene images (Figure 4.15 (a)(c)(e)(g)) with the bird’s-eye view

images (Figure 4.15 (b)(d)(f)(h)).

4.2.3 Driving in the narrow alley

When driving through a narrow alley, the driver’s eyesight is restricted by buildings or
walls on both sides. Bird’s-eye view image is useful in this situation. It is easily to see the
buildings and walls clearly and can avoid collision. Moreover, our system can automati-
cally change image to see obstacles in the intersection of the alley. Not only eliminate blind

spots, but also give driver more time to response for pedestrians or cars from left or right
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o D
(a) Real scene 1 of (b) Bird’s*eye view 1 (c) Real scene. 2 of (d) Bird’s-eye view 2

L |y I o, R ..
reverse driving of reverse driving—- reverse driving. .+  of reverse driving
e = B o

(e) Real scene 3 of (f) Bird’s-eye view 3 (g)! Real scene 4 of (h) Bird’s-eye view 4

reverse driving of reverse driving reverse driving of reverse driving

Figure 4.15: Frame serious of reverse driving.
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(a) Intersection 1 (b) Bird’s-eye view image 1 of

intersection in alley

(¢) Intersection.2 (d) Bird’s-eye view image 2 of

intersection in alley

(e) Intersection 3 (f) Bird’s-eye view image 3 of

intersection in alley

Figure 4.16: Frame serious of driving through the intersection in an alley. (a) There is
a pedestrian behind the building, but can not be seen by the driver. (b) The bird’s-eye view
image shows the figure of the pedestrian. (c) Two seconds later, the pedestrian can be seen
by the driver. (d) The bird’s-eye view at the same time of (c). (e) The pedestrian is walking

in front of the driver. (f) The bird’s-eye view at the same time of (e).
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side. (Figure 4.16 (a)(b)(c)(d)(e)(f)) is the frame serious of driver’s eyesight and bird’s-eye
view images at the same time.

(Figure 4.17 (a)(b)(c)(d)) is a child walking through the intersection. The child is
shorter than the pedestrian in (Figure 4.16), and more difficult to be seen by the driver.
In (Figure 4.17 (a)), when the child is walking to the same position of the pedestrian in
(Figure 4.16 (c)),the driver still can not seen. But we can find the child’s figure in (Fig-
ure 4.17 (b)). When the child is in front of the driver (Figure 4.17 (c)(d)), driver may just

notice that there is a child in front of the car.

4.2.4 System performance

We measure the system performance by using a timer to count execution time and a
counter to record the frame number we processed: -The maximum system clock rate of
ADSP BlackFin-561 is 133MHz,sand the timer counting«in the same frequency. We set
the timer to count 1.332107 times to ¢ount 10 seconds;. After time out, the timer will send
a interrupt to DSP core and output-the processed frame.number. The processing speed
of this vehicle surrounding menitoring system'is 14.3 frame per second. Each frame will
need 0.06993 second to process. We also use-asstatistical profiling tool to observe the time
cost of each functionality. The two major parts 1s filling/buffer and decide image sources
of overlapping area. It takes 46.44% of execution-time.to fill buffers by looking up table,
41.49% to compute the sum of pixels’ differences in overlapping areas as well as decide

the image sources of these four areas.
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Figure 4.17: Frame serious of driving through the intersection in an alley. (a) There is
a child behind the building, but can not be seen by driver. (b) The bird’s-eye view image
show the figure of the child. (c) Four seconds later, the child can be seen by driver. (d) The

(a) Intersection'4’ (b) Bird’s-eye view image 4 of

intersection in alley

(c) Intersection 5 (d) Bird’s-eye view image 5 of

intersection in alley

bird’s-eye view at the same time of (c).
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In this thesis, we develop a driving assistant system which provides the bird’s eye view
image of vehicle surrounding. In this system, four fisheye cameras are mounted around
a vehicle to capture images of the surroundings from four sides of a vehicle. All fisheye
images are rectified to the virtual perspective images according to the fisheye distortion
model and these rectified images are stitched together to synthesize the bird’s-eye view
image. This bird’s-eye view surrounding monitorint system involves two major techniques,
finding pixel mapping relationship and real time image processing in embedded system. We
propose a simple method to define the mapping relationship, and novel methods to ensure
the visibility of obstacles around the surrounding of a vehicle.

For finding the pixel mapping relationship, we first rectify the fisheye image with the
FOV distortion model. Then, we proposed a simple method by using lanes in parking lot to
calibrate the homography matrixes. The fisheye distortion model help us to rectify or warp
image easily. The curved line become straight in the rectified fisheye image, and the image
quality and resolution of warped bird’s-eyerviewrimiage is‘better than virtual perspective
image. The calibration procedures of homegraphy mattixes is simple and effective, only
requires to mark out the corresponding points in.calibration pattern and in rectified fisheye
images once. Then, the pixel mapping information can be decided, and this mapping rela-
tion can be recorded into a look up, table.to reduce .the computation of embedded system
and complexity of application implementation in embedded system.

For real time image processing in embedded system, we proposed a novel method to dy-
namically decide the image source of overlapping area. With this feature, we can eliminate
the missing and ghosting effects of the bird’s-eye view. We also utilize memory hierarchi-
cal structure and apply pipeline mechanism to speed up the image processing in embedded
system.

The fisheye images taken from four fisheye cameras on front, both sides, and rear are
combined in a bird’s eye view image. The blind-spot-less image of vehicle surroundings
is synthesized and displayed on a screen for driver to reference. With the support of this
bird’s-eye view vehicle surrounding monitoring system, drivers can easily maneuver their
vehicles by surveying the surrounding area of their vehicles on a single screen. Driver can
avoid collision with the obstacles which appear in the blind spot area around their vehicles.

Parking a vehicle into a narrow parking space also becomes an easy task. While there are
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obstacles approaching the vehicle, the bird’s-eye view image will show out immediately,
The proposed vehicle monitoring system not only provides an easy and efficient way for
maneuvering vehicles but also provides the higher safety level for passengers and pedestri-

ans.
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