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嵌入式環車監控系統 

學生：凃淵耀 指導教授：陳永昇 

國立交通大學資訊科學與工程研究所碩士班 

摘 要       

 
我的碩士論文的研究題目是視訊式的停車駕駛輔助系統，目的是希望透過整

合多台攝影機畫面，產生汽車周圍 360 度的景象供駕駛人參考。這個問題牽涉到

魚眼相機的影像校正、反扭曲、影像接合、以及嵌入式系統的影像處理等多項議

題。 

裝置在汽車前後左右的四台魚眼攝影機，畫面透過四分割器整合輸入到嵌入

式系統(ADI 的 Blackfin561)，經過校正後在 PC 上先產生 Mapping table，嵌入式

系統利用此 mapping table 產生圖二的結果，並及時的輸出在液晶螢幕給汽車駕駛

人參考。 

當障礙物出現在畫面接合處時，會因為攝影機視角的不同的關係產生鬼影或

消失的狀況。針對這個問題，我也提出了解決的方法，並實作在嵌入式系統上。 
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ABSTRACT 
What surrounds a vehicle effects vehicle maneuvering. Since there are a lot of 

blind spots around a vehicle, which lead to difficult maneuvering and endanger 
passengers and pedestrians. In this thesis, we develop a low cost but efficiency driving 
assistant system which provides the surrounding image of a vehicle in bird’s-eye view. 
By using a DSP chip and a fast-image-stitching algorithm as well as 4 fisheye cameras 
mounted around a vehicle, this system can instantly generate a vertical view of the 
vehicle from the top. This enables the driver to have a bird’s-eye view of their car and 
its surroundings without any blind spots. We also propose a novel idea to ensure the 
obstacle’s figure will show on the bird’s-eye view image. 

This vehicle surrounding monitoring system involves two major techniques, one is 
to find out the pixel mapping relationship between fisheye cameras and bird’s-eye 
view image, and the other is the real time image processing in embedded system. We 
propose some simple methods to find out the mapping relationship, including the 
fisheye image distortion 

model, fisheye image warping and rectifying. Then, we generate a lookup table for 
speeding up image processing in embedded system. On the other hand, we utilize the 
memory hierarchical structure and apply pipeline mechanism to enhance the 
throughput of embedded system. We also implement a dynamic boundary idea to let 
the system automatically switch image sources and reduce probability of missing 
obstacle’s figure in bird’s-eye view image. Finally, a bird’s-eye view image is 
generated. 

With this bird’s-eye view surrounding monitoring system, drivers can quickly 
understand the surrounding environment around the vehicle. Driving and parking 
become more easily and safely. 
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Introduction



2 Introduction

1.1 Background

1.1.1 Driving Safety

Road safety is a critical issue. There are a lot of blind spots around the vehicle and it is

especially dangerous that drivers fail to note the road conditions in blind spots. According

to statistical information in 2007 year from Ministry of Transportation and communication

R.O.C., there are total 2463 road traffic accidents. The second is fail to note road conditions

that 460 counted. In recent years, vehicle-mounted cameras have grown in popularity as a

tool for enhancing driver safety. There is growing global interest in car-mounted cameras

as a means for providing an improved driver view to facilitate safer driving.

Lanes Detecting The information of the lanes ahead can be used to determine the lateral

position of the vehicle and correct the position and heading direction of the vehicle to

follow road and prevent running off the road. This technique includes lane detection

and lane tracking [19]. Lane detection is the process of determining the location of

lane boundaries and estimating the local geometry structure of the lane ahead. Lane

tracking involves determining the location of lanes in a sequence of consecutive im-

ages using information about the lane location in previous images. Lanes detecting

system consists in warning, suggesting or correcting the driver if he has not mani-

fested the aim of a voluntary lane change or if his speed is not adapted with the road

configuration (Figure 1.1). It is essential for many intelligent vehicle applications,

including lane departure warning, lateral control and autonomous driving etc.

Front vehicle detecting In most crashes between vehicles, a vehicle bumps to another is

in it heading direction. According to vehicle accident statistics, the main threats to a

driver are from other vehicles. Consequently, robust and reliable front vehicle detec-

tion is useful to alert a driver about other frontal vehicle whose distance apart from

our vehicle is less than the safe distance and to prevent accidents due to sudden brak-

ing of the other vehicle. This problem can be solved easy by using active sensors to

measure the distance of the front vehicle. However, since these equipments are much

expensive than the video cameras, the vision based approach using binocular stereo
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Figure 1.1: Examples of lane detection. On the freeway, the lanes are detected to deter-
mine the lateral position of the vehicle.

analysis is preferred for vehicles detect [12, 20, 23]. The binocular stereo can also

be done by fisheye camera [4], and the related fisheye epipolar geometry can refer-

ence [14]. A successful vehicle detection algorithm comprises vehicle recognition,

vehicle tracking, and collision avoidance.

Surroundings monitoring Due to the structure of the vehicles, many areas around the

vehicle become blind spots and those areas are threats to the driving safety, especially

the area beneath rear window (Figure 1.2). Rear view cameras are becoming more

of a standard feature these days. It is helpful when reverse car into a narrow parking

space. But many other blind spots also exist along both sides of the vehicle, the right

and left rear-view mirrors are used in the conventional driver support to help driver to

know the environments where. But there exists a potential danger of bumping into the

front obstacle, since the driver is distracted on the rear-view mirrors. Consequently,

a surroundings monitoring system composed of multiple cameras eliminates blind

spots from around the vehicle. It provides the driver awareness of what surrounds a

vehicle without turning his head by displaying all images of blind spots behind him

on the central monitor.
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Figure 1.2: Blind spots of a vehicle. Many blind spots exist around a vehicle, especially
on the rear and both sides of a vehicle. In this figure, the blind spots and visible area are
marked in red and blue respectively.
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The geographic information provided through a camera view is less, since the images

are displayed separately on the central monitor. If an obstacle appears in one of images

suddenly, the driver may take a few seconds to estimate the azimuth and distance of the

obstacle relative to the vehicle, and may lose the golden time for maneuvering the vehicle

to avoid collision with the obstacle.

In this thesis, we focus on the advanced surroundings monitoring which provide a

bird’s-eye view around a vehicle. The surroundings monitoring system could display the

images of the blind spots by utilize four cameras mounted around the vehicle that film the

roadway surrounding the vehicle. Their images are processed into a virtual bird’s-eye view

2-D image that is shown on a monitor. By those vision based assistance system, drivers can

easily understand surrounding environment and avoid barriers as well as accidents.

1.2 Survey of vehicle surrounding monitoring system

We will introduce the related works in this section. The related works of vehicle sur-

rounding monitoring system including :

1 Nissan around view monitoring system

2 Honda multi-view camera system

3 Fujitsu warparound view of vehicles in real time

4 Truck driving assistant system with catadioptric camera

5 Bird’s-eye view vision system for vehicle surrounding monitoring

1.2.1 Around view monitoring system - Nissan

Around view monitoring system (Figure 1.3) is a parking assistant system that devel-

oped by NISSAN. The set-up uses four ultrawide-angle cameras mounted on the front,

sides and rear of the vehicle, which combine to give a complete 360-degree view around

the vehicle.
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(a) Around View Monitoring system (b) AVM system setup

Figure 1.3: Around View Monitoring system developed by NISSAN. (a) The Around
View Monitoring system. (b)The system setup of AVM system.

(a) Frontal camera (b) Side camera

Figure 1.4: Cameras of AVM system. (a) The frontal camera of AVM system. (b)The
right side camera of AVM system.
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(a) Parking car on road side (b) Reverse into parking space

(c) Frontal image mode to see the incoming car

from left and right side

(d) Side image mode for driving through a nar-

row way

Figure 1.5: Honda Multi-view camera system. (a) A mode of parking. (b) Another
parking mode for reverse parking. (c) This mode is a warped frontal image. (d) This mode
is used for driving through the narrow street.

That’s take a look of the camera setup in AVM system. The frontal camera is mounted

on the hood, just above the mark of NISSAN (Figure 1.4 (a)). The side camera is mounted

on the side mirror of both side (Figure 1.4 (b)). According to (Figure 1.3 (a)), they use a flat

plane to model the surrounding roadway and divide four display areas which corresponding

to four cameras. There exist a black line between each display area, which dose not have

image information but using sensors to detect obstacles. If there are obstables near the

corner, the sersor will alert the driver.
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(a) Camera setup (b) Curved plane (c) Warparound view of vehicle

Figure 1.6: Warparound view developed by fujitsu laboratories. (a) The camera setup.
(b) The surrounding environment model is a curverd plane. (c) The warparound view of
vehicle.

1.2.2 Multi-view camera system - Honda

Multi-view camera system is developed by Honda. The camera setup and the system

display area division is similar to AVM, but this system can manually switch the display

mode for different situations. While parking the car on road side or reversing, driver can

switch to the parking mode to reference the bird’s-eye view image (Figure 1.5 (a) (b)).

When driving through a narrow street, there is a side image mode can see the surrounding

image of the front wheels(Figure 1.5 (c)). While driving in lanes, driver’s view field may

be blocked by walls near the car. There is also a frontal image mode, which can help driver

to see the incoming vehicles from left or right directions(Figure 1.5 (d).

The multi-view camera system also use a flat plane to model surrounding roadway, and

the display areas of each camera is fixed.

1.2.3 Warparound view of vehicle - Fujitsu

This is a driving assistant system developed bu fujitsu laboratories. They also develop a

SOC chip that includes all the parts and functions usually found in a complete system, such

as a microprocessor, chipset, video chip, and memory. This system also support OpenCL-

ES libary to handle 3D graphics and display. Comparing with previous system, the camera
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(a) Rear view (b) Turning left (c) Warparound view of vehicle

Figure 1.7: Warparound view of vehicle in different direction. (a) Sample view at merg-
ing point on a highway : perspective from front facing of vehicle. (b) Sample view when
turning left : perspective from above-rear. (c) The warparound view of the vehicle.

setup approach and camera type are similar. The main different is the surrounding roadway

model. This system use a curved plane to model the surrounding environment, and project

camera images onto the curved plane. They average the image pixels of the intersection of

different camera’s image rather than use a black line to divide each camera’s display area.

There are some sample views of this system. (Figure 1.7 (a)) is a sample view at

merging point on a highway. The perspective view from front facing of vehicle clearly show

the rear view with available space and approaching vehicles. (Figure 1.7 (b)) is a sample

view when turning left, which is perspective from above-rear, and the curb clearance of left

rear can be seen clearly. (Figure 1.7 (c)) is the warparound view in a parking lot, and this

view is perspective from above rear.

1.2.4 Truck driving assistant system with catadioptric camera

This truck driving assistant system [6] is published in intelligent transportation systems

of IEEE transactions. They also publish some related works of driving assistant system

that using catadioptric cameras [7, 16, 21]. They use catadioptric cameras to capture the

surrounding roadway of a truck (Figure 1.8 (a) (b)). The view field of catadioptric camera

is greater than the fisheye camera. This system setup those catadioptric cameras at four

corners of a truck. The ground model is also a flat plane, but the display areas’ division is

asymmetric. The asymmetric division can ensure the obstacle’s figure dose not vanish in

the bird’s-eye view image. (Figure 1.9 (a)(b)(c)(d)) is the sameple views of this catadioptric
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Fig. 3. Test vehicle equipped with four catadioptric cameras. Two were
mounted on the truck and two on the trailer to cover the vehicle surroundings.

IPM images. However, instead of back-projecting the pixel
of the actual cameras like in [13] and [17], the pixels of a
virtual camera are back-projected, and the intersection with
the ground plane is mapped to one of the four catadioptric
cameras. The virtual camera simplifies the combination the four
catadioptric camera images to a single bird’s eye view image. In
addition, the position of the virtual camera is changed according
to the driving state to obtain an optimal image for different
maneuvering situations. For instance, when the driver selects
the reverse gear, the virtual camera is moved to the rear part of
the vehicle.

This section provides a detailed description of the steps for
generating a bird’s eye view image. Since the back-projected
rays of the virtual camera are intersected with the ground plane,
the image is correct for objects on the ground plane. Objects
that are not on the ground plane become distorted. This section
shows how the bird’s eye view image must be constructed
to avoid disappearing of objects that are not located on the
ground plane. In addition to that, driving corridors showing
the path of motion of the vehicle are superimposed onto the
resulting image. These corridors simplify the maneuvering of
large vehicles.

A. Back Projection of Virtual Pinhole Pixels

Fig. 4 shows the virtual pinhole camera placed above the
vehicle. A ray through the center Cp of this perspective camera
and a pixel Xp = (xp, yp, f) in the pinhole coordinate frame is

g(λ) = Cp + λ(Xp − Cp). (1)

It is Cp = (0, 0, 0) because Cp is the center of the pinhole
coordinate frame

g(λ) = λXp (2)

hence g(λ) represents a ray in pinhole coordinates.
Since we assume a flat world, the intersection Xv of this ray

with the ground plane Y = 0 yields

Xv = λRpXp + Tp (3)

Fig. 4. Bird’s eye view image is constructed in two steps. First, every pixel xp

of the virtual pinhole camera—the bird’s eye—is back-projected and inter-
sected with the ground plane in the point Xv . This point is projected to one
of the four catadioptric cameras.

Fig. 5. Since the back-projected ray of the virtual pinhole camera is in-
tersected with the ground plane, points located not on the ground plane are
distorted. The point Y not on the ground plane is seen in the resulting image at
the pixel xp, which is the intersection of the ray through the point Y and the
center of the catadioptric camera with the ground plane.

where Rp is the rotation matrix, and Tp = (tx, ty, tz)T is the
translation vector of the pinhole camera. Since the Y coordinate
of Xv in vehicle frame must be zero at the intersection with the
ground plane, λ can be determined as

λ =
−ty

rT
2 Xp

(4)

where r2 is the second row of the rotation matrix Rp. Inserting λ
into (2) results in the pointXv on the ground plane that belongs
to the pixel xp.

Since the projection plane of the camera is parallel to the
ground plane, the resulting image is a mere scaled version of
the image on the ground. To efficiently compute the resulting
bird’s eye view image, a parallel projection is used. The pinhole
projection is an intuitive way of selecting the areas of interests
in the finale image. For instance, if the driver wants to turn right,
the pinhole camera is moved to the left-hand side so that the
driver is able to survey this area.

B. Selection of a Catadioptric Camera

Since the back-projected ray is intersected with the ground
plane, points that are not located on the ground plane are
distorted in the final image. As Fig. 5 illustrates, points not
on the ground plane Y are projected onto the ground plane
at position Xv and seen in the resulting image of the virtual
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Fig. 2. Catadioptric camera as a combination of lenses and mirrors. The black
needle in the middle prevents internal reflections [3].

Geyer and Daniilidis [4] established a unifying theory for
the six central catadioptric cameras. Due to its robustness and
a small number of parameters, a similar model to this is used
in the bird’s eye view application, but with somewhat different
interpretation of the parameters [5].

In [6], the theory and design of stereo catadioptric cameras
are given. In this paper, however, the geometry of a pair of
catadioptric cameras to obtain a technique for combining views
is explored. As shown in [7], a stereo approach in automotive
applications using catadioptric cameras is not robust enough.
In contrast to [8], the baseline in our setup is too large to
obtain reliable results in the vicinity of the vehicle. We will
show how a robust vision system for automotive applications
can be obtained where the driver is able to survey the whole
surrounding area of his vehicle.

A. Omnidirectional Cameras in Automotive Applications

There are many systems integrated into modern automobiles
that improve the safety and convenience of driving. These
systems make use of different sensors to survey the vehicle
surrounding. The data reach from nonvision sensors like radar
or light detection and ranging (LIDAR) to vision sensors like
night vision and backing up cameras.

A survey of vehicle surround capturing and obstacle detec-
tion using cameras is given in [9]. It stands out that none of
the publications mentioned there deals with the problem of
monitoring the surrounding area of trucks and trailers, where
specific problems arise.

In [10], Gandhi and Trivedi presented a system that generates
a 360◦ surround view map of an automobile. They introduced
two different mounting positions of omnidirectional cameras.
First, a single catadioptric camera was mounted above the
roof of a car, capturing the surrounding area with a single
camera. Since this setup is not suitable for series production,
in the second setup, the cameras were mounted to the side
mirrors. However, parts in front and behind the vehicle were not
captured by the cameras and such not seen in the resulting map.

In [8], an omnidirectional stereo system consisting of two
catadioptric cameras, which were mounted on the rear bumper

of a car, was described. A stereo algorithm [11] was applied to
reconstruct the scene. The stereo system did not detect objects
in the near surroundings of the sensors because the disparity in
this area was very large. The reported error range increased to
above 30 cm with obstacles 3 m away from the car. The main
problem was the low and varying resolution in catadioptric
images.

Gehrig [7] analyzed three different types of cameras for
stereo vision in cars: conventional cameras mounted on a
pan–tilt, catadioptric cameras, and fish-eye cameras. The cam-
eras were placed on the left- and right-hand sides of the rear-
view mirror. He concluded that the active stereo approach
yielded the best result but had a limited field of view. The 3-D
measurements obtained from catadioptric and fish-eye cameras
are not very accurate but offer a complete field of view at any
time. The fish-eye stereo setup uses a larger part of the imager
than the omnidirectional cameras and yields better results.

To reduce the blind spot area in front of heavy goods vehi-
cles, a stereo vision system consisting of two spherical lenses
mounted below the windshield of the truck was introduced in
[12]. An inverse perspective mapping (IPM) algorithm [13]
back-projects every pixel of the camera and intersects the ray
with the ground plane. This algorithm was applied to detect
obstacles in front of the vehicle. If an obstacle was detected in
front, the vehicle did not start. However, the cameras covered
only the front area and not the whole surrounding area of the
vehicle.

In the Protector project [14], a truck was equipped with three
24-GHz near-distance radar sensors mounted on the right-hand
side. An acoustic as well as a visual warning was given to the
driver if a bicyclist appeared on the right-hand side of the truck.
However, as in [12], only parts of the surrounding area were
covered by sensors.

In this paper, the positions of the cameras were optimized
such that every point in the surrounding area is visible and
the mounting positions were selected to be suitable for vehicle
design and manufacturing.

We introduced the first bird’s eye view systems for light
and heavy commercial vehicles in [15] and [16]. In this paper,
however, we present a detailed and complete description of
a bird’s eye view system that does not need any additional
sensor instead of the cameras, which reduces the overall costs.
Additionally, driving corridors that simplify the maneuvering
of large vehicles are introduced. As far as we know, those
corridors supporting the driver of heavy goods vehicle have not
been shown before. The whole derivation of those corridors is
presented, which is more complex than that for standard cars.

III. BIRD’S EYE VIEW

To obtain an intuitive view of the surroundings of a vehicle
(Fig. 3), a virtual pinhole camera—the bird’s eye—is placed
above the vehicle. The bird’s eye view algorithm generates the
resulting image in two steps. First, for every pixel of the virtual
pinhole camera, a ray is back-projected and intersected with
the ground plane. Then, the intersection point with the ground
plane is projected to one of the four catadioptric cameras
mounted on the vehicle. The first step is similar to generating
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(b) Catadioptric camera

Figure 1.8: Truck driving assistant system. (a) The camera setup of truck driving assistant
system. (b) The catadioptric camera.

camera truck driving assistant system.

1.2.5 Bird’s-eye view vision system for vehicle surrounding monitor-

ing

This bird’s-eye view vision system [13] is published in Robvis 2008 (Figure 1.10(a)).

There are six fisheye cameras used in this system (Figure 1.10(b)), which are mounted

on the middle of both sides and four corners of a vehicle. This system use a flat plane

to stitch those fisheye cameras’ images, and this system divide each fisheye camera’s dis-

play area according to the optimal seams, which are dicided by the distribution of each

fisheye camera’s calibration error. Moreover, they use dynamic programing skill to align

the image signals on the optimal seams and spread out the aligning result by wendland

function. In order to enhence the image resolution and quality at farther monitoring areas,

they apply a distortion model to warp the virtual perspective image into a fisheye image.

(Figure 1.11(a)(b)) are the sample results.
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Fig. 10. Contour plot of a 2-D resolution function is shown. This function consists of x, y coordinates and shows the area covered by the back-projected pixel of
the catadioptric cameras. All values are given in square millimeters.

Fig. 11. Comparison between the kink angle determination based on the
model introduced given by (18) and a sensor mounted on the joint of the vehicle.
The dashed curve shows the kink angle of the sensor and the solid one the kink
angle given by the single-track model introduced in Section I. The error mean
amounts 0.0217, and the standard deviation is 0.0138, which shows that the
model is very precise.

Fig. 12. (a) Frame number 645 in Fig. 11. The difference between the sensor
and the model amounts to 3.07◦. (b) Situation at frame number 1000, after the
left turn was made. (c) Beginning of a right turn. (d) Bird’s eye view image
with the largest difference 5.37◦ between the model and the sensor. The driving
corridors were switched off because the vehicle drove forward.

that combines the images of four cameras to obtain a view of
the whole surrounding area of large vehicles and thus reduce
accidents, and supports drivers on maneuvering tasks.

We have shown how the blind spot region looks like if the
images are symmetrically stitched together, and that a stitching
along the baseline of the cameras leads to a view without blind
spots in the surrounding area. Such a system can be installed on
any vehicle.

To correctly construct the bird’s eye view image, the angle
between truck and trailer must be known. This angle can be
measured by a sensor mounted on the joint between truck and
trailer. However, such a sensor can either not be installed or is
too costly. By applying the presented single-track model, such
a sensor is not necessary. Further, the single-track model can
be used to overlay different driving corridors onto the resulting
image, which simplifies the maneuvering of vehicles.

APPENDIX

KINK ANGLE DETERMINATION

In Fig. 13, the steering angle at the front wheel is δr. This is
the angle between the direction of travel vv and the center line
of the vehicle. The front wheel moves on a circle with radius rf
and has the curvature ρf = 1/rf . The line orthogonal to the
direction of motion of the front wheel and the line orthogonal
to the center line at the second wheel of the truck intersect in P .
The curvatures ρf and ρb can be computed from this triangle

ρf =
sin δr
lfb

(6)

ρb =
ρf

cos δr
(7)

where lfb is the distance from the front axle to the second axle
of the truck.

The joint’s path of motion is given by

ρc =
ρb√

1 + (lbcρh)2
(8)

where lbc is the distance from the second axle to the joint.
Compared to the center line, the path of motion of the joint
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Fig. 10. Contour plot of a 2-D resolution function is shown. This function consists of x, y coordinates and shows the area covered by the back-projected pixel of
the catadioptric cameras. All values are given in square millimeters.

Fig. 11. Comparison between the kink angle determination based on the
model introduced given by (18) and a sensor mounted on the joint of the vehicle.
The dashed curve shows the kink angle of the sensor and the solid one the kink
angle given by the single-track model introduced in Section I. The error mean
amounts 0.0217, and the standard deviation is 0.0138, which shows that the
model is very precise.

Fig. 12. (a) Frame number 645 in Fig. 11. The difference between the sensor
and the model amounts to 3.07◦. (b) Situation at frame number 1000, after the
left turn was made. (c) Beginning of a right turn. (d) Bird’s eye view image
with the largest difference 5.37◦ between the model and the sensor. The driving
corridors were switched off because the vehicle drove forward.

that combines the images of four cameras to obtain a view of
the whole surrounding area of large vehicles and thus reduce
accidents, and supports drivers on maneuvering tasks.

We have shown how the blind spot region looks like if the
images are symmetrically stitched together, and that a stitching
along the baseline of the cameras leads to a view without blind
spots in the surrounding area. Such a system can be installed on
any vehicle.

To correctly construct the bird’s eye view image, the angle
between truck and trailer must be known. This angle can be
measured by a sensor mounted on the joint between truck and
trailer. However, such a sensor can either not be installed or is
too costly. By applying the presented single-track model, such
a sensor is not necessary. Further, the single-track model can
be used to overlay different driving corridors onto the resulting
image, which simplifies the maneuvering of vehicles.

APPENDIX

KINK ANGLE DETERMINATION

In Fig. 13, the steering angle at the front wheel is δr. This is
the angle between the direction of travel vv and the center line
of the vehicle. The front wheel moves on a circle with radius rf
and has the curvature ρf = 1/rf . The line orthogonal to the
direction of motion of the front wheel and the line orthogonal
to the center line at the second wheel of the truck intersect in P .
The curvatures ρf and ρb can be computed from this triangle

ρf =
sin δr
lfb

(6)

ρb =
ρf

cos δr
(7)

where lfb is the distance from the front axle to the second axle
of the truck.

The joint’s path of motion is given by

ρc =
ρb√

1 + (lbcρh)2
(8)

where lbc is the distance from the second axle to the joint.
Compared to the center line, the path of motion of the joint
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Fig. 10. Contour plot of a 2-D resolution function is shown. This function consists of x, y coordinates and shows the area covered by the back-projected pixel of
the catadioptric cameras. All values are given in square millimeters.

Fig. 11. Comparison between the kink angle determination based on the
model introduced given by (18) and a sensor mounted on the joint of the vehicle.
The dashed curve shows the kink angle of the sensor and the solid one the kink
angle given by the single-track model introduced in Section I. The error mean
amounts 0.0217, and the standard deviation is 0.0138, which shows that the
model is very precise.

Fig. 12. (a) Frame number 645 in Fig. 11. The difference between the sensor
and the model amounts to 3.07◦. (b) Situation at frame number 1000, after the
left turn was made. (c) Beginning of a right turn. (d) Bird’s eye view image
with the largest difference 5.37◦ between the model and the sensor. The driving
corridors were switched off because the vehicle drove forward.

that combines the images of four cameras to obtain a view of
the whole surrounding area of large vehicles and thus reduce
accidents, and supports drivers on maneuvering tasks.

We have shown how the blind spot region looks like if the
images are symmetrically stitched together, and that a stitching
along the baseline of the cameras leads to a view without blind
spots in the surrounding area. Such a system can be installed on
any vehicle.

To correctly construct the bird’s eye view image, the angle
between truck and trailer must be known. This angle can be
measured by a sensor mounted on the joint between truck and
trailer. However, such a sensor can either not be installed or is
too costly. By applying the presented single-track model, such
a sensor is not necessary. Further, the single-track model can
be used to overlay different driving corridors onto the resulting
image, which simplifies the maneuvering of vehicles.

APPENDIX

KINK ANGLE DETERMINATION

In Fig. 13, the steering angle at the front wheel is δr. This is
the angle between the direction of travel vv and the center line
of the vehicle. The front wheel moves on a circle with radius rf
and has the curvature ρf = 1/rf . The line orthogonal to the
direction of motion of the front wheel and the line orthogonal
to the center line at the second wheel of the truck intersect in P .
The curvatures ρf and ρb can be computed from this triangle

ρf =
sin δr
lfb

(6)

ρb =
ρf

cos δr
(7)

where lfb is the distance from the front axle to the second axle
of the truck.

The joint’s path of motion is given by

ρc =
ρb√

1 + (lbcρh)2
(8)

where lbc is the distance from the second axle to the joint.
Compared to the center line, the path of motion of the joint

Authorized licensed use limited to: National Chiao Tung University. Downloaded on January 31, 2009 at 07:06 from IEEE Xplore.  Restrictions apply.

(c) Sample view 3

EHLGEN et al.: ELIMINATING BLIND SPOTS FOR ASSISTED DRIVING 663

Fig. 10. Contour plot of a 2-D resolution function is shown. This function consists of x, y coordinates and shows the area covered by the back-projected pixel of
the catadioptric cameras. All values are given in square millimeters.

Fig. 11. Comparison between the kink angle determination based on the
model introduced given by (18) and a sensor mounted on the joint of the vehicle.
The dashed curve shows the kink angle of the sensor and the solid one the kink
angle given by the single-track model introduced in Section I. The error mean
amounts 0.0217, and the standard deviation is 0.0138, which shows that the
model is very precise.

Fig. 12. (a) Frame number 645 in Fig. 11. The difference between the sensor
and the model amounts to 3.07◦. (b) Situation at frame number 1000, after the
left turn was made. (c) Beginning of a right turn. (d) Bird’s eye view image
with the largest difference 5.37◦ between the model and the sensor. The driving
corridors were switched off because the vehicle drove forward.

that combines the images of four cameras to obtain a view of
the whole surrounding area of large vehicles and thus reduce
accidents, and supports drivers on maneuvering tasks.

We have shown how the blind spot region looks like if the
images are symmetrically stitched together, and that a stitching
along the baseline of the cameras leads to a view without blind
spots in the surrounding area. Such a system can be installed on
any vehicle.

To correctly construct the bird’s eye view image, the angle
between truck and trailer must be known. This angle can be
measured by a sensor mounted on the joint between truck and
trailer. However, such a sensor can either not be installed or is
too costly. By applying the presented single-track model, such
a sensor is not necessary. Further, the single-track model can
be used to overlay different driving corridors onto the resulting
image, which simplifies the maneuvering of vehicles.

APPENDIX

KINK ANGLE DETERMINATION

In Fig. 13, the steering angle at the front wheel is δr. This is
the angle between the direction of travel vv and the center line
of the vehicle. The front wheel moves on a circle with radius rf
and has the curvature ρf = 1/rf . The line orthogonal to the
direction of motion of the front wheel and the line orthogonal
to the center line at the second wheel of the truck intersect in P .
The curvatures ρf and ρb can be computed from this triangle

ρf =
sin δr
lfb

(6)

ρb =
ρf

cos δr
(7)

where lfb is the distance from the front axle to the second axle
of the truck.

The joint’s path of motion is given by

ρc =
ρb√

1 + (lbcρh)2
(8)

where lbc is the distance from the second axle to the joint.
Compared to the center line, the path of motion of the joint
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(d) Sample view 4

Figure 1.9: Sample views of truck driving assistant system.
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Fig. 1. The proposed vehicle surrounding monitoring system using multiple cameras.
(a) Images I1, I2, ..., and I6 captured from the corresponding cameras C1, C2, ..., and
C6, respectively. (b) The bird’s-eye view image synthesized from the six fisheye images.

approach is barely feasible because it is very dangerous to hang a camera high
above a vehicle. The Matsushita company proposed an image synthesis display
system [1] which uses several cameras around the vehicle and synthesizes the
images captured from these cameras into a whole picture. Because they simply
average the image pixel values in the overlapped regions, the ghost artifact is
severe and the driver cannot know the actual location of the objects. Ehlgen
and Pajdla mounted four omnidirectional cameras on a truck and find several
subdivision ways for dividing the overlap regions to construct the bird’s-eye view
image [2]. No matter how to choose the subdivision way, there are some blind
spots in the subdivision boundaries.

In this paper we propose a novel method of synthesizing a seamless bird’s-eye
view image of vehicle surroundings from six fisheye cameras mounted around
the vehicle. As shown in Fig. 1(a), these six fisheye cameras cover the whole
surrounding area and have some overlapped areas between adjacent cameras.
Our goal is to stitch the six distorted images captured from the fisheye cameras
and provide an image of vehicle surroundings from a bird’s eye viewpoint, as
shown in Fig. 1(b).

2 Vehicle Surrounding Monitoring System

Flowchart of the proposed vehicle surrounding monitoring system is depicted in
Fig. 2. We first calibrate the fisheye cameras to obtain their intrinsic parameters.
Then these parameters can be used for correcting distortion and transforming
the fisheye images into perspective ones. There perspective images are registered
to a ground plane by using planar homographies. The objects coplanar with the
ground plane can be registered perfectly in this way. For 3-D objects, some ad-
vanced registration process is necessary. We select a seam between each pair of
adjacent images according to the residual error obtained in previous calibration

(a) Sample view of bird’s-eye view vision system
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Fig. 1. The proposed vehicle surrounding monitoring system using multiple cameras.
(a) Images I1, I2, ..., and I6 captured from the corresponding cameras C1, C2, ..., and
C6, respectively. (b) The bird’s-eye view image synthesized from the six fisheye images.

approach is barely feasible because it is very dangerous to hang a camera high
above a vehicle. The Matsushita company proposed an image synthesis display
system [1] which uses several cameras around the vehicle and synthesizes the
images captured from these cameras into a whole picture. Because they simply
average the image pixel values in the overlapped regions, the ghost artifact is
severe and the driver cannot know the actual location of the objects. Ehlgen
and Pajdla mounted four omnidirectional cameras on a truck and find several
subdivision ways for dividing the overlap regions to construct the bird’s-eye view
image [2]. No matter how to choose the subdivision way, there are some blind
spots in the subdivision boundaries.

In this paper we propose a novel method of synthesizing a seamless bird’s-eye
view image of vehicle surroundings from six fisheye cameras mounted around
the vehicle. As shown in Fig. 1(a), these six fisheye cameras cover the whole
surrounding area and have some overlapped areas between adjacent cameras.
Our goal is to stitch the six distorted images captured from the fisheye cameras
and provide an image of vehicle surroundings from a bird’s eye viewpoint, as
shown in Fig. 1(b).

2 Vehicle Surrounding Monitoring System

Flowchart of the proposed vehicle surrounding monitoring system is depicted in
Fig. 2. We first calibrate the fisheye cameras to obtain their intrinsic parameters.
Then these parameters can be used for correcting distortion and transforming
the fisheye images into perspective ones. There perspective images are registered
to a ground plane by using planar homographies. The objects coplanar with the
ground plane can be registered perfectly in this way. For 3-D objects, some ad-
vanced registration process is necessary. We select a seam between each pair of
adjacent images according to the residual error obtained in previous calibration

(b) Virtual perspective view and

cameras setup of this system

Figure 1.10: Sample views of bird’s-eye view vision system. (a) The camera setup and the
virtual perspective bird’s-eye view image. (b) The sample view of bird’s-eye view vision
system.
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(a)

(b)

Fig. 6. Image sequences of a car moving in reverse (a) and moving back into a parking
space (b)

as shown in Fig. 4(b). As long as the cameras remain fixed, the perspective
transformation from each rectified images to the bird’s eye view and the optimal
seam between each pair of adjacent images are invariant. Hence, the images
of ground-level objects around the vehicle could be stitching into a bird’s eye
view, as shown in Fig. 4(c). But when a non-ground-level object exists in the
surrounding scene, such as the car on the left side of the image shown in Fig. 4(d),
and the image of this object cross the seam in the composite, a misalignment will
occur on the seam. This misalignment is then removed by the DIW registration
along the seam and the final composite image after the exposure compensation
and weighted blending are shown in Figs. 4(e) and 4(f), respectively.

Some problems may occur in practice when all surrounding images are stitched
in perspective presentation, such as the distortions of non-ground-level objects,
low image resolution and amplified vibration in the farther surrounding area (see
Fig. 5(a)). Warping the composite in a distortion level by placing the virtual fish-
eye camera at certain height can cope with this problem, as shown in (Fig 5(b).
In Figs. 6(a) and 6(b), we show two sampled image sequences in which the vehicle
is moving in reverse and moving back into a parking space, respectively.

4 Conclusion

In this paper, we have presented a driving assistant system which can provide
the bird’s eye view image of vehicle surrounding. The multiple fisheye cameras
are mounted around the vehicle to capture images of the surroundings in all

(a) Sample views of bird’s-eye view vision system
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Fig. 6. Image sequences of a car moving in reverse (a) and moving back into a parking
space (b)

as shown in Fig. 4(b). As long as the cameras remain fixed, the perspective
transformation from each rectified images to the bird’s eye view and the optimal
seam between each pair of adjacent images are invariant. Hence, the images
of ground-level objects around the vehicle could be stitching into a bird’s eye
view, as shown in Fig. 4(c). But when a non-ground-level object exists in the
surrounding scene, such as the car on the left side of the image shown in Fig. 4(d),
and the image of this object cross the seam in the composite, a misalignment will
occur on the seam. This misalignment is then removed by the DIW registration
along the seam and the final composite image after the exposure compensation
and weighted blending are shown in Figs. 4(e) and 4(f), respectively.

Some problems may occur in practice when all surrounding images are stitched
in perspective presentation, such as the distortions of non-ground-level objects,
low image resolution and amplified vibration in the farther surrounding area (see
Fig. 5(a)). Warping the composite in a distortion level by placing the virtual fish-
eye camera at certain height can cope with this problem, as shown in (Fig 5(b).
In Figs. 6(a) and 6(b), we show two sampled image sequences in which the vehicle
is moving in reverse and moving back into a parking space, respectively.

4 Conclusion

In this paper, we have presented a driving assistant system which can provide
the bird’s eye view image of vehicle surrounding. The multiple fisheye cameras
are mounted around the vehicle to capture images of the surroundings in all

(b) Sample views of reversing parking

Figure 1.11: Sample views of bird’s-eye view vision system in parking lot with a pedes-
trian]. (a) The sample view of bird’s-eye view vision system. (b) The sample view of
bird’s-eye view vision system while reversing parking.



1.3 Overview of the proposed method 13

1.3 Overview of the proposed method

We propose a low cost but efficiency embedded vehicle surveillance system that only

need four fisheye cameras, a quad splitter and a low cost DSP embedded system to generate

bird’s-eye view image in real time. Also we propose a dynamic boundary idea to switch

image source according the image contents, and ensure driver can see figures of obstacles

in bird’s-eye view image.

Our work can be divided in two parts. First task is to build a lookup table, which de-

fined the mapping relationship from bird’s-eye view image to four fisheye camera images

(Figure 1.12). The procedures of generating such a table include fisheye image distortion

model, fisheye image rectification, 2D image projection (homography), and image format

conversion between PC and embedded system. The second task is the implementation of

real time image processing in embedded system. The lookup table is used to speed up the

image processing procedures in embedded system, and we also apply the pipeline mecha-

nism to reduce the data transition time between cache and SRAM. Moreover, we implement

the dynamic boundary idea to this system to ensure the driver can see obstacles near the

vehicle. (Figure 1.12) is the flow chart of lookup table generation, and (Figure 1.13) is the

flow chart of real time image processing in embedded system.

1.4 Thesis Organization

In chapter 2, we introduce the first part of the proposed method for finding the map-

ping relationship between fisheye images and the bird’s-eye view image. We also generate

a lookup table for embedded system to reduce the computation of image processing. In

chapter 3, we introduce the embedded system and the real time image processing applica-

tion. The implementation details are revealed in this chapter, too. Chapter 4 is the results

of our work. Finally, the conclusions are in last chapter.
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Figure 1.12: Flow chart of generating the lookup table for embedded system. This flow
chart illustrate the procedures for generating the lookup table. The procedures includes
image format conversion, fisheye distortion principle, fisheye image rectification, image
warping, and 2D image projection.
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Figure 1.13: BlackFin-561 video processing flow chart. This flow chart illustrate the
video processing sequence in blackfin-561. When receive the input frame from quad split-
ter, the decoder decode video signals into itu-656 format frame data. Then, the DMA move
the frame data into the SRAM through the PPIs(parallel peripheral interfaces). The DSP
core generate the bird’s-eye view image and saved in SRAM. After the whole bird’s-eye
view image has been generated, another DMA will move the result to the encoder. Then,
the bird’s-eye view image frame immediately show on screen.
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In this chapter, we introduce the system setup and preprocessing procedures of the

embedded vehicle surrounding monitoring system. First of all, we introduce the system

setup and image rectification. Then we illustrate the 2D image homography with projection

model. After that, we generate a lookup table according to itu656 image formate used in

embedded system. Finally, we give the summary for this chapter.

2.1 System Setup and Image Rectification

We will introduce the system setup of this embedded vehicle surrounding monitoring

system from each component to the system connections. With those components, we can

obtain the video signals around a vehicle , compose four cameras’ signal into one channel

video signal, which will be taken as the processing input of embedded system. The input

video signals will be processed frame by frame and output to the screen for driver to ref-

erence. At the end of this section, we also show how to rectify the image that distorted by

fisheye lens.

(Figure 2.1). is the layout of the vehicle surrounding monitoring system. Four 180 de-

gree fisheye cameras mounted on front, both sides and rear of a car to monitor surrounding

environment. Those four channels will be combined into one channel by a quad splitter.

The output of quad splitter will be taken as embedded system’s input. While receiving the

input video frame, the embedded system will use this input frame to synthesize the result

and output to a screen for the driver to reference.

In order to capture the environment around a vehicle and reduce the number of cameras,

we use cameras with 1.7mm focal length fisheye lens (Figure 2.2). Each fisheye camera

have 180 degree view angle that can cover one side of the vehicle. Here we use Blackfin-

561 (Figure 2.3) as our embedded platform for real-time video processing. BF561 is a

dual cores embedded system with large on-chip memory and high data throughput, which

tailored for the needs of imaging and consumer multimedia applications. But BF561 only

have one video input and one video output, so we need a real-time color quad splitter

(Figure 2.4) to combine four fisheye cameras’ video signals into one channel video signal.
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Figure 2.1: Layout of the vehicle surrounding monitoring system. Components and
connections of the vehicle surrounding monitoring system.

2.1.1 Mount fisheye cameras on a vehicle

The position where we mount cameras on the vehicle directly effect the reconstruction

of the bird’s-eye view result. The shape of a car in the top view can be simplify as a

rectangle. Each fisheye camera have 180 degree view field, which can exactly cover a view

of one side of the vehicle. Because the bird’s-eye view reconstruction is generated by the

back projection of cameras’ image frames, to mount cameras on the middle of each side

can maximize the utilities of camera CCDs and keep important contents in the middle of

image. Because the fisheye camera calibration and rectification processes may introduce

some errors and the errors will increase according to the distance between target point and

principle point [6, 13], mounting cameras on the middel of each side can reduce the errors

caused by calibration and rectification. (Figure 2.5) are the positions where we mounting

cameras on a vehicle, (Figure 2.6) are the captured scenes. We use Toyota Yaris as the

experiment vehicle.
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(a) Fisheye camera (b) Fisheye lens

(c) Camera CCD (d) Fisheye image

Figure 2.2: Fisheye camera, 1.7mm focal length lens, 1/2 inch CCD and image shoot
by fisheye camera. (a) This is the fisheye camera we use. (b)(c) The focal length of the
fisheye lens is 1.7mm, and inside the camera is a 1/2 inch CCD. This combination allow our
camera to capture a 180 degree viewing angle. (d) This image is captured by our fisheye
camera. The chess board calibration pattern is distorted due to the refraction of the fisheye
lens.

Figure 2.3: ADSP Blackfin-561 This is BlackFin-561, which have dual cores and large
On-chip memory with high data throughput. With those features, BF561 is tailored for the
needs of imaging and consumer multimedia applications.
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(a) Quad (b) QuadBackSide

Figure 2.4: Quad splitter can resize four channels’ video signals and combind into one
channel video. (a) This is the color quad splitter we use. (b)This is the back side of quad
splitter, there are four video-in channels and three different functional video-out channels.

2.1.2 Fisheye projection principle

The principle of fisheye projection is that the distance between a distorted image point

and the principal point is roughly proportional to the angle between the corresponding

incoming ray and the optical axis [5,17] (Figure 2.7 (b)). The distance between a distorted

image point and the principal point is called radial radius. For a fisheye lens with ω FOV, a

ray with an incident angle ω/2 projected onto the outer border of the circular fisheye image.

This means that the resulting image point has the maximal radius R̆ to the optical axis. The

relation between the angle of incidence and the resulting radial radius of the image point is

constant for the whole image. Consequently the following ratio equation can be set up as

basic equation for the fisheye projection,

r̆

R̆
=
θ
ω
2

(2.1)

where r̆ is the distorted radial radius of a certain image point and θ is the incident angle of

whose corresponding 3D ray.

2.1.3 Distortion model and fisheye image rectification

We use the Field of View (FOV) [5] as the model of radial distortion(Figure 2.8). With-

out loss of generality, we assume an object point M in the world coordinate, and it project

on the image point m̆ = (ŭ, v̆ with incident angle θ obeying the fisheye projection. Since m̆
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(a) Camera 1 on hood (b) Camera 2 on right side

(c) Camera 3 on left side (d) Camera 4 on rear

Figure 2.5: Four fisheye cameras are mounted on the middle of each side to obtain the
surrounding scenes. (a) Camera 1 for front view. (b) Camera 2 for the view of right side.
(c) Camera 3 for the view of left side. (d) Camera 4 for rear view.
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Figure 2.6: Surrounding scenes captured by four fisheye cameras. This is the surround-
ing scene that captured by four fisheye cameras, these cameras are mounted on the middle
of each side of a vehicle. The video output of four cameras will be composed by the quad
splitter.

(a) Perspective projection (b) Fisheye projection

Figure 2.7: Comparison between the perspective projection and the fisheye projection.
(a) The refraction angle ϕ of any captured ray is equal to it incident angle θ in perspective
projection. (b) The radial radius r̆ of a projection is proportional to the incident angle θ of
corresponding light ray.
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Figure 2.8: Distortion correction for fisheye images. The distortion correction is a pro-
cess for rectifying a fisheye projection m̆ of a object point M to its perspective projection
m.

and its distortion-free image point m = (u, v) are in the same radial direction, the relation

between m and m̆ can be describe by the relation between their radial radius r and r̆

r = tan θ · f (2.2)

= tan

(
ωr̆

2R̆

)
R̆

tan (ω
2
)

(2.3)

=
R̆ tan ( ωr̆

2R̆
)

tan(ω
2
)

(2.4)

and its inverse are

r̆ =
1

ω
2R̆ arctan

(
r tan (ω

2
)

R̆

)
(2.5)

The estimation and optimization of model parameters can reference [13, 22]. (Figure 2.9)

are the original fisheye images and rectified results.
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(a) The original fisheye image 1. (b) The rectified fisheye image 1.

(c) The original fisheye image 2. (d) The rectified fisheye image 2.

(e) The original fisheye image 3. (f) The rectified fisheye image 3.

(g) The original fisheye image 4. (h) The rectified fisheye image 4.

Figure 2.9: Fisheye images and virtual perspective image. (a) Original fisheye image 1.
(b) The virtual perspective image reconstructed from image 1. (c) Original fisheye image 2.
(d) The virtual perspective image reconstructed from image 2. (e) Original fisheye image
3. (f) The virtual perspective image reconstructed from image 3. (g) Original fisheye image
4. (h) The virtual perspective image reconstructed from image 4.
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Figure 2.10: Calibration patten. The calibration patten is generated according to the size
of parking space.

2.2 Homography - 2D image projection

Once the fisheye camera has been calibrated, all images taken by this camera can be

rectified to the virtual perspective images without the distortion. Straight lines remain

straight in the distortion-free images, it provides convenience for image stitching.

We apply the same approach in [8–11] to get the corresponding points in both reference

plane and virtual perspective images of each camera. Utilizing straight lines in the parking

lot, four corners of rectangle parking space are taken as the feature points. Each parking

space (Figure 2.12) is 5 meters in length and 2 meters wide. The calibration patten (Fig-

ure 2.10) is generated according the size. We mark out those corresponding feature points

manually to estimate homography matrixes [18]. Each homography matrixes estimation

is using feature points of the parking space in front of the fisheye camera. This manually

process only have to do once, and the process is like (Figure 2.11). The feature points are

marked in same sequence. We also take this calibration patten as the reference plane, the

size of parking space effect the view field of the bird’s-eye view result directly.

Because vehicles are always driving on the road, we can simply use a flat plane to model

the roadway surrounding the vehicle. Without loss of generality, we assume the ground

around a vehicle is flat and use a virtual flat plane to model it. Each rectified fisheye image

will apply a 2D image projection or homography to map on the reference plane. We serve
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(a) Corresponding points in reference plane (b) Corresponding points in rectified fisheye

camera image

Figure 2.11: Comparison between the perspective projection and the fisheye projec-
tion. (a) The corresponding points are marked out manually in the reference plane. (b) The
corresponding points are marked out manually in rectified fisheye camera image with the
same sequence of (a).

(a) Parking lot (b) Parking lot 2

Figure 2.12: Parking lot. The parking lot with straight lines. Each parking space is 5
meters in length and 2 meters wide.
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such a plane as reference plane and assume this plane is on the plane Z = 0, the relative

pose between every pair of cameras is invariant, and the Z coordinates of every cameras Zi
are preserved. By Assuming reference plane is on Z = 0 of the world coordinate system.

We can relate a 3D object point M = [X, Y, 1]T on the reference plane and its 2D image

point m = [u, v, 1]T by the perspective transformation. it is also known as homography. It

can be written as sm̃ = HM̃ or

sm̃ =




h11 h12 h13

h21 h22 h23

h31 h32 h33


 M̃ (2.6)

where s is a scalar which normalizes the resulting homogeneous coordinate. We can obtain

the inhomogeneous coordinate m by

u =
h11X + h12Y + h13

s
(2.7)

v =
h21X + h22Y + h23

s
(2.8)

s = h31X + h32Y + h33 (2.9)

The homography matrix can be estimated by applying SVD (Singular Value Decomposi-

tion) method.

With four pairs of corresponding points, we can estimate the homography matrix which

can project points from the pattern coordinate to the rectified fisheye images. For conve-

nient, we can generate a calibration patten just like the lines of the parking lot and park

the experiment vehicle in the middel of parking space. After getting fisheye images, we

can apply image rectification processes mentioned in section 2.1 to correct those fisheye

images. Then, the homography matrices estimation can be done by marking out the corre-

sponding points in virtual perspective images and calibration pattern manually. Since the

homography matrix H is a 3 by 3 matrix, and h33 = 1, there are eight parameters need to

be estimated. Because each point have x value and y value, by manually marking out four

pairs of corresponding points the homography matrix can be estimated.

The implementation details of applying SVD method to estimate homography matrix

are revealed below. According to equation 2.6 We have
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si
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vi

1
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h11 h12 h13

h21 h22 h23

h31 h32 1







xi

yi

1


 (2.10)

Pri = (ui, vi) and Pvi = (xi, yi) refer to corresponding points in reference plane and

virtual perspective image, respectively. Hrv donate the homography matrix corresponding

to one fisheye camera that can transform points from reference plane to the virtual perspec-

tive image (rectified fisheye image) of the fisheye camera.

Before applying SVD method, the coordinate of corresponding feature points and known

values of homography matrix must be arranged into the equation like AX = B. First, un-

known values in Hri are arranged into a 8x1 vector X , where

X =
[
h11 h12 . . . h32 1

]

, and the x and y values of each feature point in virtual perspective image can be ar-

ranged in a 8x1 vector B.

B =
[
x0 x1 x2 x3 y0 y1 y2 y3

]

The corresponding feature points in reference plane will be arrange into a 8x8 matrix

A. The elements in A are generated by belowing equations. For i = 1 to 4 ,where

ai0 = a(i+4)3 = ui,

ai1 = a(i+4)4 = vi,

ai2 = a(i+4)5 = 1,

ai3 = ai4 = ai5 = 0,

a(i+4)0 = a(i+4)1 = a(i+4)2 = 0,

ai6 = −uix1,

ai7 = −vix1,

a(i+4)6 = −uiy1,

a(i+4)6 = −viy1,
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Figure 2.13: Virtual perspective result. This virtual perspective bird’s-eye view image is
generated by stitching four fisheye cameras’ virtual perspective images into the reference
plane.

Then we can apply SVD method to solve AX = B. The X vector can be arrange to

homography matrixHri, andHir is the inverse ofHri. After we find homogeaphy matrixes,

the relations between fisheye cameras and the reference plane are decided. The projection

result is in (Figure 2.13).

Observe (Figure 2.13), the low resolution image near the boundary is caused by am-

plified vibration. Compare the original fisheye images (Figure 2.9 (e)) and (Figure 2.9 (f))

with the virtual perspective bird’s-eye view image, the rectify process reduce the informa-

tion contant and decrease the image quality. So after apply image homography, the low

resolution virtual perspective image will be amplified especially in the areas that are far to

the middle of reference plane. On the other hand, the black area in the middle part of virtual

perspective bird’s-eye view image is the vehicle, we can overlap a car figure to illustrate

and let the driver understand the bird’s-eye view image easily.

In order to improve image resolution and increase view field, we apply the same method

in [13]. By using the FOV model mentioned before to warp the virtual perspective image

into a fisheye image (Figure 2.14 (a)). Furthermore, to get the warped image and keep the

resolution and quality, the interpolation must be done in the original fisheye image rather

than virtual perspective one.

On the other hand, we need to manually mark out the left top and right bottom corners
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(a) Warped bird’s-eye view image (b) Bird’s-eye view image with vehicle figure

(c) Partitions of each camera image’s display ar-

eas

(d) Overlapping areas in bird’s-eye view image

Figure 2.14: Bird’s-eye view image, overlapping vehicle figure and the partition of
each camera image’s display field. (a) Warped bird’s-eye view image. By applying FOV
model, the warped bird’s-eye view image has better image resolution. (b) The warped
bird’s-eye view image with the vehicle figure inside. (c) The partition of each fisheye
camera image’s display field. (d)The overlapping areas in the bird’s-eye view image.
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of the car figure in the virtual perspective bird’s-eye view image. With this information,

we can also apply the warp effect to a vehicle’s top down view. Then, we put the warped

vehicle figure on the warped bird’s-eye view image (Figure 2.14 (b)). On the other hand,

the left top corner and bottom right corner in virtual perspective bird’s-eye view image can

not only decide the rectangle size of the vehicle, but also decide each camera’s display area.

Since each fisheye camera have almost 180 degree view field and exactly cover one side the

vehicle, we can use these two point to divide the display area of each camera in the virtual

perspective bird’s-eye view image and the warped one. In warping process, these two point

just deside a rectangle in the middel of bird’s-eye view image like (Figure 2.14 (b)), and

also divide the bird’s-eye view image into 9 blocks. The middle block is the vehicle. Each

camera provides one side’s video signal( top, right, left and bottom, total four sides ), and

there are four areas are overlapped by each two neighbor fisheye cameras (the red areas in

Figure 2.14 (d)).

2.2.1 Problems caused by non-ground level objects

As mentioned before, we simply use a flat plane to model the roadway around the

vehicle and apply homography to project fisheye image onto the flat plane model. The

figures of lanes, road signs, manhole covers and road which are belong to ground level are

projected well on the plane model. But in practice, there are full of obstacles around the

vehicle. We call them non-ground level objects. While camera images are projected onto

the flat plane, those obstacles are also been projected, too. Because the bottom part of a

obstacle is connected with ground, the projection does not distort it. But other patrs above

obstacle will be stretched.

If we fix the camera image display areas of bird’s-eye view image, the figures that

belong to ground level can be stitched together. But those figures of non-ground level

objects are stitched only in bottom parts, and other parts may be covered by neighbor

camera’s image and cause the missing effect. If we average the image in overlapping area,

the bottom parts of obstacles will stitch together, but other parts will fork out from the

bottom, we call it ghosting effect.

This is a serious of bird’s-eye view images (Figure 2.15) while driving car on the pave-
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(a) A tree is missing in

bird’s-eye view image.

(b) The tree’s figure shows

up.

(c) The pedestrain is near

the image boundary.

(d) The pedestrian is miss-

ing in bird’s-eye view im-

age.

(e) The pedestrian’s figure

shows up again.

Figure 2.15: A serious of frames demonstrate the projection of obstacles and the object
missing effects. (a) There is a tree on the right side of vehicle but missing in the bird’s-eye
view image. (b) By moving right side’s camera image on the top level, the tree’s figure is
show up, and there is a pedestrian coming on the left side. (c) In the bird’s-eye view image,
the partition is walking and near the boundary between front camera and camera on left
side. (d) The partition is missing in the bird’s-eye view image. (e) The partition is show up
again.
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ment. There is a tree on the right side of the car. On the left side, there is a pedestrian com-

ing. The object missing effects are happened when objects’ figures is just on the boundary

between different cameras’ display areas in bird’s-eye view image. In (Figure 2.15 (a)),

the tree’s figure is captured by the camera on right side, but can not be seen by the frontal

camera. Since object’s figure will be projected along the line from camera to the bottom of

object. The tree’s figure is stretched into the overlapping area on the right top of bird’s-eye

view iamge and exactly covered by frontal camera’s image. By moving the right side’s

camera image on the top level, the tree’s figure is show up(Figure 2.15 (b)).

The missing effects on (Figure 2.15 (c),(d),(e)) is same as previous. When the pedes-

trian is walk on the image boundary, the figure of pedestrian is missing in the bird’s-eye

view image, and will show up after car moving or changing the overlapping area’s video

source. No matter how we divide the display areas, the missing effect still exist. Also,

average the overlapping areas will cause ghosting effect to confuse the driver. Here we

propose a dynamic boundary idea to eliminate both missing and ghosting effects. If we

can dynamically change the image boundary rather then fix the boundary, the missing ef-

fect will no longer misleading the driver, and there are no ghosting effect since we do not

average the overlapping areas.

(Figure 2.16) is the variation of pixels difference in right top overlapping area, where is

overlapped by frontal camera and right side camera. This serious frame record a pedestrian

walking through, the blue and red line stand for the frontal and right side camera respec-

tively. The image pixels variation is computed by suming the pixels difference between

current frame and previous frame. More variation means the image content is changing

more violent. This case usually happened when something is coming in front of the cam-

era, and we use this property to decide which camera’s image should be projected onto

the overlapping area. Since one object approaching to a camera is relatively removed from

another camera, the figure in differen camera’s image will also relatively changed.

We use the variation to decide the overlapping area’s video source, (Figure 2.17) illus-

trate the result. A pedestrian will walk through the overlapping area, where is overlapped

by camera 1 (frontal camera) and camera 2 (right side camera). When frame number is

18(Figure 2.17 (b)), the pedestrian is in front of camera 1. When frame number is 18, the

pedestrian is walking near the overlapping area, the variation of camera 1 is decreasing



2.2 Homography - 2D image projection 35

0 10 20 30 40 50 60
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2
x 10

4 abs(fi+1−fi)

frame number

ab
s(

fi+
1−

fi)

Camera0
Camera1

Figure 2.16: Variation histogram of right top corner overlapping area. This is the
variation of sum of pixels difference between current frame and previous frame in the top
left corner overlapping area. The blue and red line stand for the frontal camera and right
side camera respectively. The horizontal axle is the frame number, and the vertical axle is
the quantity of variation of sum of pixels difference between current frame and previous
frame.
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Figure 2.17: A serious of frame image about the pedestrian walking through the top
right overlapping area. (a) frame number = 5. (b) frame number = 18. (c) frame number
= 20. (d) frame number = 52. (e) frame number = 54.
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Figure 2.18: NTSC frame format. This picture is converted from a NTSC frame. The scan
lines are seperated into even and odd fields. The horizontal and vertical synchronization
signals are also binding in the frame (the blue line), and the frame data format is YCbCr.
Two pixels combind into a micro pixel, each pixel has its own Y value and share the Cb
and Cr with another pixel.

because the pedestrian is walking away. On the other hand, the variation of camera 2 is

increasing because the pedestrian is coming. When frame number is 20(Figure 2.17 (c)),

the variation of camera 2 is greater than camera 1, the video source of the right top overlap-

ping area is changed to camera 2, and we can see the pedestrian’s figure in the bird’s-eye

view image clearly. If we still use frontal camera’s image, the pedestrian will missing in

the bird’s-eye view image.

2.3 Embedded system lookup table generation

In our application, we not only simulate the processing in PC, but also implement this

work in an embedded system. We use Blackfin-561 as our embedded video processing

system. In the embedded system, the frame information is itu-656 NTSC formate. Com-

parthed with PC image processing, the main differents is the scan lines are seperated into

even and odd fields, and the color space is YCbCr format. In order to speed up the im-
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Figure 2.19: Image transition. This is the transition flowchart of the vehicle surrounding
monitoring system. The red arrows represent the image processing flow in PC. The blue
arrow stands for the transition of lookup table which is used in embedded system.

age processing process, we generate a lookup table for embedded system to find the pixel

values of the bird’s-eye view image. Therefore, the lookup table must be seperated into

even field and odd field. Also, the pixel data format in the embedded system is different

from PC site. Two pixels compose a micro pixel, each two pixels has their own Y value

and share same Cb and Cr value. The frame data is saved in embedded memory just like

(Figure 2.18).

One of our goals is to generate a lookup table for embedded system to speed up the

image processing procedure.(Figure 2.19) illustrate the image processing flow of the ve-

hicle surrounding monitoring system. The red arrow stands for the image transition flow

in PC, and the blue line represent the transition relationship of the lookup table. At first,
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the input image (Figure 2.19(A)) is exist in the memory of Blackfin-561 and saved as the

ITU-656 format. We use developing tool from PC site to dump out the image data and con-

vert to normal image (Figure 2.19(B)). Then, we rectify fisheye images in (Figure 2.19(B))

by applying the FOV distortion model, (Figure 2.19(C)) is the rectified result. By mark-

ing out the corresponding points between the calibration patten (Figure 2.19(D)) and each

virtual perspective fisheye image in (Figure 2.19(C)), we obtain the homography matrixes.

Furthermore, we also apply the FOV midel to warp the projection result (Figure 2.19(E)).

Finally, we overlapping those warped projection results and put a vehicle figure in the mid-

dle, the bird’s-eye view image is complete.

However, to obtain the lookup table for video processing in embedded system, the

direction of transition flow must be inverted. In order to get each pixel value of the bird’s-

eye view image (Figure 2.19(E)), we first need to know which partition that the pixel belong

to, and apply FOV model to find the related pixel in the virtual perspective image. With

the location of our torget point in virtual perspective image, we use the homography matrix

to back-project this point to (Figure 2.19(B)). Again, by using FOV model and 2D image

transition, we can find the pixel value of bird’s-eye view image point in original ITU-

656 frame data. To reduce above transitions, we directly record the relations between

(Figure 2.19(A) and (E)) in the lookup table, and the mapping relation just like the blue line.

With this lookup table, the embedded system can directly obtain the pixel values of bird’s-

eye view image rather than compute fisheye image rectifications and image homography.

2.4 Summary of this chapter

This chapter introduce the system setup and configuration of our vehicle surrounding

monitoring system, including fisheye cameras, camera position, quad spillter, and embed-

ded system. Also describe the FOV model, fisheye image rectification, image homography

and image stitching. We also mention about the missing and ghosting effect which caused

by non-ground level objects, and we propose a dynamic boundary approach to eliminate

those defects. Finally, we build a lookup table in PC site, which will speed the image

processing procedures in embedded system.



Chapter 3

Embedded System and Implementation
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In this chapter, we introduce the embedded system and the image processing proce-

dures. First, that’s have an overview of the ADSP Blackfin-561 multimedia processing em-

bedded system, and also introduce the real time image processing procedures in blackfin-

561. Secondly, we will apply a double buffer method to take advantages of memory hier-

archical structure and reduce the data movement delay. Then, we implement the dynamic

boundary idea into the surrounding monitoring system to enhance the visibility of our mon-

itoring system. Finally, we introduce the implementation of our system.

3.1 ADSP Blackfin-561

In this section, we will introduce the features of blackfin-561 and understand the pro-

cessing units in this embedded system. Also, we will introduce the developing environment

and some important tool to help developer to implement their application. Moreover, we

will describe the real time video processing procedures and related hardware units of our

application.

3.1.1 Blackfin-561

The ADSP-BF561 processor [2] is a high performance member of the BlackfinR family

of products targeting a variety of multimedia, industrial, and telecommunications applica-

tions. At the heart of this device are two independent Analog Devices Blackfin proces-

sors [1]. These Blackfin processors combine a dual-MAC state-of-the-art signal processing

engine, the advantage of a clean, orthogonal RISC-like microprocessor instruction set, and

single instruction, multiple data (SIMD) multimedia capabilities in a single instruction set

architecture. The ADSP-BF561 processor has 328K bytes of on-chip memory. Each Black-

fin core includes:

• 16K bytes of instruction SRAM/cache

• 16K bytes of instruction SRAM

• 32K bytes of data SRAM/cache
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• 32K bytes of data SRAM

• 4K bytes of scratchpad SRAM

Additional on-chip memory peripherals include:

• 128K bytes of low latency on-chip L2 SRAM

• Four-channel internal memory DMA controller

• External memory controller with glueless support for

• SDRAM, mobile SDRAM, SRAM, and flash.

Here we also list features of ADSP blackfin-561:

• Dual symmetric 600 MHz high performance Blackfin cores 328K bytes of on-chip

memory

• Each Blackfin core includes

– Two 16-bit MACs, two 40-bit ALUs, four 8-bit video ALUs, 40-bit shifter

– RISC-like register and instruction model for ease of programming and compiler-

friendly support

– Advanced debug, trace, and performance monitoring

• 0.8 V to 1.35 V core VDD with on-chip voltage regulator

• 2.5 V and 3.3 V compliant I/O

• 256-ball CSP-BGA (2 sizes) and 297-ball PBGA package options

Here is the peripherals of blackfin-561:

• Dual 12-channel DMA controllers (supporting 24 peripheral DMAs)

• 2 memory-to-memory DMAs

• 2 internal memory-to-memory DMAs and 1 internal memory DMA controller
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• 12 general-purpose 32-bit timers/counters with PWM capability SPI-compatible port

• UART with support for IrDA

• Dual watchdog timers

• Dual 32-bit core timers

• 48 programmable flags (GPIO)

• On-chip phase-locked loop capable of 0.5 to 64 frequency multiplication

• 2 parallel input/output peripheral interface units supporting ITU-R 656 video and

glueless interface to analog front end ADCs

• 2 dual channel, full duplex synchronous serial ports supporting eight stereo I2S chan-

nels

The block diagram of blackfin-561 is in (Figure 3.1). ADSP-BF561 system peripherals

include the following:

• Parallel Peripheral Interfaces (PPIs)

• Serial Ports (SPORTs)

• Serial Peripheral Interface (SPI)

• General-Purpose Timers

• Universal Asynchronous Receiver Transmitter (UART)

All of the peripherals, except for general-purpose I/O and timers, are supported by a

flexible DMA structure, including two DMA controllers (DMA1 and DMA2) and an inter-

nal memory DMA controller (IMDMA). In each of DMA1 and DMA2, there are twelve

programmable peripheral DMA channels and two separate memory DMA streams dedi-

cated to data transfers between the DSP’s memory spaces, which include external SDRAM

and asynchronous memory. Multiple on-chip buses provide enough bandwidth to keep the
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ADSP-BF561 Peripherals

1-2 ADSP-BF561 Blackfin Processor Hardware Reference
 

• Watchdog Timers

• General Purpose I/O (Programmable Flags)

These peripherals are connected to the core via several high bandwidth 
buses, as shown in Figure 1-1.

All of the peripherals, except for general-purpose I/O and Timers, are sup-
ported by a flexible DMA structure, including two DMA controllers 
(DMA1 and DMA2) and an internal memory DMA controller 
(IMDMA). In each of DMA1 and DMA2, there are twelve programmable 

Figure 1-1. ADSP-BF561 Block Diagram
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Figure 3.2: VisualDsp++. This is the IDE (Integrated Development Environment) of ADSP
blackfin-561. The environment is like windows visual studio 2005, and there are a lot of
developing tool for developers to debug or measure the performance of applications.
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processor core running even when there is also activity on all of the on-chip and external

peripherals.

(Figure 3.2) is the IDE (Integrated Development Environment) of ADSP blackfin-561.

The programming language is similar to C, and the environment is similar to visual studio

2005. There are some useful tools that can help developers to debug, adjust, and improve

the application performance. Furthermore, the instructions and implementation details can

reference [1–3].

3.1.2 Real time image processing procedures in blackfin-561

The most important features of blackfin-561 is the dual Parallel Peripheral Interfaces

(PPIs). With PPIs, blackfin-561 can receive and transmit video frame data simultaneously.

Moreover, there are multiple DMAs can not only speed up the data movement procedures,

but also cooperate with hierachical memory to improve data throughput.

(Figure 3.3) is the real time video processing flow chart of ADSP blackfin-561 embed-

ded system. The video input signal is the output signal from the quad spillter. The signal

is transmited by the coaxial cable, and the video siganl is ITU-656 NTSC format. NTSC

format have 525 scanlines, and each scanline have 1716 bytes including vertical and hor-

izontal synchorization signals, blanks, and image data. The image data are seperated into

even and odd fields, each have 243 scanlines, and each scanline is 1440 bytes that contain

360 micro pixels. The image data is in YCbCr color space. Each micro pixel is composed

by two pixels and each pixel has its own Y value and share the same Cb and Cr with other

pixel. Y value is the illumination of a pixel, Cb and Cr are the color values.

The video input signals will be decoded by a ADV7183 decoder, the decoder will con-

vert the received signals into frame data (the purple path in Figure 3.3). So the developer

only have to config the registers to control the decoder and use a DMA to move the frame

data into the SRAM (the orange path in Figure 3.3). After we move the whole frame data

into the SRAM, the DSP core can access the frame data and generate the pixel values of

bird’s-eye image (the blue path in Figure 3.3).

As mentioned before, we use a table to record the pixel mapping information between

the input frame data and the bird’s-eye view result. The DSP core can fill the result image
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Figure 3.3: BlackFin-561 video processing flow chart. This flow chart illustrates the
video processing sequence in blackfin-561. When receiving the input frame from the quad
splitter, the decoder begin decoding video signals into itu-656 format frame data. Then,
the DMA move the frame data into the SRAM through the PPIs(parallel peripheral inter-
faces). The DSP core generate the bird’s-eye view image and saved in SRAM. After the
whole bird’s-eye view image has been generated, another DMA will move the result to the
encoder. Then, the bird’s-eye view image frame immediately show on screen.
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according the lookup table. The work of DSP core can be divide into two parts, one is

looking up the mapping table to get the pixel values from input frame image, and other is

to save the generated result into the output frame buffer in SRAM. Because the DSP core

need more clock cycles to access data in SRAM, we can utilize the on-chip cache to reduce

the access time. On the other hand, the search range of pixel mapping is the whole frame

image, and the searched image data is less spatial and temporal locality. It is necessary for

DSP core to directly access the input frame in L2 SRAM. But the output result of bird’s-

eye view image has sequential and have the spatial locality. Rather than directly save result

data in L2 SRAM, we use two small buffer in L1 cache to contain partial results of the

bird’s-eye view image. The data moving from L1 cache to L2 SRAM can be dealed by

memory DMA. Since DSP core accessing cache faster than SRAM, the clock cycles can be

reduced. The data moving and data processing can simultaneously be done by DMA and

DSP core, respectively.

Due to the limit of cache size, each buffer can only contain a part of the whole frame.

Therefore, we divid a frame into 36 sub-frames, which means each buffer has 120x81 pixels

(since the whole frmae has 720x480 pixels). On the other hand, if there is only one cache

buffer, the buffer is available after the lookup table result has been moved to SRAM. To

reduce the data transiting time, we apply the pipeline mechanism [15] to overlap the time

of filling buffer and moving data. The pipeline mechanism is using two buffers at the same

time. Assume there are buffer 0 and buffer 1. At first, one buffer is containing partial result

of bird’s-eye view image, and another buffer is idling. After buffer 0 is full, the core keep

looking up table and filling the result in buffer 1. The data in buffer 0 is moved by a MDMA

(memory DMA) simultaneously. Because the data moving is a sequential task, but filling

buffer according to the table is not. So filling buffer take more cycles than data moving. We

use the time of filling up buffer to switch two buffers, and the processing time and moving

time can be overlapped. Moreover, we can also apply the pipeline mechanism in the frame

receiving. Since the DMA (for frame input) is idling while the DSP core is processing. We

can also use two buffers for receiving data from decoder and for DSP core accessing. The

processing time and frame receiving time can be reduced. This pipeline mechanism greatly

enhence the data throughput and increase the processing speed.

After the whole frame of bird’s-eye view image is generated, the frame data must moved
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(a) Frame number 5 (b) Frame number 18 (c) Frame number 20

(d) Frame number 52 (e) Frame number 54

Figure 3.4: Frame images when a pedestrian is walking through the right top corner
of vehicle.

to encoder to encode and output (the green path in Figure 3.3). Here is another DMA

copy the frame data from SRAM to the ADV7179 encoder through PPI (the red path in

Figure 3.3). The embedded system keep doing the same work for next incoming frame and

also output previous result simultaneously.

3.2 Implementation of dynamic boundary

This section describe the implementation of dynamic boundary mechanism. Since the

fixed image boundary will cause object missing (Figure 2.17 (a)(d)), we propose this idea

to change the image source of overlapping area, and also move the image boundary.

For example, the pedestrian belong to the non-ground level object. When a pedestrian is

walking around the right top corner of a vehicle, the camera of frontal and right side record

the pedestrian’s figures. (Figure 3.4). We use the sum of difference quantity to trigger the

change of image source in the right top overlapping area (Figure 3.5).



3.2 Implementation of dynamic boundary 49

t2

t1

t0

t2

t1

t0

t2

t1

Camera 2

Camera 1

S_Diff1_C1

S_Diff1_C2

S_Diff2_C1

S_Diff2_C2

Bird’s‐eye view

Figure 3.5: Sum of difference quantity in overlapping area. This is the flow chart for
switching the image source of overlapping area.
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(a) Frame number 5 (b) Frame number 18 (c) Frame number 20

(d) Frame number 52 (e) Frame number 54

Figure 3.6: Bird’s-eye view image when a pedestrian is walking through the right top
corner of vehicle.

S(n, t) =
∑

i

∑

j

∣∣P (t)(i, j)− P (t− 1)(i, j)
∣∣ (3.1)

Where n is the camera number, t is the frame sequence. P (t)(i, j) is the pixel value of

camera number n at frame number t, i and j is the coordinate index of pixels in overlappint

area. S(n, t) is the sum of difference between frame t and frame t− 1 of overlapping area

of camera n. Then we use S(n, t) to compare the vatiation of different image source of the

overlapping area. (Figure 2.16) is the variation of sum of difference when the pedestrian is

walking around the right top corner.

(Figure 3.6) is the corresponding bird’s-eye view results of (Figure 3.4).

In order to compare current frame and previous frame, we use two buffers to contain

current frame and previous frame. After current frame have been processing, those two

buffers switched. On the other hand, there are four overlapping areas need to compute.

Using the whole overlapping area’s data to compute the difference quantity is a time con-

suming task. Since the difference of neighbor pixels is small, we can down sampling the

overlapping areas to compute the sum of difference quantity and also reduce the buffer size.
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On the other hand, the camera image may contain a lot of noises, if we directly use the

differences summation to trigger the switching, the switching result may be influenced by

noises, and the change frequence may become too fast. In order to keep the stability of

image boundary, we use a counter to counting the results of comparing difference quantity,

and also define a threshold about the condition of changing image source. Comparing the

summation of difference quantity can be treated as the competition of image source. The

image source will supply by the side with more difference quantity. In other word, the way

win more times of the competitions, the way dominate the image source of the overlapping

area.

Assume there are A and B two image sources and the overlapping area is dominated by

A. The initial of the counter is equal to the threshold value. If source A win the competition,

the counter will increase by one and can not greater than the threshold. But if source B win

the competition, the counter is dreased by one. If the counter is equal to zero, the image

source will switch and the counter will initial to the threshold value. While receiving a

frame, there is a new run of competition. If B can not win the competition more times

than the threshold value, the image source is still dominate by A, but if the number of

times that B win the competitions is greater than the threshold value, the image source will

change to B and the counter also initial to the threshold value. With this competition and

the threshold, the image source will not influenced by noises easily. However, the threshold

value become the trade off between stability and sensitivity, and we set five to the threshold

value in our experiment.

3.3 Implementation of surrounding monitoring system

As previous mentioned, we divide a frame into 36 sub-frames. Because the display

areas are not fixed, the pixel mapping relations is changed according to the comparing

results of 3.2. Furthermore, the location of buffer will change, so we have to record those

information to enhence the processing speed of embedded system. We use a table to record

the information, and use the buffer number and partition number as the index of table. The

buffer and the bird’s-eye view image partition can be treat as two rectangles and have their
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own position in the frame. If they have intersection, the DSP core need to fill the buffer

with the image data of the intersection. Those information can be computed previously by

PC, which including:

• Have intersection?

• X and Y coordinate of the left top corner of the intersection

• X and Y coordinate shift for buffer

• The width and height of the intersection

• X and Y index of the lookup table

• X and Y coordinate shift for table

During the buffer filling procedure, the DSP core need to check whether the buffer and

bird’s-eye view image partition have intersection? If yes, the intersection in the buffer will

be filled with the result according to the lookup table.

3.4 Summary of this chapter

This chapter introduce the embedded system we used and the the implementation details

of real time video processing in embedded system. The features of ADSP blackfin-561, and

the developing environment of embedded system are also mentained. We also reveal the

key points of real time video processing in blackfin-561 and apply the pipeline mechanism

to reduce the redundant time of data moving. We also describe the implementation of

dynamic boundary, which can dynamically decide the image source of overlapping areas

with stability. Finally, we describe the procedures of filling the cache buffer and list out

important informations of lookup table that can be obtained previously in PC site.



Chapter 4

Experimental Results
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In this chapter, we demonstrate the performance of proposed method and system. We

implement the proposed method for homography matrixes calibration and display areas

seperation of bird’s-eye view image. The procedures are implemented in C/C++ language,

compiled by Microsoft Visual Studio 2005 compiler and executable on WindowsXP plat-

form. On the other hand, the application of embedded system is implemented and compiled

by Visual-DSP++ 5.0. The executable file will be loaded into the ADSP BlackFin-561 plat-

form to execute.

In first section, we demonstrate the results of fisheye image rectification and homogra-

phy projection. Then, we generate a bird’s-eye view image according to the rectification

and projection results, and we use this bird’s-eye view image to divide the display areas.

Once the display areas are decided, the mapping relationship will be recorded in a mapping

table. In the second section, we use a real-time timer to measure the performance of our

system. Moreover, we also demonstrate the functionalities of our surrounding monitoring

system in different situations.

4.1 Results of Image rectification and 2D image projection

After we mount four fisheye cameras on the vehicle, those four fisheye cameras’ video

signals will be collected by a quad spillter. As shown on (Figure 4.1) each channel will

be scaled and arranged. The left top image belongs to frontal camera, the right top image

belongs to right side camera, the left bottom image belongs to left side camera, and the

right bottom image belongs to the rear camera.

As mentained before, we park the vehicle in the parking lot, and use lines of parking

spaces to calibrate the homography matrixes. But lines in these four fisheye images are

distorted by fisheye lens, so we apply FOV model to rectify these fisheye image. We

first clip each cameras’ image from (Figure 4.1), and resize to 640x480 (The resolution of

clipped image is 320x240.). (Figure 4.2 (a)(b)(c)(d)) is the resized result. After getting each

cameras’ image, we apply the FOV model to rectify (Figure 4.2 (a)(b)(c)(d)) to (Figure 4.3

(a)(b)(c)(d)).

The lines of parking space are corrected, then we can use rectified results to calibrate
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Figure 4.1: Output image of the quad spillter. This is a output image the of quad spillter,
four fisheye cameras’ images will be scaled and arranged by the quad spillter.

homography matrixes. (Figure 4.4), (Figure 4.5), (Figure 4.6), (Figure 4.7) are the corre-

sponding points in four rectified bird’s-eye view images and the calibration pattern. By

marking out those corresponding points, we can estimate the homography matrixes. (Ta-

ble 4.1), (Table 4.2), (Table 4.3), (Table 4.4) list out the X and Y index values of corre-

sponding points and the homography matrixes that can project points in calibration pattern

to rectified fisheye image.

The lines of parking space are corrected, then we can use rectified results to calibrate

homography matrixes.

After finishing homography matrixes estimation, we project four rectified fisheye im-

ages onto the calibration pattern. The homography matrix can translate the point index of

calibration pattern into the point index of a rectified fisheye image. We can find the cor-

respoinding pixel value in a rectified fisheye image. (Figure 4.8) is the projection results

of four cameras’ images. These cameras’ images are all projected to the same calibration

pattern, and we can align them simply by overlapping. The black parts in the projection
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(a) Image of camera 1 (b) Image of camera 2

(c) Image of camera 3 (d) Image of camera 4

Figure 4.2: Fisheye images. (a) Camera 1 for front view. (b) Camera 2 for the view of
right side. (c) Camera 3 for the view of left side. (d) Camera 4 for rear view.
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(a) Rectified image of camera 1 (b) Rectified image of camera 2

(c) Rectified image of camera 3 (d) Rectified image of camera 4

Figure 4.3: Rectified fisheye images. (a) Rectified image of camera 1 for front view. (b)
Rectified image of camera 2 for the view of right side. (c) Rectified image of camera 3 for
the view of left side. (d) Rectified image of camera 4 for rear view.
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(a) Rectified image of camera 1 with four corre-

sponding points.

(b) Calibration pattern with four corresponding

points.

Figure 4.4: Corresponding points (a) Four corresponding points stand for four corners
of a parking space in front of the vehicle. (b) The corresponding points in the calibration
pattern.

Table 4.1: Corresponding points of Camera 1

Camera 1
Rectified fisheye image Calibration pattern

X Y X Y

pair 1 302 209 297 73

pair 2 329 211 342 73

pair 3 250 242 297 184

pair 4 369 243 342 184

H1




0.876804 −1.95625 144.722

0.266681 −1.2415 192.97

0.00108092 −0.00619728 1
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(a) Rectified image of camera 2 with four corre-

sponding points.

(b) Calibration pattern with four corresponding

points.

Figure 4.5: Corresponding points (a) Four corresponding points stand for four corners
of the parking space on the right side of the vehicle. (b) The corresponding points in
calibration pattern.

Table 4.2: Corresponding points of Camera 2

Camera 2
Rectified fisheye image Calibration pattern

X Y X Y

pair 1 119 252 342 184

pair 2 234 193 387 184

pair 3 354 203 387 295

pair 4 391 245 342 295

H2




−0.887621 −0.439827 374.303

−0.439301 −0.138697 154.18

−0.00285795 −0.000588154 1
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(a) Rectified image of camera 3 with four corre-

sponding points.

(b) Calibration pattern with four corresponding

points.

Figure 4.6: Corresponding points (a) Four corresponding points stand for four corners of
the parking space on the left side of the vehicle. (b) The corresponding points in calibration
pattern.

Table 4.3: Corresponding points of Camera 3

Camera 3
Rectified fisheye image Calibration pattern

X Y X Y

pair 1 463 248 297 184

pair 2 390 198 252 184

pair 3 261 197 252 295

pair 4 204 245 297 295

H3




−0.9365791 −0.299037 393.497

−0.438042 0.00236863 161.967

−0.00294331 2.40374e− 005 1
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(a) Rectified image of camera 4 with four corre-

sponding points.

(b) Calibration pattern with four corresponding

points.

Figure 4.7: Corresponding points (a) Four corresponding points stand for four corners of
the parking space in rear of the vehicle. (b) The corresponding points in calibration pattern.

Table 4.4: Corresponding points of Camera 4

Camera 4
Rectified fisheye image Calibration pattern

X Y X Y

pair 1 266 246 342 295

pair 2 366 246 297 295

pair 3 305 209 342 406

pair 4 332 209 297 406

H4




0.359262 −1.25785 205.194

−8.71716e− 011 −0.769123 187.121

−5.37521e− 013 −0.00393786 1
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(a) Projection result of camera 1 (b) Projection result of camera 2

(c) Projection result of camera 3 (d) Projection result of camera 4

Figure 4.8: Projection results. (a) Projection result of camera 1. (b) Projection result of
camera 2. (c) Projection result of camera 3. (d) Projection result of camera 4.

results means there are no image contents in those area. While we overlapping those pro-

jection results, we can ignore those black parts by giving a zero weighting while blending.

(Figure 4.9 (b)) is the result of overlapping.

We decide the location and size of vehicle’s figure before warping. The blank part in

the middle of (Figure 4.9 (a)) is the body of our vehicle. We use corners in left top and

right bottom to represent the location and size of vehicle’s figure (Figure 4.9 (b)). In next

step, we apply FOV model to warp those projection results (Figure 4.10(a)(b)(c)(d)).

After warping, the left top and right bottom corner of vehicle figure (Red points in

(Figure 4.9 (b)) also transit away principle center. These two warped points will be used
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(a) Result without the vehicle figure (b) Result with the vehicle figure

Figure 4.9: Overlapping results. Overlapping for camera images’ projection results. (b)
Overlapping result with the figure of a vehicle.

to divide the display areas. The projection image of each camera will be seperated into

three parts (Figure 4.11 (a)(b)(c)(d)). The first and third parts is in overlapping areas, and

the middle parts are not. By overlapping these partition results, the bird’s-eye view image

are seperated into total nine areas (Figure 5.12), the middle part is vihicle’s figure. Images

of those middle parts on each side are direct projected by each side’s camera. The four

corners are the overlapping areas, where the image sources are supported by neighbor two

cameras.

4.2 Results of surrounding monitoring system and system

performance

We demonstrate some sample views of vehicle surrounding monitoring system in dif-

ferent situations and measure the performance of our system.

4.2.1 Reverse Parking

In first case, we demonstrate a reverse parking scene (Figure 4.13 (a)). While the driver

sitting in the driving seat, the visibility is restricted (Figure 4.13 (b)). It is difficult for the
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(a) Warped projection result of camera1 (b) Warped projection result of camera2

(c) Warped projection result of camera3 (d) Warped projection result of camera4

Figure 4.10: Warped projection results. (a) Warped projection result of camera 1. (b)
Warped projection result of camera 2. (c) Warped projection result of camera 3. (d) Warped
projection result of camera 4.
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(a) The warped projection result of camera 1 is

seperated into three parts

(b) The warped projection result of camera 2 is

seperated into three parts

(c) The warped projection result of camera 3 is

seperated into three parts

(d) The warped projection result of camera 4 is

seperated into three parts

Figure 4.11: Partitions of each cameras’ warped results. (a) Partitions of frontal image.
(b) Partitions of right side’s image. (c) Partitions of left side’s image. (d) Partitions of rear
image.
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Figure 4.12: Partitions of bird’s-eye view image. The bird’s-eye view image is seperated
into nine parts by left top and right bottom corners of the warped vehicle figure.

(a) Reverse parking (b) The real scene of reverse

parking

(c) Resticted visibility of driver

Figure 4.13: Reverse parking. (a) A chart of reverse parking. (b) A real scene of driver’s
view. (c) Resticted visibility of driver.
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(a) Reverse parking 1 (b) Reverse parking 2 (c) Reverse parking 3 (d) Reverse parking 4

(e) Reverse parking 5 (f) Reverse parking 6 (g) Reverse parking 7 (h) Reverse parking 8

Figure 4.14: Frame serious of reverse parking.

driver to estimate the distance between vehicle and other cars. But driver can reference the

bird’s-eye view image through the vehicle surrounding monitoring system, and can clearly

see another car as well as lines of parking space (Figure 4.14).

4.2.2 Reverse driving

The second case is reverse driving. The visibility of driver is same as reverse parking.

We can compare the real scene images (Figure 4.15 (a)(c)(e)(g)) with the bird’s-eye view

images (Figure 4.15 (b)(d)(f)(h)).

4.2.3 Driving in the narrow alley

When driving through a narrow alley, the driver’s eyesight is restricted by buildings or

walls on both sides. Bird’s-eye view image is useful in this situation. It is easily to see the

buildings and walls clearly and can avoid collision. Moreover, our system can automati-

cally change image to see obstacles in the intersection of the alley. Not only eliminate blind

spots, but also give driver more time to response for pedestrians or cars from left or right
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(a) Real scene 1 of

reverse driving

(b) Bird’s-eye view 1

of reverse driving

(c) Real scene 2 of

reverse driving

(d) Bird’s-eye view 2

of reverse driving

(e) Real scene 3 of

reverse driving

(f) Bird’s-eye view 3

of reverse driving

(g) Real scene 4 of

reverse driving

(h) Bird’s-eye view 4

of reverse driving

Figure 4.15: Frame serious of reverse driving.
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(a) Intersection 1 (b) Bird’s-eye view image 1 of

intersection in alley

(c) Intersection 2 (d) Bird’s-eye view image 2 of

intersection in alley

(e) Intersection 3 (f) Bird’s-eye view image 3 of

intersection in alley

Figure 4.16: Frame serious of driving through the intersection in an alley. (a) There is
a pedestrian behind the building, but can not be seen by the driver. (b) The bird’s-eye view
image shows the figure of the pedestrian. (c) Two seconds later, the pedestrian can be seen
by the driver. (d) The bird’s-eye view at the same time of (c). (e) The pedestrian is walking
in front of the driver. (f) The bird’s-eye view at the same time of (e).
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side. (Figure 4.16 (a)(b)(c)(d)(e)(f)) is the frame serious of driver’s eyesight and bird’s-eye

view images at the same time.

(Figure 4.17 (a)(b)(c)(d)) is a child walking through the intersection. The child is

shorter than the pedestrian in (Figure 4.16), and more difficult to be seen by the driver.

In (Figure 4.17 (a)), when the child is walking to the same position of the pedestrian in

(Figure 4.16 (c)),the driver still can not seen. But we can find the child’s figure in (Fig-

ure 4.17 (b)). When the child is in front of the driver (Figure 4.17 (c)(d)), driver may just

notice that there is a child in front of the car.

4.2.4 System performance

We measure the system performance by using a timer to count execution time and a

counter to record the frame number we processed. The maximum system clock rate of

ADSP BlackFin-561 is 133MHz, and the timer counting in the same frequency. We set

the timer to count 1.33x107 times to count 10 seconds. After time out, the timer will send

a interrupt to DSP core and output the processed frame number. The processing speed

of this vehicle surrounding monitoring system is 14.3 frame per second. Each frame will

need 0.06993 second to process. We also use a statistical profiling tool to observe the time

cost of each functionality. The two major parts is filling buffer and decide image sources

of overlapping area. It takes 46.44% of execution time to fill buffers by looking up table,

41.49% to compute the sum of pixels’ differences in overlapping areas as well as decide

the image sources of these four areas.
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(a) Intersection 4 (b) Bird’s-eye view image 4 of

intersection in alley

(c) Intersection 5 (d) Bird’s-eye view image 5 of

intersection in alley

Figure 4.17: Frame serious of driving through the intersection in an alley. (a) There is
a child behind the building, but can not be seen by driver. (b) The bird’s-eye view image
show the figure of the child. (c) Four seconds later, the child can be seen by driver. (d) The
bird’s-eye view at the same time of (c).
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Chapter 5

Conclusion
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In this thesis, we develop a driving assistant system which provides the bird’s eye view

image of vehicle surrounding. In this system, four fisheye cameras are mounted around

a vehicle to capture images of the surroundings from four sides of a vehicle. All fisheye

images are rectified to the virtual perspective images according to the fisheye distortion

model and these rectified images are stitched together to synthesize the bird’s-eye view

image. This bird’s-eye view surrounding monitorint system involves two major techniques,

finding pixel mapping relationship and real time image processing in embedded system. We

propose a simple method to define the mapping relationship, and novel methods to ensure

the visibility of obstacles around the surrounding of a vehicle.

For finding the pixel mapping relationship, we first rectify the fisheye image with the

FOV distortion model. Then, we proposed a simple method by using lanes in parking lot to

calibrate the homography matrixes. The fisheye distortion model help us to rectify or warp

image easily. The curved line become straight in the rectified fisheye image, and the image

quality and resolution of warped bird’s-eye view image is better than virtual perspective

image. The calibration procedures of homography matrixes is simple and effective, only

requires to mark out the corresponding points in calibration pattern and in rectified fisheye

images once. Then, the pixel mapping information can be decided, and this mapping rela-

tion can be recorded into a look up table to reduce the computation of embedded system

and complexity of application implementation in embedded system.

For real time image processing in embedded system, we proposed a novel method to dy-

namically decide the image source of overlapping area. With this feature, we can eliminate

the missing and ghosting effects of the bird’s-eye view. We also utilize memory hierarchi-

cal structure and apply pipeline mechanism to speed up the image processing in embedded

system.

The fisheye images taken from four fisheye cameras on front, both sides, and rear are

combined in a bird’s eye view image. The blind-spot-less image of vehicle surroundings

is synthesized and displayed on a screen for driver to reference. With the support of this

bird’s-eye view vehicle surrounding monitoring system, drivers can easily maneuver their

vehicles by surveying the surrounding area of their vehicles on a single screen. Driver can

avoid collision with the obstacles which appear in the blind spot area around their vehicles.

Parking a vehicle into a narrow parking space also becomes an easy task. While there are



Conclusion 75

obstacles approaching the vehicle, the bird’s-eye view image will show out immediately,

The proposed vehicle monitoring system not only provides an easy and efficient way for

maneuvering vehicles but also provides the higher safety level for passengers and pedestri-

ans.
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