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A Token-based Approach to Load Balancing of

Heterogeneous, Multi-resource Systems

Student: Kun-Ting Chen Advisor: Dr. Jing-Ying Chen
Institute of Computer Science and Engineering
National Chiao Tung University

1001 Ta Hsueh Road, Hsinchu, Taiwan, ROC

Abstract

The Internet has become an indispensible.media where people access various on-line
services, such as executing personalized applications, browsing and publishing web contents,
communicating with friends and co-werkers, and_so on. From the server-side perspective,
providing an Internet service requires. sufficient €PU power as well as other kinds of
resources such as memory, disk space, and network bandwidth, in order to maintain
satisfactory service quality. When the kinds of services increase and their popularity vary,
how to ensure quality of service without acquiring excessive computing resources becomes a
challenge. Modern web-based systems employ various load balancing techniques in order to
spread user requests among multiple machines. However, most of these techniques assume
that servers are homogenous with similar resource capacities. Because different services
impose different requirements on different kinds of resources, and the request rates for
different services are also different, these load balancing techniques may not operate
optimally and result in unnecessary resource contention. We have studied the problem of load
balancing among machines with heterogeneous resource capacities in a traditional resource

scheduling context, and proposed a market-based approach to effectively reducing



unnecessary system bottleneck. In this thesis, we extend the previous study but focus on
web-based systems, where requests tend to be small in processing time but large in volume.
To apply the same market-based principle, we propose a token-based approach in which the
servers do not exchange load on a per-request basis, but rather on a token basis where each
token represents a workload with specific multi-resource requirements. Our goal is to balance
the server load and to make efficient use of all the available system resources. We have
conduct extensive simulation under different system configurations and compare our method
with existing load balancing schemes. The results showed that our approach provides
substantial performance improvement, capable of delivering equivalent system throughput

with fewer machines.

Keywords: cloud computing, multi-resource.load balancing, workload distribution
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Chapter 1 Introduction

The Internet has experienced rapid growth over the last few years as people rely more
and more on the Internet to access their on-line, personalized applications, to browse and
publish Web contents, to communicate with friends and co-workers, and so on. Web content
providers and e-commerce companies are often inundated by the sheer number of Web page
requests, and they need to constantly expand their server capabilities to cope with the
increasing demand. Serving dynamic and feature-rich web content, which is crucial to the
success of the web site, only intensifies the problem further. When serving dynamic content,
the server usually needs to take into account user information such as the location of the
request, the user’s permission and other session information. Based on the user information
and the types of services requested, the processing flow on the server side may vary a lot,
possibly requiring different amount of CPU time, involving different databases or external
servers. If the capacities of the various resources on each-machine are not configured right, or
if the actual user request pattern does not match what is expected when the system is built,
performance bottlenecks may emerge from time to time, resulting in low resource utilization
for the whole system and unacceptable response time for end users. Moreover, even when the
observed request pattern matches what is planned, performance bottlenecks may still emerge
when the volume of user requests surge unexpectedly and persist for a certain period of time,

which may bring the system into an instable state.

To cope with the heterogeneity in terms of multiple request types, differentiated resource
requirements, and diverse request patterns, modern web-based systems often employ some
kinds of load balancing techniques so that user requests can be spread among multiple
machines evenly. However, these techniques often assume a simpler system model in which

the CPU resource is of the primary concern when allocating servers for different applications.
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For example, some approaches attempt to adjust the number of servers for a given web
application based on statistical information to achieve a specific utilization target. As
mentioned previously, however, different types of requests often have different requirements
for different resources, and trying to balance the usage of only one resource type may induce
inadvertent performance bottleneck, especially when other scarcer resources are under

contention.

In previous work [Yang, et al], we have investigated the problem of task scheduling in a
more traditional context, where each task is unique, has longer lifespan, and has different
requirements for different kinds of resources. We have demonstrated that both inter-server
heterogeneity (where different servers have different resource capacities) and intra-server
heterogeneity (where the capabilities of different resource types inside each server also vary)
can have dramatic impact on the overall system performance. We proposed a market
mechanism (MM) to effectively deal"with the problem. Basically, the MM approach prices
overloaded resources with higher cost, and tasks are swapped among servers dynamically to

reduce the overall cost.

In this thesis, we focus on large-scale web-based systems such as clusters or cloud
computing environments where user requests tend to have much shorter processing time but
large in volume. We adapt the MM model mentioned above and propose a token-based load
balancing method in which a token represents a certain amount of workload for a specific
request type and is characterized by the requirements of multiple resources. Instead of
scheduling individual requests, our method schedules tokens among servers dynamically

following the same MM strategy.

We have conducted extensive experiments to investigate the effectiveness of our method
under various system configurations, by varying the number of machines, the variation of

resource requirements for user requests, the capacity differences among machines, and the
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heterogeneity of resource capacities inside each machine. Our method outperforms other
comparable load balancing methods considerably, especially when the degree of inter-server
and intra-server heterogeneity is high. Furthermore, we also study the cases where request
rates change over time, i.e. the time-of-day effect studied in [Ranjan, et al], and show that our

method can tolerate temporal surge of requests better than the other methods.

The rest of this thesis is organized as follows. Chapter 2 discusses related work. Chapter
3 presents a framework characterizing our token-based load balancing architecture. Chapter 4
discusses our token-based load balancing algorithm based on distributed market mechanism.
Chapter 5 presents the adaptive token-based load balancing algorithm that deals with
time-varying requests. Chapter 6 discusses the experiments. Chapter 7 gives discussion and

future work, and Chapter 8 concludes this:thesis.



Chapter 2 Background and Related Work

Modern large-scale web-based systems invariably contain multiple inter-connected
machines in order to serve the large volume of income requests in parallel. Depending on the
web site traffic, the server-side architecture may range from clusters to larger cloud
computing environments that contain multiple clusters serving different Web applications.
Within each cluster, the computational resources of the machines may be aggregated into a
resource pool to execute potentially diverse requests on behalf of users [Paton, et al]. These
clusters are used not only for executing computation-intensive applications, but also for
replicating storage and backup servers to provide essential fault tolerance and reliability for
critical applications. In such cluster architecture, the system has to distribute user requests
among servers properly in order to.meet the required quality of service. A simple approach to
load distribution is to use a load balancer in front of multiple web servers and dispatches

income requests to specific groups of servers based on the request URL pattern.

As another example, in cloud computing, there is usually a server migration algorithm
which allocates servers on-demand within a cluster by adapting the number of servers
according to client demands. It moves servers from a shared server pool into an overloaded
cluster and away from under-loaded cluster into the server pool, respectively [Ranjan, et al].
[Ranjan, et al] also proposes a server selection mechanism that enables statistical multiplexing
of resources across clusters by redirecting requests away from overloaded clusters. A cluster
decision algorithm is proposed to decide between serving a request locally after migrating in
additional servers at the local cluster and serving it remotely by redirecting the request to a
remote server that can serve the request earliest. They consider dynamic web requests that
incur multi-resource requirements of a server, and the resource allocation algorithm considers

both network latency effect on user-perceived response time and the CPU utilization of
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servers. However, they implement the server-on-demand algorithm base only on target CPU

utilization, and they allocate servers based on CPU resource utilization only.

In contrast, this thesis explores more complex load balancing strategies that take into
account the diverse inter-server and intra-server resource capacities, as well as heterogeneous
workload associated with different types of requests. To simplify the load balancing problem,
we make several assumptions about the overall system. First, we focus on a cluster system in
which there are multiple machines with different resource capacities, and each machine is
responsible of processing certain incoming requests, but the types of requests and the implied
workload behind these requests may be different for different machines. For simplicity, we
also assume that each machine is capable of processing the requests redirected from any other
machine if it is asked to. These assumptions simplify the model and make it easier for us to
adapt existing load balancing methods for web-based cluster systems. Figure 2.1 depicts the

model described above.

il 11
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Figure 2.1: Multi-resource requirement and heterogeneous servers

When scheduling tasks with multi-resource requirements concerned, [Leinberger, et al]

discusses generalized job selection heuristics to schedule jobs that can best balance the



utilization of all the k resources. Specifically, the backfill lowest (BL) heuristic searches the
job queue looking for the feasible job (i.e. when available resources can still meet the job’s
multi-resource requirements) which also demands the most for the currently least loaded
resource. In contrast, the backfill balance (BB) heuristic attempts to pick the feasible job that
can result in most balanced resource utilization for the whole system. [Yang, et al] proposes a
distributed market mechanism (MM) for multi-resource task scheduling. In addition to the
inter-server imbalance degree that is considered in BL and BB, the MM approach also
considers the imbalance degree within each server. More specifically, MM not only tries to
shift load from higher loaded servers to under loaded ones, but also attempts to exchange load
between servers with moderate load to minimize their internal imbalance. This simple
heuristic allows more jobs to be packed into each server in general, hence helps increasing the

overall system utilization.

The BL, BB, and MM load-balancing methods are devised for more conventional task
scheduling problem where each+task . is"unique, has longer lifespan, and has different
requirements for different kinds of resources. In-this context, a task may be allocated to some
server initially, executed partially, and be reallocated to another server based on the dynamic
state of the system. This model does not fit well with web-based systems, where requests need
to be processed timely and responses generated promptly. Although requests may still be
redirected among servers, once a request is processed there is no room for rescheduling. To
adapt the abovementioned methods in such context, a straightforward approach is to aggregate
multiple requests of the same type into a token, which serves as the unit of scheduling.
Specifically, each token is associated with some multi-resource requirements derived from the
type of request and the request rate. Conceptually, when a server is assigned a token, it needs
to process the designated number of requests before claiming the completion of the token. In

practice, however, the server may keep the token for a long time and continuously process the



corresponding requests before the token is rescheduled elsewhere. Therefore, the token in fact

represents a certain portion of the workload associated with the request type.

[Kulkarni, et al] also uses the concept of tokens to facilitate load balancing, but in a
distributed system setting. The system is modeled as a network of inter-connected servers
where each node has a single load indicator, based on which “local minimum” and “local
maximum” can be found by exchanging the load information between neighbors. Two types
of tokens, namely sender tokens and receiver tokens are created accordingly and passed over
to neighbors. Servers who receive the tokens may shift its own load or help the other server
based on its own load status and the kind of token received. The token may also be
propagated further. [Borovska, et al] applies similar token-based load balancing method to a
computational model for solving a puzzle problem in parallel computation system. This
approach uses token messages to- circulate among the parallel processors and to store
information about the load distribution throughout the system. The load balance algorithm is
initiated and performed by the idle-or under-loaded processes by identifying the most heavily
loaded processor to make a request for load-migration. In addition, the token message also
includes additional fields such as terminating conditions and best solution calculated so far, so
as to reduce communication overhead since servers need to communicate with each other
frequently and send messages to inform system manager of their latest computed solutions to

the sub-problems they are designated to solve.

[Lin, et al] proposes a gradient model for load balancing in distributed multi-processor
systems. The method first lets each individual processor determine its own load condition
(heavy, moderate or light). Secondly, it establishes a system-wide gradient surface
represented by aggregate value of all proximities to facilitate task migrations. A proximity
value is determined for each processor to denote the minimum distance between the processor

and a lightly loaded node in the system. The gradient surface is used as indication of all



under-utilized processors, and the load balancing is based on a demand-driven principle which

requires the under-utilized processors to dynamically initiate load balancing requests.

Our approach is similar to volunteer computing in many aspects. Briefly speaking,
volunteer computing is a distributed computing paradigm in which a large number of
computers, volunteered by members of the general public, are aggregated to provide unified
computing and storage resources. Not surprisingly, there is usually some entity which is in
charge of job scheduling among the participating computers. From load balancing perspective,
the main difference between volunteer computing and traditional parallel computing systems
is that for the former it is the computers that are idle or under-loaded that ask the scheduler for
jobs to execute, while for the latter the scheduler usually takes the active role of maintaining
the load status for the member servers and dispatching jobs once they arrive. Notable
volunteer computing examples jincluder SETI@Home and BOINC (Berkeley Open
Infrastructure for Network Computing) [Anderson, et al]. For example, BOINC is middleware
system being used for applications in physies, molecular biology, medicine, chemistry,
astronomy, climate dynamics, mathematics; and-the study of games. Volunteers participate by
running BOINC client software on their computers (hosts). Each client periodically
communicates with the task server to report completed work and to get new work. All
network communication in BOINC is initiated by the client. The fact that it is the client who
triggers job assignment can have importance consequence for the overall system utilization,
especially when each computer has its own load beyond the control of the scheduler.
Naturally, it is the participating computers who know the best timing to request for jobs.
Following the same principle, we also investigate some variations of our token-driven load
balancing method, that is, by letting a server to grab additional tokens from other servers only

when it is under loaded.



Chapter 3 Token-based Load Balancing Architecture

The overall load balancing architecture is modeled as a set of servers interconnected with
high-bandwidth links. Without loss of generality, we assume each server is configured to
handle one application; that is, it serves as the entry point for all user requests related to that
application. In practice, a server may be in charge of multiple applications, or multiple servers
may share the load for the same application. An application distinguishes itself from other
applications by the types of requests associated with it; each request type is characterized by
its specific arrival rate and multi-resource requirements. In our simulation model that will be
described in more details later, for each server, we will assign the mean and variance for its
request arrival rate and its requirement for each type of resources. In addition, each server
contains multiple types of resources-each with different capacity. Again, in the simulation
model we will assign the capacity.for each resource type in different servers based on certain

random distribution.

A request can be executed on a server only when the available resources of the server
can satisfy all of the request’s resource requirements; otherwise the request is put in a queue
waiting for execution. Note that once the request is put in the wait queue, it cannot be
rescheduled to another server. When a request is in execution, it claims all the resources from
the server and will not return them back until it is finished. Therefore, the load of a server at a
given time is the sum of the resources claimed by all the requests in execution. There are two
sources of requests to each server: one is generated from outside by the user; the other is from
the other servers in the cluster. This implies that a server may also be able to process requests
from other applications. For simplicity, we assume each server is capable of executing any

kind of request if it is asked to. Note that this assumption is not far from reality because, to be



scalable, modern cloud computing environment such as Amazon E3 or Google App Engine
indeed try to replicate the same application to different servers based on the application

traffic.

Figure 3.1 depicts the system architecture described above. In the figure, Client 1
represents an application with high CPU requirement, but the CPU resource of Server 1 is
overloaded, while Server 2 and 3 only have moderate CPU load. From the perspective of
Server 1, it is desirable to shift some of the requests from Client 1 to Server 2 or 3 properly to
reduce its CPU load, so as to increase its own chance to accept more requests from its wait
queue. Of course, since all of the servers have the same goal, the load balancing mechanism
needs to ensure that workload is divided and assigned among the servers properly such that

the overall resource utilization is kept high.

, ml
0. L worszad |

N WorkLoad1 ’IHQ Cluster3 Serverl
X _~ Workload mapper

. | Server2 ///;// Dispatcher I
N Workload mapperf~_— { T
Dispatcher E Server3

Ty
— =

G o — | Workload mapper _ | )
[ Workload from Server3 \‘; WorkLoad3 ’

Dispatcher Vo

Client
I

Figure 3.1: Workload distribution model

The load balancing algorithm is implemented in a distributed manner. Each server
contains a workload mapper which monitors and analyzes incoming workload continuously,
and communicates with other servers’ mappers to decide how workload is divided among
them. In other words, it is the set of workload mappers that together implement the load
balancing strategy for the whole system. The dispatcher in each server is the one that takes

care of actual request dispatching.
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In our token-based approach, each workload mapper divides the workload corresponding
to each request type into multiple tokens, where the number tokens is determined in a way
that is proportional to the size of the workload. Specifically, assume request type i has arrival

rate Ri and average CPU time Ci, its workload can be derived as
L, =R, *C,

We simply pick a system-wise constant Lg as the “unit” of workload all tokens should
represent. Therefore, the token size Ni for request type i can be derived using the following

formula:

Note that in this thesis we only study the-case where all token represent roughly the same
CPU workload. Other variations-are also werth further investigation. For example, we can

allow tokens to represent different waorkload sizes and see the impact on the scheduling result.

Initially, each server holds all the tokens created by its mapper. Tokens serve many
purposes. Firstly, because tokens can be passed among servers, if a server holds a token, it is
responsible for the associated workload, meaning it should accept and process the
corresponding requests dispatched from the token originator. Secondly, the workload mapper
also uses the tokens to determine how to process each incoming request. For example, if a
request type is divided evenly into N tokens, the workload mapper first picks one token from
the N tokens randomly (or in a round-robin manner), checks which server currently holds the
token, and dispatches the request to that server. Thirdly, because the total workload of a
server can be computed by summing up all the tokens the server holds, the load balancing
algorithm can use this information to rearrange tokens among servers to increase system

utilization.
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Figure 3.2 demonstrates how tokens are managed within each server, where Tpg Stands
for the token manager that controls the creation and management of tokens for the server. In
this example, the server’s own workload for request type i is divided into 6 tokens. The buddy

set, which is used to hold tokens from other servers, is empty initially.

Inter-cluster

Workload;
workload
Al Al Al A| A| A 21?21?2122 7?2
1/6 1/6 1/6 1/61/6 1/6 20?21?2122 7?2
Token set

Token spare set

Figure 3.2: Initial token'set and buddy set for workload; on server A

Figure 3.3 shows how tokens‘migrate between servers. In the figure, server A attempts to
shift one of its tokens to server B."The token manager of server A marks the holder of a token
to be server B, meaning that future requests of type.i will have 1/6 chance to be redirected to
server B. The token manager then notifies server B about the token assignment; Server B
needs to add a new token in its buddy set to record the newly introduced workload it is

responsible of.

12



Workload;

Workload;

Bl B| B

Token set

1. Mark Holder;q=B
2. Lease token (1/6;)

Inter-cluster
workload

accept Server A’sitoken

CI|C|C|D|A|?

212020222

Figure 3.3: Token distribution scheme
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Chapter 4 Token-based Load Balancing based on Market

Mechanism

In Chapter 3 we outline the token-based load balancing architecture based on which
different load-balancing schemes can be conceived. In this chapter, we proceed to describe
one specific load-balancing algorithm, namely TBMM (Token-Based Market Mechanism),
that dynamically rearrange tokens among servers to improve the overall system utilization.
Distributed load balancing methods can be characterized with four policies [Shivaratri, et
al][Eager, et al], namely information policy, transfer policy, location policy, and selection
policy. We will also use the four policies to describe our load balancing method. Before going

into the details, however, we first summarize these four policies:

® Information policy. The information policy determines the kinds of state information to
be exchanged among servers..Conventional methods usually exchange information about

a single resource, such as the CRPU load.

® Transfer policy. The transfer policy determines the set of servers that need to adjust.

The most common approach is threshold-based, which calculates an upper threshold T,

and a lower threshold T,. The upper threshold Ts may be in the form of L2 + d, where

avg

L29 stands for the average resource load of the whole server cluster and d a designated

avg

constant, or a L9

avg

where a is a constant value greater than 1. Likewise, T, may be in the

formof L29-doral®?wherea<1.

avg avg

As shown in Figure 4.1, if the load of a server is greater than Ts, the server is said to be
in sender state; if less than T,, the server is in receiver state. Otherwise, the server is in

common state. As the names suggest, a server in sender state tends to send some of its

14



jobs to another server with a lower load, while a server in receiver state tends to receive
jobs from another server with higher load. The servers in common state do not have to do
anything. In this paper, we also define a new state, call exchanger state, to deal with

multi-resource load imbalance issue within each server.

.....

.....

Receiver

Figure 4.1: Sender, receiver, and common states

Location Policy. The location policy concerns the steps needed to find the target server

to which a server in sender ‘state.can send jobs to, and to find the source server from

which a server in receiver state can.receive jobs from. A simple heuristics is for a server

in sender state to match the server with lowest lead, and similarly for a server in receiver

state to match the one with highest load.

Selection Policy. Once the server pair is chosen, the selection policy determines which

jobs should be sent to or received from the matching server. We investigate three popular

job scheduling approaches, called latest arrival job, backfill lowest [Leinberger, et al]

and backfill balance [Leinberger, et al]:

- Latest Arrival Job (LAJ): send the latest arriving job from the sending server to the
receiving server,

- Backfill Lowest (BL): find the resource of the receiving server that is most available,
and send the job that demands that resource most from the sending server.

- Backfill Balance (BB): send the job which can minimize the (maximum load /

average load) measure for the receiving server.

15



3 — =
-5 Fs e
S | e | S —
5 k= ~Fi-si o
13 15 14 7 5 6 (a) Before job exchange
= E=
> E5-] 5]
= gy | et —— =2 :::
sHEE ===
8 12 9 12 8 11 ) Result of LAJ selection policy
===
s R
e
8 8 9 12 12 11 (¢) Result of BL selection policy
sy EEiEElEE
sHE S| EcEeE
10 10 10 10 10 10 (d) Result of BB selection policy

Figure 4.2: Example of selection policies

As an example, consider Figure 4.2:in which there are two servers with 3 jobs and 1 job,
respectively, and the load of their resources are 13, 15, 14 and 7, 5, 6, respectively, before job
exchange (Figure 4.2a). Assume the server on the left is in sender state and has to send a job
to the server on the right. If the LAJ selection policy is used, the latest arriving job (with
resource requirements 5, 3, and 5) will be selected (Figure 4.2b). In case the BL selection
policy is used, since the second resource of the receiving server is least busy, the first job
(with resource requirements 5, 7, and 5) of the sending server will be chosen because it
demands the second resource most (Figure 4.2c). Finally, when the BB selection policy is
used, since the measure of executing the three jobs on the receiving server are 1.16, 1.0, and

1.03, respectively, the second job will be selected (Figure 4.2d).
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The framework discussed above is for conventional job scheduling problem. In this
thesis, only small modification is needed, that is, by replacing the concept of jobs with tokens.
Note that in conventional job schedule problem, jobs enter the system continuously, and leave
the system when completed. In our model, however, tokens persist in the system since
beginning, even though their number may increase or decrease over time. However, such
difference has no impact from load balancing perspective, since we can simply think of tokens
as long-running jobs that seldom finish.

In TBMM, each token assigned to a server will be associated with a cost, which is
directly proportional to the resource load of that server. We define the cost per resource
requirement of token w assigned to server j as:

ZK:(J ka)

C,(w)=tdr— L)

K
pIK
k=1
where J is the requirement of resource k for token w, L"j the load of resource k in server j,

and K the number of resource types. The.reason we define the cost per requirement rather than
the total cost of a token assigned to a server is that the former helps improve the load
imbalance degree within a server.

Below we describe our method in terms of the four policies mentioned above:
Information policy. In our method, servers exchange their entire resource load L} ~ L with
each other, where L‘] represents the load of resource k in server j.

Transfer policy. We define the load imbalance degree for server j as:
< k k
B; = Z(L,— - Lavg) (2)

where LY is the average load of resource k of the whole server cluster. B; measures the load

avg

imbalance degree between servers. Similarly, the absolute load imbalance degree for server j
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is defined as the sum of absolute values of load differences:

©)

K
_ k k
Bas 5 = |1 — L
k=1

which measures the load imbalance degree between resources inside a server j. We then

determine the state of a server as follows:

® Sender: T, <B,.
® Receiver: B, <T,.

® Exchanger: T, <B;<T, and T<B

abs_j "

® Common: the rest.

Ts and T, are thresholds that are also.commonly.used in‘conventional methods. The difference
is that we add an exchanger state with the threshold T for servers to further improve load

balancing of resources inside of a server;

Location policy. For servers in sender or receiver state, the location policy to find matching
server pairs is the same as those in conventional methods. For servers in exchanger state, on
the other hand, the policy is different:

Assume server i and j are both in exchanger state, we define the load imbalance degree

for the pair before token exchange as:

B.,. .+B

abs i

abs_j (4)
and the ideal load imbalance degree after token exchange as:

kK 1k k kK _ 1k k
2% zK“%(LI Lavq)>< Elk ::(FL‘I(J Lavg)>< R; % (5)
i j

k=1

where r¥ and RY are the capacity ratios of resource k for heterogeneous servers i and j.
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Our goal is to find the pair of servers i, j such that their imbalance degree before token
exchange minus their ideal load imbalance degree afterwards is the largest. For illustration,
consider Figure 4.3a in which there are three servers; the ratio of their capacities is 1:3:4 and
their current loads compared to the whole system load are +4%, -4%, and +3% respectively.
Before token exchange, Baps_1, Bans_2, and Baps_3 are 4, 4, and 3, respectively. Without

considering server capacity, we may tend to pair server 1 with server 2, because the imbalance

4x1+(-4)x3
1+3

degree before token exchangeis4 +4 =8, and 2« =2x2=4 afterwards (Figure

4.3b), hence the improvement of imbalance degree is 8 — 4 = 4. If we pair server 2 and server

3 instead, the imbalance degree is 4 + 3 = 7 before token exchange, and becomes

(—4)><3+(3)><4
3+4

2% —2x0=0 afterwards (Figure 4.3c), an improvement by 7.

+4% 4%  +3%

S1 s2 S3 (a) Before job exchange

2% 2% +3%

S1 82 S3 (b) Result of pairing server 1 and server 2

+4% 0% 0%

S1 S2 S3

(c) Result of pairing server 2 and server 3

Figure 4.3: Example of location policy
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Selection policy. Employ Equation (1). For each server pair i, j selected by the location policy

among the servers in sender and receiver states, the token, w, to be sent from server i to j is
the one that can result in minimum ¢, (w) for server j.
For each server pair i, j where both servers are in exchanger state, we want to pick a

token from each server for exchange, and the exchange can benefit both servers overall. We

define the benefit of transferring a token w from server i to server j as:
Ci (W)_C i (W) (6)
Accordingly, the total benefit of exchanging token w1l in server i with token w2 in server j
becomes
(€ (W) -c, (W) )+ (C, w2)-C, (W2)) (7)
Furthermore, the benefit should be Jlarger than.a threshold T for the exchange to take place.

Without the threshold T, it is passible that two servers in exchanger state may constantly

exchange the same pair of token to.and from each other without converging.
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Chapter 5 Adaptive Token-based Market Mechanism

The algorithm described in previous chapter assumes workload associated with each
request type does not change over time. When requests of a certain request type surge and
persist for a long time, the tokens for the request types no longer represent the effective
workload correctly. This means the estimated total workload for all the servers that hold any
of these tokens is not correct, and some adjustment to the tokens is needed. However, it is not
desirable to inform all involved servers to update the corresponding tokens because doing so
may require many update messages and trigger many new load balancing activities. Instead,
the workload mapper that originates the tokens can create additional number of tokens to
match the actual workload it observes. Similarly, when the actual workload decreases, the
workload mapper can reduce the number of tokens; by removing the tokens hold in the local
server or reclaiming some tokens ‘back from remote token holders. Whether the token number

is increased or decreased, the individual tokens remain.unchanged.

We implement this strategy by extending the original load balancing algorithm described
previously. The new algorithm, called adaptive token-based load balancing (ATBMM),
adjusts the number of tokens in face of changing workload. Figure 5.1 shows the three cases,

namely, when workload surges, drops, or remains within a certain range:
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Figure 5.1: Adaptive token-based Market Mechanism

In case 1 where the workload surges; the calculated-token number is larger than original
number of tokens, and new tokens of the same kind are added to the token set. In case 2, the
new token number becomes smaller, so server A informs server C to recall one of the token
back; server C also updates its buddy set accordingly. In case 3, the newly calculated token

number is equal to original one, and nothing needs to be done.
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Chapter 6 Simulation

In this chapter we evaluate the performance of TBMM and ATBMM and compare the
results with other methods via simulation. The simulator is built on top of an event-driven
simulator PeerSim [PeerSim]. The simulation model is summarized as follows. Each server is
pre-configured to serve some of the applications, and the assignment will not change during
the entire run. An application consists of several request types, each of which is associated
with multi-resource requirements. When a request of a given type is generated, its actual
requirement for each of the resources is determined randomly according to the request type’s
multi-resource requirements. The request can be executed on a server only when the available
resources of the server can satisfy all of the request’s resource requirements; otherwise the
request is put in a queue waiting for execution. Once. the-request is put in the wait queue, it
cannot be rescheduled to another server. To investigate the effectiveness of our load balancing
method, we also adapt existing multi-resource load balancing methods BL, BB to fit our

model, and compare them with our method.

We conduct the simulation for clusters of 32 servers. Each server has three kinds of
resources: CPU (measured in Gflops - giga floating points operations per second), Memory
(measured in GBs), and Network Bandwidth (measured in gb/s). There are two independent
parameters used to configure the degree of heterogeneity of server resource capacities:
average server resource (Sym) and server resource variance (Sy). Sy is used to specify range of
capacity for the resources within a server. A resource variance of zero implies the resource
capacities of CPU, memory, and network bandwidth is the same for all the servers. We refer to
this configuration as homogeneous configuration. Otherwise, the configurations are
heterogeneous. A resource variance of S, = £X implies that the capacity of the resource will

be assigned the value randomly within the range (Sim — X, Sim+ X). In our simulation we set
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the value of X to be 0, 20, 40, 60, 80 and 100, respectively.

CPU capacity is specified in terms of Gflops. We assume each machine uses time sharing
to allocate the CPU resources among the requests it is processing. In other words, all requests
in execution share the CPU resource, and they are executed by the CPU in a round-robin

manner.

The workload model is described as follows. All the methods are simulated using static
workload, except ATBMM which is simulated with time-varying workload. For each case, a
suite of synthesized workload was generated. Two main settings of the simulated workload
are the request arrival rate and the generation of multi-resource requirements. For both static
workload and changing workload, we have experimented with different combinations of
changing workloads. We allocate 1 0 .é'w‘brkl‘oéds oqt of 6 workloads to each server. A
workload can be served by mo_r‘e than (‘Jrﬁke server. When a server is configured to be
responsible for a workload, the corresponding request w.i_il arrive at the server’s local wait
queue depending on the specified arrival rate -fo'lrlc-n‘;vi’ng thé Poisson distribution with mean Ay
(0 < k <5). The arrival rates for all wbrktoads are adjusted such that resource utilization for
the baseline algorithm (without load balancing) is around 80%. The multi-resource
requirement of requests is generated as weak correlation among CPU, Memory and Network

bandwidth requirements [Leinberger, et al].

The settings of 6 workloads, along with the initial configuration to each server are shown

in Table 6.1 and Table 6.2.

Workload (jobs/ CPU (gigaflop) Memory(GB) Network (gb/s)
time unit)

WO (A =2) 0.95~1.05 10~20 1~2

W1 (A =0.8) 0.35~0.45 10~20 0.5~1.5
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W2 (= 1.21)
W3 (A = 0.29)
W4 (= 0.57)

W5 () = 1.14)

0.55~0.65
0.37~0.47
0.79~0.89

1.63~1.73

5~15

1~9

20~30

10~20

2~3

0.1~0.9

1~2

WO: 2 jobs/sec

CPU/Memory/N

WO

Four Combinations of Workloads

W1: 0.8 jobs/sec

W2: 1.21 jobs/sec
etwork

ol |
w1l W2

W1: 0.8 jobs/sec

WS5: 1.14 jobs/sec

] h
,‘vv;'l?hws

W3: 0.29 jobs/sec
Wa4: 0.57
WS5: 1.14 jobs/sec

diLh|

w3 W4 W5

Server6

, P A
rver6) Server 8
.77.7’ 0 . 5" . .

Figure 6.1: Initial configuration of workloads on servers

Comb. 4

Workload (jobs/
time unit)

WO (A = 2)
W1 (A =0.8)
W2 (A = 1.21)

W3 (% = 0.29)

Comb. 1

O
N/A
N/A

N/A

Comb. 2

N/A

N/A
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Comb. 3

N/A N/A
O N/A
N/A N/A
N/A O




W4 ( = 0.57) N/A N/A N/A O

W5 (A = 1.14) N/A N/A O O

To simulate demands surge with different duration and magnitude, we first referenced a
24-hour e-commerce trace from a large scale e-commerce site [Ranjan, et al]. In the study, the
workload consists of 18 percent static requests, 57 percent dynamic request, 8 percent that are
un-cacheable, and 17 percent request of other types. Static request usually incurs resource
bottleneck of single resource, such as network transmission latency, while dynamic page
request incurs a combination of multiple resources. The un-cacheable request incurs 500 and
100 times more CPU demand than a cache hit request. To parameterize and characterize the
workload changing phenomena, we synthesize our changing workload using sine waves. The
baseline of the sine wave is chosen to he workload without changing, that is, the baseline
workload without surging user demands. \We use two parameters, Wamplitude, Weycle time tO

control the “shapes” of the changing workload.

The amplitude of the sine wave (Wampliwde) 1S taken from 0.3 to 1, and the cycle time is
14 to 128. Figure 6.3 and Table 6.3 shows our'synthesized changing workload pattern and the
configuration for each parameter. All simulation is conducted on a time line of 700 units. We
set Wamplitde 10 be 0.3 to £1.0 request per time unit. The baseline (X0 request per time unit)
incurs no change to the workload. In Figure 6.3, for example, the cycle-time for the sine wave
is 106 time units, with amplitude *1.0 request per time unit. For the entire simulation run,
there are about 6.6 cycles. As the cycle time increases, the number of cycles decreases (6.5 to
120 cycles in our experiments). Finally, the average token size is configured such that number

of tokens each server has initially ranges 12 to 50.
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800

-1.5

Cycle inter-arrival unit: 106; Amplitude=x1.0request (per time unit)

Figure 6.2: Our synthesized workload

Amplitude +0.3~1.0 request per time unit

Cycle time (Number of cycles per run) 14(50), 26(27), 66(10.6), 80(8.75),
106(6.6), 128(5.5) (unit: time unit
- (number of cycles per run)

Token size (Use token size and number  1.68 (unit: gigaflop): used in all
of requests per 10 time units to experiment except for token size effect
calculate number of token) comparison

Token size (Use token size and number 4, 6, 8, 10, 12, 14, 16, 16.80 (unit:

of requests per 100 time units to gigaflop): used in token size effect

calculate number of token) comparison

The major performance metrics measured in our simulation are response time, server
utilization, queue length, and standard deviation of queue length. For server utilization, we
measure CPU utilization as percentage of CPU in busy state, and use it as the server
utilization. For memory and network utilization, it is measured as percentages of occupied
capacities. The utilization of both can be affected by the job’s CPU requirement. In our model,

CPU is busy as long as there are jobs in execution, and jobs have different execution time
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depending on CPU capacity of each server. Even if there is only one job, the CPU is busy but
the other resources may be under-utilized. Therefore we separately observe 3 resources
utilization and show only the CPU utilization as server utilization. We will discuss memory

and network utilization shortly.

The following sections provide performance evaluation of TBMM and ATBMM, which
are compared with other algorithms BL and BB as well as the baseline algorithm where no

load balancing is performed.

First, we consider the case of static workload with varying server capacities. The results
are shown in Figure 6.3 - 6.7. In Figure 6.3 and 6.4, as the heterogeneity of server capacity
grows, all the methods except our TBMM have high server variance and low server utilization,
which suggests that the inter-server imbalance degree.is high, and there exist bottlenecks for
some resources while the other resources remain ‘idle. This causes more jobs to wait in the
wait queue, and the overall average utilization becomes low. TBMM achieves the lowest
server variance and the highest server utilization in all.the cases, suggesting that a request has
more chance to be redirected to servers with ‘under-utilized resources, and thus more jobs can
get executed instead of waiting in the queue. This is also confirmed in Figure 6.5 and 6.6, in
which TBMM achieves the lowest response time and queue length. Figure 6.7 further shows
that TBMM has lowest variance for queue length, showing that the quality of service seen

from each request is more uniform.
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Figure 6.7: Average standard deviation of queue length

Figures 6.8 - 6.11 show the average number of servers required against response times
under a fix load. The load for each of the 32 servers is fixed load in this experiment. For a

targeted response time such as 10 sec, TBMM uses 34 servers, while TBBL and TBBB uses
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about 38 servers, and the baseline method uses about 41 servers. Moreover, for a server
number of 32, TBMM outperforms all of the other resource balancing algorithms Note that as
the number of servers grows, all methods have lower server utilization. This means allocating
more servers can improve performance, but utilization will drop, wasting resources.
Increasing the number of servers also lowers average queue length and variance, which
reflects the fact that with more servers, jobs has more opportunities to be executed on any

server, therefore fewer jobs will be queued and the performance improves.
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- X-axis: Number of servers
——TBMM

Figure 6.8, 6.9: Average response time and average server utilization
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Figure 6.10, 6.11: Average queue length and standard deviation

We examine the performance of ATBMM- with changing workload as follows. Figures
6.12 - 6.15 show the results when increasing the cycle times. As cycle time increases, the
average queue length increases. For shorter cycle time, although the job arrival rate surges
during short period, it drops down quickly,"too. The chances of forming a system bottleneck
due to unhandled jobs increase as cycle time increases. We observe from the response time
that ATBMM achieves lowest wait queue length. Moreover, it achieves lowest queue variance
as cycle time increases. This shows that our method outperforms other multi-resource

token-based algorithms.
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Figure 6.14, 6.15: Average queue length and standard deviation

We also evaluate the number-of-servers effect on the response time for changing
workload. Figures 6.16 - 6.19 show the results for high magnitude (£1.0 request per time unit)
and long cycle time. Again, the load of each server is fixed. For a fixed response time
constraint such as 10 sec, ATBMM needs 34 servers, while TBMM needs 40 servers. For
TBBL and TBBB, it’s about 50 servers. For baseline method, a number of about 54 servers is
required. The queue length results have similar trend. Note that in the case of average
standard deviation of queue length, ATBMM achieves a relatively low standard deviation, and

remains low even if number of servers decreases. This shows that the queue lengths are

32



balanced for each of the servers, while the other methods have high imbalance degree for the
queue lengths. Another noticeable phenomenon in the simulation is the dramatic improvement
due to increasing number of servers. However, this significant improvement does not imply
that the larger number of servers, the better the performance, because the server utilization
will be lowered. In addition, we configure the system with a fix workload that is about 70% to
80% server utilization and average queue length about 90 jobs for baseline method. This
already saturated workload may cause a high response time, while increasing more servers
help distribute the workload to more servers, and average queue length decreases, and thus

lower response time.
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Figure 6.16, 6.17: Average response time and average server utilization
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We also investigate the effect of 'increasing token size. Figures 6.20 - 6.23 show the
simulation results. As size of token increases; the number of tokens for each server decrease.
All the load balancing methods exeept ATBMM have long response times when the token
size is small. The reason is that, when the token size is small, it becomes more difficult for
other methods to balance the surging workload. In this case, our algorithm can adapt to
changing workload, adding more tokens when workload surges, and can balance more system
imbalance. Although not shown here, we have also observed that using small token size does
not incur too much overhead because it does not induce excessive token exchanges when

compared to the cases where tokens are larger.
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Chapter 7 Discussion and Future work

It is interesting to compare the effect of changing workload on the number of servers
required to meet a given response time requirement. Under static workload, performance of
all load balancing methods improves quickly as the number of servers increase. For a target
response time such as 8 time units, the differences of TBMM compared with existing load
balancing methods (including the baseline method) is 4 and 10 servers, respectively. Under
changing workload, the differences between TBMM and the other methods grow to 8 and 12
servers, respectively, with the same response time constraint (8 time units). ATBMM reduces
an additional 6 to 8 servers compared to TBMM. In fact, as workload changes, the surging
workload above baseline causes a large number of jobs queued at each server. If there is not a
good adaptive way to adjust the system to tackle the'surging workload, it becomes a source of
system bottleneck. On the contrary, as workload declines, the number of jobs queued at server
also declines, and all methods can handle the requests quickly, hence the differences of all

methods are not significant.

Token size is also an issue. As the token size increases, the number of token transfers
used to balance workload of each server also increases for all the load balancing methods
except ATBMM. Higher number of token exchanges implies higher system overhead
(although not further investigated in this thesis). In the future we will also study mechanisms
that can dynamically adjust token size based on workload change. The goal is to reduce token

transfers while maintaining high system performance.
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Chapter 8 Conclusion

In this thesis, we have defined the load balancing problem that takes into account
multi-resource requirements in the context of web-based systems, and investigated an
token-based approach to load balancing for such systems. We investigated how well existing
multi-resource load balancing algorithms perform when request patterns are heterogeneous
and time-varying. Our proposed token-based load balancing algorithm adapts well to the
changing workload by maintaining a dynamically changing token set that reflects the
workload change for each server, so that temporal surge in workload for a server can be
shifted to other servers via the market mechanism. Simulation shows that TBMM outperforms
other multi-resource load balancing methods under‘various system configurations, especially
when inter-server and intra-server resource heterogeneity are high. We also showed that when
workload changes over time, the ATBMM method also outperforms the other methods,

including TBMM.
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