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摘要

由於無線感測網路具有輕巧以及可大量佈建的特質, 應用無線感測網路來做環境監

測以及災害預防已成為一種可預見的趨勢。 目前的無線感測器受限於能源的容量, 以及

大型無線感測網路中能源替換的困難度, 其網路的使用時間相當有限, 因此如何減少感

測器的能源消耗延長無線感測網路的使用時間是許多研究人員相當關心的問題。 先前有

許多研究觀察到溫度, 濕度等自然讀數都具有空間關聯性, 即在空間上擁有相近位置的

無線感測器其感測讀數亦會相近, 根據此一特性可以把讀數相近的集合成一群集, 每一

群集僅由一個感測器負責回報讀數降低網路中所需傳輸的訊息數量進而達到延長網路

使用時間的效果。

在建立群集的過程中, 感測器之間必須互相交換訊息或是由一主機負責收集網路中

的資料。 由於此一過程會增加感測器額外的負擔, 因此如何降低建立群集時的能源消耗

以及有效率的調整群集的結構, 為這類群集演算法的重要問題。 一些典型的分散式或集

中式演算法針對資料之間的空間關聯性提出了建立群集的方式, 但是在這些演算法中,

對於群集的結構調整以及演算法的可擴充性都沒有辦法有效的解決。 有鑑於此, 我們分

析群集的特性並且設計了一個 In-Network的群集建立演算法 (ISCDG), 首先定義回

傳訊息和接收者之間的空間關聯性, 並且對兩個具有高度空間關聯性的群集進行合併的

檢查, 由於我們的演算法僅在網路中局部進行且可以有效率調整群集的結構, 因此可以

用於大型的無線感測網路。 在實驗的章節, 我們比較了我們的演算法與典型的分散式以

及集中式演算法之間的效能差異, 也說明了 In-Network 的做法的確可以增加演算法的

可擴充性。
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Abstract

Many popular applications are developed on wireless sensor networks such

as environment monitoring and disaster detection. The first characteristic of

these applications is that sink periodically gather data from entire wireless

sensor network, it makes the battery-powered sensors run of their energy fast.

The other characteristic is that some error is accepted by user. According to

these characteristics, an energy efficient way to gather approximately result

can be a solution to extend lifetime of wireless sensor networks.

Some clustering algorithm were published to cluster sensor nodes, and let

cluster heads are in charge of reporting sensing data to reduce the total number

of reporting messages. These clustering algorithm consider the spatial corre-

lation of sensing data to provide an user-tolerable approximately result. But

the energy cost on the process of clustering and cluster maintenance may add

some overhead to entire WSN. The other problem is that spatial correlation

can not be used effectively since energy of sensor device is limited, they can

not communicate with close nodes frequantly. In order to solve this problem,

we analysed the spatial correlation between clusters, and design an in-network

algorithm(ISCDG) to provide a better clustering result. A simple mechanism

to do cluster maintenance is also provided in our algorithm.

Finally, we evaluate our work with different size of network, and show that

the scalability of ISCDG is good. That means ISCDG can used on large scale

wireless sensor network.
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Figure 1: GLOBEC AL9508 - mean temperature

1 Introduction

For the reason of getting enough information, some applications of wireless sensor network

(WSN) must periodically report data to sink– Environmental monitoring and disaster

detection, for example. But the routine work is a heavy overhead for WSN since frequently

transmitting reporting packet will shorten lifetime of battery-powered sensor. In order to

solve this problem, query processing such as Directed Diffusion[3] and TAG[6] is a common

way to reduce number of communications in WSN. Directed Diffusion selected better

path to saving energy based on data-centric routing, while an in-network aggregation

scheme was designed for TAG under tree-based routing structure. Besides, the spatial

correlation between sensor nodes has been used on some previous research studies to

provide an efficient data routing path, or to report a precision constrained data which

sent by a represented node. Spatial correlation is a natural characteristic of wireless sensor

network. If two sensor nodes are close to each other, the spatial correlation between them

is also stronger. Based on this principle, Author in [8] analyzed different types of routing

scheme and design a location-based clustering algorithm to report data more efficiently.

Location of sensor on network topology has been considered to provide an efficient path

for reporting data in the location-based algorithm, but the total number of reporting

packets on entire network can’t be significantly reduce specially on applications which

report data periodically. In fact, each two sensors which positions are close, there exists

a bigger probability to sense similar reading by them, as shown in Figure 1.

Figure 1 is image of GLOBEC AL9508[1] project, which show up the mean temperature
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of a part of ocean on July, 1995. We can notice that temperatures are similar in a close

area, or we can say that the sensing result will be similar if two sensing devices have

close location on topology. According to the spatial correlation of sensing readings, some

previous research studies cluster related sensor nodes, then choose a represented node to

be in charge of reporting sensing result. Instead of returning the real data to sink, those

schemes return an approximate result to sink since in applications such as environmental

monitoring, a general image is good enough. To make sure the return data are tolerable

by user, a user specified threshold should be set first, then algorithm check whether two

sensors can be cluster together or not based on their locations and sensing readings.

Algorithms such as CAG[12] and Snapshot[4] are clustering schemes based on spatial

correlation of sensor reading. CAG start a clustering process from sink and cluster sensor

nodes with a tree structure. But the clustering result of CAG is not good enough, since

each CH is boundary node of cluster cause the reading of CH may not be representative.

Another problem is that a skew CH reading probably makes one essential cluster to become

separate on final result. Snapshot use linear regression to model correlation between

sensors. Unlike CAG, Snapshot is a fully distributed clustering algorithm, and focus on

the correlation among neighboring nodes. The amount of communications between sensors

within clustering process and clustering maintenance may be a heavy overhead for WSN,

and one hop communication also limit cluster size. DCglobal[2] is a centralized clustering

algorithm. Powerful base station collect information of entire WSN, then cluster sensors

based on partial order relation which defined by authors. Integral information can be

considered on DCglobal, but a centralized scheme will cause clustering messages must

though entire network, it may be a heavy overhead for a large WSN. According to these

research studies, consider spatial correlation of sensor reading can help user to obtain

approximate result and prolong network lifetime, but still some problems when clustering

sensors. We list directions that have to be improve as follows:

• Avoiding produce too much control messages in the process of clustering sensors

: Those messages which only for clustering are called control messages. Control

messages can help sensors to exchange information for clustering, but they are not

useful for the result of application, and too much control messages also consume

energy.
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• Providing clustering result as good as possible based on their spatial correlation

: The less number of clusters means a better clustering result, since that means

reporting messages of each round will also be less. How to improve clustering result

based on spatial correlation between sensors is important.

• Providing a easy way for cluster maintenance : As time goes on, sensor reading

will change. Once a sensor is not belong to its own cluster anymore, a cluster

maintenance process must start. If cluster maintenance is too complicated, the

correctness may be affect and the number of control messages is also larger than a

easy way.

In order to achieve these goals, we design a in-network spatial-correlated data gathering

algorithm(ISCDG) based on CAG, since CAG can spend fewer control messages to provide

a basic clustering result. The way we merge two spatial-correlated clusters was called

regroup, which will be introduced in Section 3.2. We list our contributions as follows:

• Our in-network algorithm cost less energy than centralized method, but a good

clustering result can be obtained. We also provide a low delayed time version to

actively regroup spatial-correlated clusters, it makes that user can keep gathering

spatial-correlated data efficiently

• The scalability of our proposed algorithm is good, that means our in-network algo-

rithm is suitable for a large scale wireless sensor networks

• A mechanism to handle low energy node is provided, it can effectively extend the

network lifetime of wireless sensor networks

We introduce some related works and briefly describe some methods in Section 2.

In Section 3, we particularly describe our algorithm. The important idea of regroup

is introduced in Section 3.2. The total process of ISCDG is in Section 3.3. First, we

briefly describe how CAG providing an initial clustering result and its advantages for our

algorithm in Section 3.3.1. In the Section 3.3.2, we describe how to re-electing a new CH.

Phase 1 of ISCDG is described in Section 3.3.3, and the phase 2 is in Section 3.3.4. The

cluster maintenance method is in Section 3.4. Mechanism to handle low energy node is

described in Section 3.5. Finally, we evaluate our algorithm with existed researches in

Section 4.
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2 Related Works

In this Section, we survey some research studies based on spatial correlation of sensor in

WSN. Spatial correlation of sensor has been considered from two kinds of aspect.

2.1 Spatial Correlation of Sensor Location

First, spatial correlation of sensor location was used to improve routing[8] and link

quality[11]. In Patterm’s research[8], a location-based clustering algorithm has been pub-

lished after analyzing different routing scheme such as Distributed Source Coding (DSC),

Routing Driven Compression (RDC) and Compression Driven Routing (CDR). Sensor

node can route data efficiently through cluster and improve data reporting performance

in WSN. Because of the irregularity in quality of wireless communication between sensors,

Xu.[11] published a weighted regression algorithm to efficient and accurate estimation of

link quality in WSN. A sensor communicates with its neighbors and captures the spatial

correlation between them, then estimate quality of links to its neighbors. These informa-

tion can help sensor node to make a better routing decision and improve the performance

of WSN further. Another research such as [9] also cluster sensors according to their lo-

cations, the different is that Qian[9] design a pre-selected scheme to cluster sensors at

each round. It also provide a structure to report data only by represented node, but it’s

not suitable for applications which report data periodically. Spatial correlation of sensor

location is used by [7] to improve coverage in WSN.
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2.2 Spatial Correlation of Sensor Reading

Consider the spatial correlation of sensor reading is another aspect of spatial correlation

of sensors. Most of research studies which focus on it cluster sensors based on their

sensing readings, therefore exchange information between sensors must more frequently

than based on sensor locations, since the sensing readings will change as time goes on.

In order to provide enough information for clustering, distributed, centralized and tree-

structured scheme has been published in previous researches. In distributed scheme (e.g.

Snapshot[4], every sensor communicate with its neighbors directly. However, in centralized

scheme (e.g. DCglobal[2], each sensor send their information to sink or base station, the

powerful base station will be in charge of clustering sensors according to their returning

information. A tree-structure scheme (e.g. CAG[12] and DEDAC[13] start to cluster

sensors from sink, and the reading of boundary node will be the standard when clustering

sensors in a small region. DEDAC improve CAG on cluster head selection, not only

reading but also energy has been consider when choosing a new cluster head to represent

entire cluster. All of these approaches are lossy algorithm, they focus on a representative

values rather than a large number of redundant data. We briefly sketch one of each

category and illustrate their process particularly.

2.2.1 Snapshot

Snapshot defined a model to calculate spatial correlation between two sensors. Multiple

pairs of values for measurements xi(t) and xj(t) have to be cached, the format of them as

follows:

(xi(t1), xj(t1)), ...(xi(tn), xj(tn))

For sensor i, the values of xj(t) was model as a linear projection of xi(t). That means

sensor i will calculate a approximation result x̂j(t) = ai,j × xi(t) + bi,j. Snapshot used

sum-squared error metric to measure approximation result, and a threshold T was defined

to judge if sensor j can be represent by sensor i or not. Each sensor record the number

of represented node by itself and their id. A example which display the representative

relation between sensor nodes as show in Figure 2(a), Snapshot then start a elective

process based on these information, the final result of Snapshot in our example is shown

in Figure 2(b). If a node can represent most sensors, it should be choose to be CH first
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Figure 2: Example of Snapshot

to minimize the number of CH.

Snapshot provide a model to measure the spatial correlation, multiple pairs of values

definitely help sensor to check the strength of spatial correlation with its neighbors. In

order to manage the cached values, a cached management also be discussed in Snapshot.

The biggest problem in Snapshot is that too much control messages in the process of clus-

tering and cluster maintenance. The other question is communication range in Snapshot

is bound for on one-hop, that also means quality of clustering result must limit by same

reason.

2.2.2 DCglobal

DCglobal perform clustering process as the sink. Each sensor nodes should first report

their readings and energy levels to the sink, and sink will obtain global information of

entire WSN after reporting. Since CH have to report their readings, choosing a node with

lower energy to be CH will quickly drain out its energy. In order to avoid this situation,

DCglobal define a partial order relation to order sensor nodes according to their energy

levels first, secondly is their data coverage range. The data coverage range of sensor node

si, denoted as Ci is a set of sensor nodes. For each sensor sj in Ci there exists a sequence

of sensor nodes < si = s0, s1, ..., sk = sj > for k ≥ 0, st−1 directly communicates with st

and the difference between si and st must less or equal than user-specified threshold for

1 ≤ t ≤ k. Following this rules, DCglobal can create a ordered list which indicates the

priority of selecting CH. Figure 3(a) illustrate the sensing reading energy level of each

sensors, if there exists a link between two sensors means they can communicate directly.

Figure 3(b) show the final result of DCglobal.

DCglobal use the global information of entire WSN to provide a better clustering
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Figure 3: Example of DCglobal with threshold = 0.8

result and extend network lifetime. Since DCglobal is a centralized approach, the number

of control messages should increase quickly in a large WSN. The other problem is that

if the readings of sensors change frequently, control messages of cluster maintenance also

increase work loads of WSN.

2.2.3 CAG

Yoon et. considered different applications, and published two modes for CAG in accor-

dance with the process of applications. In interactive mode, the CAG algorithm operates

in two phase: query and response. During the query phase, sink start to send query mes-

sage which include CH sensor reading (CR) and user-specified threshold τ . Each sensors

that receive query message have to check if my local sensor reading (MR) can be cover

by CR under the threshold or not, that means each node should check if

MR < CR± CR× τ

or not. Sensor nodes which satisfy this condition are members of cluster that CR repre-

sented, the other ones will become new CHs and use their MRs to be CRs in the following

query messages. After the query phase, a routing tree must be constructed and the clus-

tering process also be done. Only CH have to report data at the response phase. For

those applications which seldom query WSN to answer sensing readings, CAG with inter-

active mode can provide a reporting tree and a clustering result based on instant readings.

Streaming mode has been designed for applications that need to periodically report data.

After query phase, CHs start to answer sensing data, and the cluster adjustment scheme

were in charge of adjusting cluster members during the reporting process. Figure 4 is an

example of CAG, Figure 4(a) illustrate readings of sensor, and 4(b) show the clustering

result of CAG.

7



A

C

H

D
B

F

J

E

I
KG

30.5

30.4

30.2

29.4

29.8

30.0

30.4

30.3 30.1

sink

29.7

A

C

H

D
B

F

J

E

I
KG

30.5

30.4

30.2

29.4

29.8

30.0

30.4

30.3 30.1

29.8

sink

29.7

( a ) readings of sensor ( b ) final result

29.8

Figure 4: Example of CAG with threshold = 0.8

The result of clustering is limited since the approach that selecting CH can not provide

a representative node to be CH. In fact, Routing tree constructed and cluster sensors

were combined on CAG can provide a further chance to improve the clustering result, two

clusters close to each other also have a bigger chance to further cluster. We will use this

characteristic to design an algorithm to fix the drawbacks of CAG.
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3 In-Network Spatial-Correlated Data Gathering Al-

gorithm(ISCDG)

3.1 Overview

(a) (b) Initial Clustering (c)  Regroup

RCP

Figure 5: System Overview

Figure 5 illustrates the procedure of our in-network algorithm, ISCDG. Number of sensors

are deployed in a sensing field to monitor environment. An interactive query system is

required in our scheme, and user must accept approximate answers which reported from

sensor nodes. At first a query with one user-tolerable threshold broadcasted from sink to

whole WSN, and sensor nodes will group into several clusters based on the threshold. User

specify the query as < F, ε >, where F is the feature of sensing region that user required,

such as temperature, humidity, or luminosity. This step is called ”Initial Clustering”, a

lot of clustering method based on spatial correlation of sensing reading can be used in the

step. Since CAG provides some benefits for merging algorithm, we use CAG to cluster

sensors in the ”Initial Clustering” phase. An initial clustering result as shown in Figure

5(b).

We name the procedure of merging spatial-correlated clusters ”Regroup”. After initial

clustering, some close clusters still have potential to merge into one under threshold con-

strained. We call these clusters spatial-correlated clusters. In order to in-network check

spatial-correlation between two clusters, a special tag was added to message reported by

cluster head at each reporting round. This tag will change state when message received

by nodes that belong to different clusters. Figure 6 is an example to illustrate the clas-

sification of messages. Node A is the head of the cluster which contains A and B. When

A starts to report its sensing data at reporting time, it sets this message tag to Reported

9



Message, and sends it to its parent on the routing tree. Since node B belongs to same

cluster with A, so it keeps the tag of message that reported by A as shown in Figure

6(a). While node C received the message from B, it noticed that this message comes from

different cluster and its tag is Reported Message, and changed tag to Neighbor Message

then keep route message to sink as shown in Figure 6(b) and 6(c). Node D kept the tag

since it was from the same cluster, but while node E received this message from D, it

changed the tag to Relayed Message as shown in Figure 6(d) since this message came

from different cluster and the tag is Neighbor Message. Following routing nodes will

never change the tag anymore since this message had already crossed many clusters, they

will keep tag to be Relayed Message. Node G in Figure 6(e) received a message which is

from different cluster, but tag of this message is Relayed Message, therefore G did not

change tag of this message.

A B C D E F

A B C D E F

A B C D E F

A B C D E F

(a)

(b)

(c)

(d)

Reported Message Neighbor Message Relayed Message

G H

G H

G H

G H

A B C D E F

(e)

G H

Figure 6: Classification of Messages

Based on the tags of messages, nodes can know that whether two messages which

reported by different clusters heads have potential to be regrouped into one. If their tags

are Reported Message or Neighbor Message , it means that they came from close clusters

and have a larger chance to be regroup. We only care about clusters which have close

10



positions since even two distant clusters have similar sensing data, their relation is weak

due to the different environment factors such as landform. We particularly describe the

condition of regroup in Section 3.2.1 and which nodes should check condition of regroup

on the routing tree in Section 3.2.2.

We separate our algorithm into four steps. The second step after initial clustering,

nodes re-elect a new cluster head intra each cluster. This step can choose the most rep-

resentative node to be the cluster head, that means its reading is the one that close to

average reading most. The other goal of re-electing CH is to obtain necessary informa-

tion for our in-network merging algorithm. Unlike centralized or distributed clustering

algorithm, we let CHs start to report their sensing data after re-electing new CH so that

we can in-network merging spatial-correlated clusters. There are two phases in our in-

network spatial-correlated data gathering algorithm(ISCDG) The goal of first phase is to

obtain best regroup result, and the second phase is to provide a low delay way to regroup

clusters at each reporting round.

3.2 Regroup

In this Section, we introduce a characteristic of spatial-correlated clusters. In order to

further reduce the number of clusters, spending some control messages can help WSN to

analyse the spatial correlation between clusters and merge spatial-correlated clusters. We

called this process ”Regroup”. Suppose that user-specified threshold = ε, for any cluster

Ci, the following information are required for regrouping :

1. The current CH reading of Ci, represented as Vi

2. The absolute value of maximum difference between CH and its members in Ci,

represented as |MaxDifi|

3.2.1 Condition of Regroup

In our in-network scheme, we check the condition of regroup on the way that CH report

its sensing data to sink. The routing tree constructed by CAG will be used in our in-

network scheme. CAG provide a simple way to construct a routing tree based on spatial

correlation, closed clusters have a great chance to report their data through a same node.

Those nodes in charge of routing reporting data of closed clusters are called ”Regroup

11
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29.8

30.1

29.0 30.5

30.629.7

User-specified Threshold = 0.8

Cluster A :
    New CH : D
    New CH Reading = 29.8
    Max. diff. between CH and   
    members = 0.4

Cluster F :
    New CH : I
    New CH Reading = 30            
    Max. diff. between CH and   
    members = 0.4

Figure 7: Example of condition of regroup

Checking Point (RCP)”. We will give a detailed definition of RCP in the next Section.

The following conditions must be checked by RCP locally.

Definition 1. Given clusters Ci and Cj, Ci can represent Cj in in-network approach if

1. The messages they reported will pass through a same regroup checking point

2. Both of their messages mark are not relayed message when two messages meet at

a regroup checking point

3. Vj ± |MaxDifi| ⊆ Vj ± ε

The basic idea in our in-network approach is that no base station such as sink owns the

global information of entire WSN. Thus regrouping clusters must be done locally. Figure

7 is a simple example of condition of regroup. Followed the clustering result in Figure

4(b), cluster A means the cluster whose original CH is sensor A, and cluster F means the

cluster whose original CH is sensor F. These two clusters have a chance to be regrouped

due to their highly spatial correlation. After re-select a sensor that most close to average

reading of cluster to be new CH, the new CH ID and its reading are shown in Figure 7.

For cluster A, its CH reading now is 29.8 and the range of value it can cover is [29.0, 30.6]

with ε = 0.8. Considered cluster F, since its new CH reading is 30.1 and the |MaxDifi|

is 0.4. So the range of value on cluster F is [29.7, 30.5].We can easily notice that cluster

F can be totally covered by cluster A, or CA represent CF in other words.

12



3.2.2 Regroup Checking Point

Some nodes in the WSN are in charge of checking the condition of regroup between

clusters, and we call these nodes ”Regroup Checking Point” or RCP. Only cluster heads

and those nodes having more than one child in the routing tree are RCP. Since branch

node has a large chance to receive messages which reported from different clusters, and

CH owns the representative data of its cluster by nature, CH can check the condition

of regroup between received message and itself. In our algorithm, RCP examines tags

of received messages. RCP buffers messages which are Reported Message or Neighbor

Message in ISCDG - phase 1, and checks the condition of regroup between them to choose

a representative cluster after a period of time. In order to reduce the delay time and

keep regrouping spatial-correlated clusters at each reporting round, RCP routes received

messages to its parent after recording their information. We particularly describe the

scheme in Section 3.3.4.

A

B

F

C

D

RCP

Cluster Head

Cluster B

Cluster C

Cluster D

Figure 8: Example of RCP

Figure 8 illustrate an example of RCP. Sensor nodes B, C, and D are cluster heads, so

they are also RCP. The procedure of regroup will be execute once they receive a message

from close clusters. Node A is not a CH, but also a RCP since it has three children in

routing tree. The messages which reported by B, C, and D will pass through node A on

their reporting way, so A is the RCP that be in charge of regrouping them.
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3.3 Algorithm

We described our in-network spatial-correlated data gathering algorithm in this Section.

Particular process of each step of ISCDG will be described in order. First, we briefly

illustrate how CAG providing an initial clustering result. Second, we re-electing a new

CH within each cluster. We then describe our two phases ISCDG in the following two

subsection.

3.3.1 Initial Clustering

Although our in-network data gathering algorithm can be used on clusters which cluster

based on spatial correlation, we chose CAG to provide an initial clustering result for

further regroup. CAG is an uncomplicated clustering algorithm, clustering all nodes can

be done after every nodes broadcast query once, that means the clustering cost is equal

to number of nodes in WSN. The other benefit is that CAG also build a routing tree at

the same time.
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A

 ( a )  ( b )
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Figure 9: Example of CAG with Threshold = 0.5

Figure 9 is an example of CAG. Sensor node A received query from sink, and started
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to cluster nodes. A became a CH and broadcast its reading to neighbors as shown in

Figure 9(a). While node C and D received query from A, they tested that whether their

reading lie in [ 25-0.5 , 25+0.5 ]. Since 24.6 and 25.2 both lain in the range, so C and D

joined cluster of A, then kept broadcasting with reading of A. Node B, F, and G exceed [

25-0.5 , 25+0.5 ], so they became a new CH. When these new CHs broadcast query, they

use their own reading to be cluster base. Figure 9(d) show the final result of CAG in our

example, and A, B, C, F, D, and G are RCPs as our definition.

3.3.2 Re-Elect Cluster Head

Observing the cluster which contains G, I, and J in Figure 9(d), their average reading is

26.16. According to the result, most representative node in this cluster should be node I.

In order to shift CH to most representative one, and calculate |MaxDif | of cluster, we

design a procedure to re-elect CH. Figure 10(a) illustrate a cluster which is built after

procedure of CAG, and sensor A is the CH. For the reason to differentiate from the new

CH, we called sensor A is temporary CH (TCH). After the procedure of cluster sensors is

done, each member starts to send their readings to their TCH as shown in Figure 10(b).

TCH collects readings of cluster members, and calculates the average reading of entire

cluster. In the example as shown in Figure 10, the average reading of cluster is 29.23.

TCH will choose the node which reading is most close to average reading to be new CH.

So sensor C is the new CH of cluster in our example. TCH floods the result to entire

cluster, all the members will know the ID and reading of new CH. Figure 10(d) shows the

final result of re-elect cluster head.

There are many ways to set the timing that sensors should start the procedure of

re-elect cluster head. A simple method we chose is to start re-elect CH by boundary node

of each cluster. Since a node will be a boundary of cluster if its child is not belong to

the same cluster with it. So the scheme we designed is that if a node find out it is a

boundary node, it starts to send its reading to its parent. When the parent nodes receive

all readings of its children, it then sends to its own parent. Once TCH receives messages

from all of its children, it can start to calculate the average reading. By this method, the

procedure of re-elect cluster head can just start when a cluster is constructed, and do not

have to wait for entire procedure finished.

Two advantages are provided by the process of re-elect CH. The first one is to obtain
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Figure 10: Example of Re-Elect Cluster Head

CH reading Sum of absolute value of dif-

ference with CH

Maximum difference with

CH(|MaxDifi|)

Before re-electing CH 29 0.3+0.2+0.4+0.5=1.4 0.5

After re-electing CH 29.2 0.2+0.2+0.2+0.1+0.3=1.2 0.3

Table 1: Comparison of Re-Elect CH

value of |MaxDif | for each cluster that is necessary information in our merging algorithm.

The other one is to shift the value of CH to a more representative position. We list the sum

of absolute value of difference between members and CH according to Figure 10 in Table

1. After re-electing new CH, the sum is lower than before. That means new CH provide

a more representative value for user. Another benefit is that shifting the CH reading to

a middle position can usually reduce the maximum difference between members and CH.

In our example, the max. difference has became |29.2−29.5| = 0.3 from |29−29.5| = 0.5.

It will improve the chance of further regroup spatial-correlated clusters.

3.3.3 ISCDG - Phase 1

Consider an illustrative example in Figure 11, Sensor A is a RCP which has three children,

and Sensor B, C, D, and E are CH of their own cluster. RCP will start a timer when
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Figure 11: Example of ISCDG - phase 1

it receives first Report Message or Neighbor Message to wait for a period of time T . In

Figure 11, RCP A started timer when it received Neighbor Message from B. After a period

of time T expired, RCP A buffered three Neighbor Messages, and the Relayed Message

which is from cluster E was kept routing by A since what we considered is only those

spatial-correlated clusters, so RCP A only check the condition of regroup with Neighbor

Messages which are from cluster B, C, and D.

CH Reading |MaxDif | User-tolerable Threshold

Cluster B 29 0.25 0.5

Cluster C 29.2 0.3 0.5

Cluster D 29.35 0.2 0.5

Table 2: Information of Neighbor Messages on RCP A

We list information contained on Neighbor Messages which received by RCP A on

Table 2. Except CH reading, each message must include the maximum difference between

members and CH, defined as |MaxDif | in previous Section. RCP A checks the condition

of regroup between each two messages. According to the definition of condition of regroup,

for cluster B since [29.2− 0.3, 29.2 + 0.3] ⊆ [29− 0.5, 29 + 0.5], cluster C can be covered

by cluster B. Similarly for cluster C, [29 − 0.25, 29 + 0.25] ⊆ [29.2 − 0.5, 29.2 + 0.5] and

[29.35−0.2, 29.35+0.2] ⊆ [29.2−0.5, 29.2+0.5], we knew that Cluster C can cover cluster

B and D. Figure 12 illustrates the relation of regroup between messages, an arrow from
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B to C means cluster B can cover cluster C. According to Figure 12, we greedy choose

the message which has the most degree of outgoing arrows to be ”Master Cluster” and

those messages linked by Master Cluster are called ”Collateral Cluster”, so the cluster

C is Master Cluster in our example, and cluster B and D are Collateral Cluster of C.

The tie-breaker when two messages have the same degree of outgoing arrows are mark

of messages and sensor id. Reported Message has higher priority than Neighbor Message

when both of them have the same degree, if the mark of messages are also identical, bigger

sensor id must be another way to break the tie.

B

D

C

Figure 12: Relation of Regroup between Cluster B, C, and D

RCP has two jobs must to do after master clusters decided.

1. Adjust the |MaxDif | of master cluster, then keep routing the message of master

cluster to sink

2. Send control messages of regroup to collateral cluster include information for cluster

maintenance

After we regroup spatial-correlated clusters into one, the master cluster is in charge

of reporting data for its own cluster and collateral clusters it covered. To make sure the

|MaxDif | of master cluster can represent both of master and collateral clusters, RCP

calculate the new |MaxDif | of master cluster (|MaxDif |m) as follows :

|MaxDif |o = Original |MaxDif | of master cluster

|MaxDif |m = New |MaxDif | of master cluster

MCH = Cluster Head of Master Cluster , CCHi = Cluster Head of Collateral Cluster i

ShiftDifi = |MCH reading - CCHi reading| + |MaxDif | of Collateral Cluster i

|MaxDif |m = MAX( |MaxDif |o , ShiftDifi) for all cluster i which is collateral cluster of this master cluster

The new value, |MaxDif |m will be became the |MaxDif | of master cluster, and be

included on the message. The |MaxDif |m of master cluster C is 0.45 in our example.
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Figure 13 illustrates actions of RCP after regroup. Control messages of regroup sent

by RCP to collateral clusters, cluster B and D, to notify them that they are collateral

clusters of cluster C. The CH reading of their master cluster must be included on control

messages, CH of collateral clusters uses this information to calculate safe region for cluster

maintenance later. Since RCP regroups cluster B, C, and D, and cluster C is the master

cluster, so only reported data send form cluster C will be keep route to sink, as shown

in Figure 13. Collateral clusters re-starts to send their reported messages only if their

CH reading exceed the safe region, otherwise they will not report data at following rounds.

A

B

C

D

RCP

CH of Master Cluster

Cluster B

Cluster C

Cluster D

E

C

Neighbor Message

Realyed Message

Cluster E

CH of Collateral Cluster Control Message of 
Regroup

Figure 13: Example of actions of RCP after regroup
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Algorithm 1 : ISCDG - Phase 1 for RCP
Input:
ε : user-tolerable threshold
C : set of all Reported Messages and Neighbor Messages received on a period of time T
|MaxDifi| : |MaxDif | of cluster i
vi : CH reading of cluster i , i ∈ C
Output:
R : set of master clusters, where R ⊆ C
1: for each cluster i, i ∈ C do
2: for each cluster j, j 6= i do
3: if ( vj ± |MaxDifj | ⊆ vi ± ε ) then
4: cluster i can represent cluster j
5: RCP add cluster j to RepresntedListi

6: end if
7: end for
8: end for
9: while( C 6= NULL ) do
10: choose cluster i which has max size of RepresentedListi, i ∈ C
11: add i to R
12: for each j represented by i do
13: Remove j from C
14: end for
15:end while
16:for each cluster i, i ∈ R do
17: Calculate new |MaxDif | for i
18: Check classification of message of i
19: Keep route message of i to parent
20: Notify i to adjust its |MaxDif |
21: for each cluster j, j is represented by i do
22: Notify j is a collateral cluster
23: end for
24: end for

3.3.4 ISCDG - Phase 2

Follow the phase 1 of ISCDG, we can effectively regroup spatial-correlated clusters. But

the buffered method which used on RCP may extend delay time of WSN. Specially on

applications that report data periodically, a longer delay time will influence the time

effect of reporting data, so we do not buffer spatial-correlated messages on RCP at each

reporting round except the first round. In phase 2, RCP check condition of regroup

between messages in their time order.

Figure 14 illustrates an example of phase 2. The network topology and routing tree

is as the same as Figure 11, and the information of clusters is listed in Table 2. The

Neighbor Message from CH B arrived at RCP A as Figure 14(a), since the recorded table

of A is empty, RCP A recorded the information of B in its recorded table, then keep

routing message from B to its parent on routing tree as shown in Figure 14(b). Neighbor

Message from C arrived at RCP A later then Neighbor Message from B, RCP A recorded

information of C and check the condition of regroup between C and other items in its
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Figure 14: Example of ISCDG - Phase 2

recorded table. Because B can be regroup by C, RCP A adjusted |MaxDif | of C and

changed the item of recorded table, then kept routing message from C. RCP A also sent

control messages to notify C for its new |MaxDif |, and B to be a collateral cluster as

shown in Figure 14(d). Neighbor Message from D arrived RCP after B and C, RCP A

follow the same process to check condition of regroup between D and items of recorded

table. Since D can regroup by C, RCP A stopped routing message from D, and sent

a control message to notify D to be a collateral cluster as shown in Figure 14(f). The

information kept in recorded table of RCP A are information of master clusters.

In phase 2, regroup result must be affected by the order of time that spatial-correlated

messages arrived at RCP. But almost no additional delay time from reporting CH to sink.

In a application that must periodically report sensing data, we use phase 1 to regroup

spatial-correlated clusters as more as possible, and use phase 2 to keep checking condition

of regroup at following reporting round. Although regroup result of phase 2 will be affect

by time order of spatial-correlated messages, it provide low delay time reporting way, and

also actively regroup spatial-correlated clusters for applications that periodically report.
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Algorithm 2 : ISCDG - Phase 2 for RCP
Input:
ε : user-tolerable threshold
A : new arrived non-Relayed Message
R : set of all Reported Messages and Neighbor Messages on recorded table
|MaxDifi| : |MaxDif | of cluster i
vi : CH reading of cluster i , i ∈ R
Output:
m : a master cluster
1: add A to R
2: for each cluster i, i ∈ R do
3: if i 6= A then
4: if ( vA ± |MaxDifA| ⊆ vi ± ε ) then
5: go to case 1
6: break;
7: else if ( vi ± |MaxDifi| ⊆ vA ± ε ) then
8: go to case 2
9: break;
10: end if
11: end if
12:end for
case 1 :
1: Calculate new |MaxDif | for i
2: Notify A to be a collateral cluster
3: Notify i to update its |MaxDif |
4: Adjust recorded table
case 2 :
1: Calculate new |MaxDif | for A
2: Keep routing information of A to parent
3: Notify A to update its |MaxDif |
4: Notify i to be a collateral cluster
5: Adjust recorded table
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3.4 Cluster Maintenance

In the past, many in-network studies investigate how to effectively set up the routing tree

and form the clusters for economizing the energy attrition. Unfortunately, seldom of these

works center on maintaining the robustness of the clusters so that the sensors can further

save power by avoiding re-establishing the clusters frequently. The longer a cluster lives,

the more energy conserve for all the members in cluster. In this Section, we discuss how

to maintain the structure of clusters as long as possible and provide a simple scheme to

adjust clusters.

Since we focus our works on applications which periodic report data by CH of clusters,

it’s important to make sure readings of cluster members are still covered by their CHs.

While CHs report data at each round, readings of its members vary based on terrain or

circumstances. It brings an inevitable problem that the changed readings may break the

ambit of clusters. Once a sensor’s reading exceed coverage range of its CH, a process for

cluster maintenance will be start to adjust cluster. A sensor which has to run a process

of adjustment if it enters the ”orphan state”, we defined ”orphan state” as follows.

Definition 2. A sensor node enters ”orphan state” if

1. It’s not a CH and its reading can’t be covered by its CH anymore

2. It’s a CCH and this cluster can’t be covered by its master cluster

Once a node enter orphan state, a process of cluster maintenance will be executed to

make sure each cluster of WSN still confirm spatial-correlation. To reduce the times of

communication, each nodes will calculate their safe regions. If their new sensing readings

still lie in the safe region, no additional actions are needed. Our ISCDG - phase 2 also

provide a convenient way to maintain clusters. We describe the cluster maintenance

scheme particularly as follows.
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3.4.1 Cluster Member
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| ShiftDif |

Master Cluster

Collateral Cluster

Figure 15: Safe Region of Cluster Members

We separate cluster maintenance into two parts according to their roles, and introduce

”safe region” to point out the region that sensors don’t have to execute cluster main-

tenance to reduce unnecessary control messages. First, for members of master cluster,

since nothing changed after regroup, they just follow the user-tolerable threshold. If their

readings lie in [MCH - ε , MCH + ε], they will keep staying in the same cluster, otherwise

the process for cluster maintenance must be executed. For members of collateral cluster,

since they have been covered by master cluster, their safe region must be affected by

reading of MCH, as shown in Figure 15. The safe region of members of collateral clusters

is [CCH - |MaxDif | - MIN(U,L) , CCH + |MaxDif | + MIN(U,L)]. If their new sensing

readings still lie in the safe region means this collateral cluster still covered by its master

cluster, otherwise cluster maintenance is needed.

We used a intuitional way to do cluster maintenance for members which exceed their

sage region. when a member no longer belongs to its CH, it just becomes a new CH to

represent itself and starts to report sensing data. Since our ISCDG - phase 2 can actively

check the condition of regroup, if this new CH can be regroup by its original CH, they

must meet in a RCP due to the structure of routing tree that made by CAG. Figure 16

is an example which node B exceed its safe region. Figure 16(a) illustrates the original

cluster members with CH C. Since node B exceeded its safe region, it became a new

CH of a one member cluster as shown in Figure 16(b). RCP A received Report Message

from C and Neighbor Message from B at next reporting round. The |MaxDif | of B is

0, because no other members in its cluster except itself. That means once node B still
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can be represented by node C, it will be regroup by RCP A as shown in Figure 16(c).

Since ISCDG - Phase 2 provide a method to actively regroup nodes break away their

clusters, no additional communication between members and CH is needed in our cluster

maintenance method.
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Figure 16: Example of Cluster Maintenance for Members

3.4.2 Collateral Cluster Head

To make sure that a collateral cluster is still covered by its master cluster, collateral cluster

head(CCH) has to refresh |MaxDif | and check the condition of regroup with master

cluster to confirm the spatial correlation. Once the new reading of CCH break relation

of regroup with master cluster, it will re-start to report sensing data at following rounds.

Just like cluster members, if this cluster still exist spatial-correlation with previous master

cluster, RCP will regroup this two clusters again.

3.5 Low Energy Node

Our goal is to prolong network lifetime of WSN, so reducing the loading of a low energy

node is an important problem. A lot of researches noticed that CHs run out of energy

much faster than other sensor nodes, so some replacing CH methods intra cluster were

mentioned in those researches. Actually in most applications, nodes which close to sink

or base station have the heaviest loading compared with entire WSN, since the more a

node close to sink the bigger subtree it has, that means it has to route many reporting

data from its subtree. Base on this reason, we design a mechanism to alleviate loading

for a low energy node by change the structure of routing tree. We observed process of

simulation, nodes which ran out their energy fastest were not absolutely a CH, but all of

them close to sink on position, so our mechanism is for all nodes in WSN not only CHs.
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User can define a energy threshold to estimate whether a node is a low energy node.

Once energy of a node below to the energy threshold, it starts following process to reduce

its loading. First it sends a message to its parent for notify that it almost runs out its

energy, then the parent node will redo CAG[12] to rebuild the routing tree from itself. To

prevent a low energy node still owns a big sub-tree, it delays received CAG message for

a period of time TE, that makes nearby nodes get a bigger chance to become new parent

of nodes which are children in previous routing tree. A node that has higher energy will

be in charge of routing reporting data to sink after this process, then follow our ISCDG

- phase 1 can regroup spatial-correlated clusters again.

B

A

B

A

B

A

Delay CAG Message !!

( a )  ( b )  ( c )  

Figure 17: Example of Maintenance Mechanism for Low Energy Node

Figure 17 is an example to briefly illustrates the mechanism for low energy node.

Sensor A in Figure 17(a) found out its energy below to user-specified energy threshold, so

it notified its parent which is sink in this example. Sink redo CAG[12] in partial WSN,

since A is a low energy node, it delayed received CAG message for a period of time TE

as shown in Figure 17(b). The nearby node B followed original mechanism of CAG to

build routing and cluster nodes while node A delayed its CAG message, so node C, the

original child of A changed its link to child of B since it received CAG message from it

first. A new structure of routing tree is shown in Figure 17(c). Sensor A reduced its

loading after our mechanism, that will prolong its lifetime effectively. The partial WSN

will then use ISCDG - phase 1 to regroup spatial-correlated clusters, and use ISCDG -

phase 2 to keep checking condition of regroup on RCP at following rounds. The other

benefit of our mechanism is that redo CAG can get fresh result on routing tree based on
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new spatial correlation between sensor nodes, it can help ISCDG to get a better regroup

result.

3.5.1 Node Fail

Many applications of WSN are used in a environment that full of uncertain factors, such

as mine or forest. In this kind of environment, sensor nodes may lose function since some

unforeknown reasons, like weather and destroyed by organism. That means it’s hard to

forecast the real lifetime of a sensor node in this kind of situation. In order to ensure

sensor nodes still work, periodic beacon can be used to announce that it still work well.

In applications which periodically report data, parents on routing tree can also track

reporting data from its children to confirm that they are still alive. Once the node fail

situation was detected, our mechanism for low energy node can be used to fix routing

path. The difference is that only few hops execution is needed to handle the node fail

situation.
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4 Performance Evaluation

In this Section, we evaluate ISCDG with other existing algorithms. We use OMNeT++ 4.0

and Mobility Framework for OMNeT++ 4.0 to simulate all works. OMNeT++ is a c++

based network simulator, the Mobility Framework for OMNeT++ provide a networking

stack, including application layer, network layer, MAC layer, and physical layer. We

choose CSMA that is supply by Mobility Framework for MAC, Loss of messages due

to collisions is taken to account. Complete details about OMNeT++ may be found at

http://www.omnetpp.org, and details about Mobility Framework for OMNeT++ 4.0 is

located at http://wiki.github.com/mobility-fw/mf-opp4. All experiments are simulated

on real data set, the Intel Lab Data, and the synthesis data set, we made it to simulate

large scale network.

We ask WSN to periodic report their sensing data, the default data reporting interval

is 120 time units, i.e., CHs must report their sensing data to the sink every 120 time units.

The maximum number of messages that a sensor node can transmitted is set to 10000.

Three performance metrics are used in our experimental result, the network lifetime,

the number of CHs, and the clustering cost. Network Lifetime measures the length of time

until first sensor node runs out its battery, it mainly affect by energy cost in procedure of

clustering sensor nodes and the number of reporting messages within the WSN. Therefore,

number of CHs shows the number of nodes that should report their sensing data at

reporting time. Clustering cost can be used to measure the total energy cost in clustering

sensor nodes. The clustering cost of ISCDG indicate total number of control messages

are used in Initial Clustering, Re-Elect CH, and ISCDG - phase 1.

4.1 Real Data Set

We use the public available Intel Lab Data[5] that consists 54 sensor nodes. Since the

dataset comprises readings of different feature and multiple days, we use temperature on

2004-02-28 to simulate all works. However, a little part of readings are lost, we fix them

by using the reading that most close to the losing time to fill losing epoch.
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4.1.1 Impact of Threshold

0

5

10

15

20

25

30

35

40

0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

N
u

m
b

e
r 

o
f 

C
lu

st
e

r 
H

e
ad

s

Threshold

CAG

Sanpshot

DCglobal

ISCDG

Figure 18: Number of CHs

Figure 18 shows the clustering result of each works. DCglobal collects global information,

so it can obtain the best clustering result, that means least number of nodes have to

report after DCglobal has been done. ISCDG get a better result while the user-tolerable

threshold grows up, it almost as good as DCglobal while the threshold is 1. The reason is

it will be easier to pass the condition of regroup between two clusters when the threshold

become bigger. Snapshot is a one-hop clustering algorithm, so it can not get more benefit

when the threshold is large enough. As shown in Figure 18, when threshold is larger than

0.8, the number of CHs of Snapshot stop decreasing. ISCDG chooses CAG to get a initial

clustering result, but ISCDG still gets a better result than CAG even threshold grows up.

According to Figure 18, regroup can help WSN obtain a better clustering result based on

the spatial correlation.

Figure 19 shows the initial clustering cost, that is number of messages used in clustering

sensor nodes by entire WSN. CAG is least one since only its initial clustering cost is equal

to number of nodes, that means only 54 nodes is needed in CAG. In order to collect

the global information, DCglobal spend most energy clustering sensor nodes. Our in-

network algorithm spend less energy than DCglobal since we do not ask all nodes send

their information back to sink, but the clustering result is similar if user accept a larger

error percent. Temperature readings of Intel Lab Data on 2004-04-28 are around 19 to 25,

so the error percent is almost 45initial clustering cost od ISCDG increase while threshold
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Figure 19: Initial Clustering Cost

increasing, the reason is regroup is easier to happen with a larger threshold, then more

control messages must be used within entire WSN.
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Figure 20: Network Lifetime

Figure 20 shows the network lifetime with different threshold. ISCDG has the longest

network lifetime compared with other works. As shown in Figure 21, ISCDG - phase

2 effectively regroup clusters at each reporting rounds. Since ISCDG - phase 2 provide

a scheme to naturally regroup CH which exceed its safe region, only light overload are

needed during reporting process as shown in Figure 22(a). DCglobal also can adjust

structure between clusters since its cluster maintenance is executed in sink, nodes that

need to do cluster maintenance must report their current reading back to sink, it will spend
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many messages on cluster maintenance. The other problem of DCglobal is that messages

of cluster maintenance may be loss on the road such that the work has be done again and

again if node can not received maintenance message from sink successfully. Note that in

applications which periodically report sensing data, too many control messages also make

collision heavier, so the network lifetime of DCglobal is affect as shown in Figure 20. The

maintenance mechanism of CAG is done locally, a local CAG will be triggered by node

which need maintenance, so the number of control messages is low as shown in Figure

22(a). Figure 22(b) focuses the number of control messages on CAG and ISCDG, it shows

that CAG even cost less energy on cluster maintenance than ISCDG. The challenge of

CAG is that the clustering result is not good enough, that makes number of reporting

messages keep high at each reporting round. Snapshot let every cluster members send test

messages to ask their own CH for new reading once their sensing data changed, it makes

a large number of control messages as shown in Figure 22(a). The other disadvantage is

that it can not actively merge spatial-correlated cluster such that number of CHs keep

increasing as time goes on. Because of such reasons, Snapshot has the lowest network

lifetime.
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Figure 21: Number of CHs as Time Goes On
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Figure 22: Number of Control Messages as Time Goes On
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4.2 Synthesis Data Set

51 meters

Figure 23: Network Topology

For the synthesis dataset, we generate large number of sensor nodes to evaluate ISCDG in

large network size. We deploy sensors to be grid topology and the side of each grid is 51

meters as shown in Figure 23. The transmission range of one node is set to be 100 meters

according to specification of MICAz 2.4GHz[10]. Each sensor nodes are set to measure the

temperature of the monitored region. We follow the generation function of DCglobal[2],

but the temperature value in the center of an event is randomly set between [15, 40]◦C

since the monitor region of our setting is much bigger. Therefore spatial correlation is

more obvious in our synthesis data set.

4.2.1 Impact of Threshold
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Figure 24: Clustering Result in 900-Nodes Network

Figure 24 shows the clustering result of a 900 nodes network. As shown in Figure 24(a),

ISCDG has a good clustering result when user-tolerable threshold exceed 0.5. According

to Figure 24(b), the overhead in clustering of ISCDG is also light compared with DC-

global. Based on the result, our in-network mechanism can spend small number of control

messages to get a good clustering result even in large scale WSN.
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4.2.2 Impact of Network Size

In this subsection, we evaluate our works in different network size, and the threshold is

set to 0.8 in the following experiments. Figure 25 shows the clustering cost in different

network size. DCglobal cost a lot of energy in clustering while the network size grows up

since it is a centralized algorithm. Although Snapshot and CAG still spend less messages

in large scale WSN, but their clustering result is not good enough as shown in Figure 24.

ISCDG only increase little number of control messages while the network size grows up

even through its clustering result is better than other works.
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Figure 25: Clustering Cost in Different Network Size

Figure 26 shows the network lifetime in different network size. DCglobal is good in

small network size, but the cost of clustering and cluster maintenance damage its network

lifetime heavily in large scale WSN. As we discussed in how to handle a low energy node,

doing cluster maintenance in sink increases huge loading to nodes which close to sink. The

other problem is that maintenance messages are easy to lose due to collision specially on

applications which periodically report sensing data. CAG and Snapshot provide a scheme

to do cluster maintenance locally, but the number of CHs of them still increase slowly as

time goes on since both of them can not actively merge spatial-correlated cluster at each

round. Condition of regroup is a principle for nodes to find out spatial-correlated clusters,

and ISCDG - phase 2 provide a mechanism to in-network regroup them on RCP. Based

on our scheme, we can keep clustering sensor nodes, and only increase light loading to

entire WSN. According to these reasons, ISCDG has the best result on network lifetime
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in our experimental result.
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Figure 26: Network Lifetime in Different Network Size

4.3 Impact of Low Energy Node Mechanism

Since we use a different scheme to handle the low energy node, we evaluate ISCDG

with and without the scheme in real data set. ISCDG-no is the ISCDG without low

energy node mechanism. As shown in Figure 27, the network lifetime of ISCDG is longer

than ISCDG-no, that means changing structure of routing tree can help WSN extend its

network lifetime. The reason is that nodes which close to sink shoulder heavier loading

than other nodes specially in large scale WSN, therefore our proposed mechanism can

reduce the loading of low energy nodes.
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Figure 27: Network Lifetime without Low Energy Node Mechanism
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5 Conclusion and Future Work

We design an in-network algorithm to merge clusters based on the spatial correlations

between them, using in-network method to obtain a better clustering result can make a

larger benefit in large scale network. We consider tough application which periodically

gather sensing data, cluster maintenance must be an important problem in this kind of

application. Our ISCDG-phase 2 provide a convenient way to keep clustering spatial-

correlated clusters that can keep getting benefit from spatial correlation of sensing data.

We also design a mechanism to handle low energy node since we notice that loading of

entire WSN is skew, nodes more close to sink get heavier loading. As summary, ISCDG

is an effective and scalable algorithm to provide good clustering result.

Since the benefit of ISCDG is affect by structure of routing tree, we can design an

algorithm specially for ISCDG in the future. The other future work is that we will try to

use the idea of regroup in other applications.
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