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Controller
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Abstract

Because embedded multimedia systems and digital signal processors are used popularly
and apply many wide range. Because the-quality of multimedia image becomes more and
more higher, multimedia image carry enormous amount of data. In general, image processing
on a digital signal processor often requires a lot of image data to be stored in external memory,
because the size of fast internal memory is usually very limited. The efficient data transfer
becomes very important.

We present a method that reduced latency of direct memory access controller. The design
is that digital signal processor processing should be overlapped with direct memory access
controller processing. Therefore, this design reduced 90% the internal latency of direct

memory access controller maximally and improved performance.
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Chapter 1 Introduction

In recent years, embedded multimedia system and Digital Signal Processor (DSP)
become more and more popular. Because the quality requirement of the images become
higher and higher, the Digital Signal Processor (DSP) needs to handle a lot of information of
the image data. However, most image data are stored in the external memory. That’s because
the size of fast internal memory is usually very limited. Thus, the efficiency of data transfers
of Direct Memory Access (DMA).«is becoming one of the most important part of these
embedded multimedia systems [4].

Another important topic is. the'“Direct Memory Access Controller (DMAC). The
processor often uses Direct Memory Access Controller to transfer data and there are many
related research about it. It is widely known that Direct Memory Access transfers has many
advantages, such as eliminating overhead of CPU, increasing processor performance etc. So
we use Direct Memory Access Controller to transfer data for the processor.

It is widely known that low power and solutions are two of the most important issues for
embedded multimedia systems. Asynchronous circuits can easily address these issues [3]. In
order to design the deal embedded multimedia systems with asynchronous circuits, an

asynchronous Direct Memory Access Controller (DMAC) should be designed first. It is



different from synchronous circuits design, asynchronous circuits design is an emerging way.
Asynchronous circuits use handshaking protocols rather than the global clock to synchronize
the communication. In addition, the power consumption is lower than synchronous circuits
inherently. That’s because asynchronous circuit have almost zero power dissipation when
there is no work to do. Furthermore, asynchronous circuits design still has other advantages
for circuits, including no clock skew problem, low EMI, and more robustness for environment

[1]. Thus, in our work, we implemented our DMAC with asynchronous circuits design.



Chapter 2 Related Works

2.1 Asynchronous Circuits Design

Asynchronous circuits design is an more emerging circuit design. There are many
differences to traditional circuit designs and the asynchronous circuits. Asynchronous

circuits have lots of advantages and numerous unusual circuit designs.

2.1.1 Advantages

Comparing with synchronous circuits, the=asynchronous circuits do not have a
global clock. They use handshaking to complete the communications. As a result of no
global clock, there are lots of advantages in the asynchronous circuits:
® No clock skew: Clock skew is the difference in arrival times of the clock signal at

different parts of the global circuit. Since asynchronous circuits, by definition, have

no global clock, there is no need to worry about clock skew. In contrast, the designer
of a synchronous circuit must often slow down its operation in order to
accommodate the skew.

® Low power requirement:. Asynchronous circuits have the potential for very low

power consumption since each module operates only when there is data to process



hence saving power. These would have been consumed by modules clocked by a

global clock in synchronous circuits while there is no data to process. This is an

increasingly important issue for VLSI, especially since more and more systems are

becoming portable. In fact, the clock power in a synchronous circuit consumes up to

36% to 40% total power [5,6].For these portable systems the advantage of lower

power consumption and simpler power distribution is self-evident: longer battery

life.

Average case performance: The elasticity of the asynchronous pipeline has led to the

result that the asynchronous’pipeline can achieve its processing in the average case

rather than the worst case performance for each stage. When an asynchronous circuit

completes its work, it can transfer data immediately. The asynchronous circuits do

not need to pay attention to other circuits; therefore, the asynchronous circuits do not

need to wait the slowest circuits. On the contrary, the stages of the synchronous

circuits should select execution the time of the critical path to be the clock cycle

time. So the synchronous circuits are worst case performance. But the stages of the

asynchronous circuits are independent. Each stage has its complete time and does

not influence other stages.

Modularity: Different synchronous designs may have different clock requirements,

and hence merging two components into a common system may be very difficult.



On the contrary, the asynchronous designs use handshaking to communicate with
each other. The designers only need to know the inputs, outputs and the way of the
handshaking. The asynchronous circuits can be easily applied to each kind of
circuits, and the designers do not need to take care of the different speed between the
circuits. The modular approach to asynchronous circuits where each modular part

making the whole system is self-timed.

2.1.2 Handshake protocols

Handshaking in the asynchronous. circuits have two common protocols: one is
bundle data protocol (Figure 1 (a)), the other-is dual-rail protocol (Figure 2 (a)).
Four-phase bundle data has REQ-and ACK signals to control all of the transfer steps
(Figure 1 (b)). Initially, REQ and ACK are all 0. When DATA in the Sender is ready,
REQ signal is pulled up to 1 (1), and then the Receiver captures DATA and ACK
signal is pulled up to 1 (2). At the time the Sender receives ACK signal, the Sender
pulls down REQ signal to 0 and stops sending DATA. Finally, the Receiver pulls

down ACK signal to 0 and transformation is finish.
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Figure 1 (a) Bundle data channel
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Figure 1(b) 4-phase protocol

The other way of handshaking is using dual-rail protocol. The special point of

dual-rail is that the system does not have REQ signal, and use 2-bits to encode 1-bit

data. The encoding method is shown in Table 1. It use 00 to show that there is no

data (EMPTY), use 01 to encode the data of O (VALID) and use 10 to encode the

data of 1 (VALID). If the system use dual-rail protocol to transfer n-bits data, there

will have 2n-bits data lines.



d.t d.f
Empty “E” 0 0
Valid “0” 0 1
Valid “1” 1 0
Not used 1 1

Table 1 Encoding method

Because of the system does not have REQ signal, the RECEIVER needs extra

circuits to detect the arrival of the DATA signals. This special design in dual-rail

system is called complete détectian.

Figure 2 (b) shows the process of-data transfer using dual-rail protocol. Initially,

DATA is EMPTY (all 0), ‘and7ACK"signal is 0. When DATA is valid and the

RECEIVER detects that DATA is ready, the RECEIVER captures DATA and pulls

up ACK signal to 1. Then the SENDER stops sending DATA, so DATA becomes

EMPTY. Finally, the RECEIVER pulls down ACK signal to 0 and the transfer is

completed.
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Figure 2 (b)rDual=rail protocol

Valid DATA will appears separately. Dual-rail protocol uses EMPTY to

separate each DATA. When the SENDER sends one time of DATA, the data wires

will return to EMPTY. So the sequence of DATA is EMPTY - VALID — EMPTY -

VALID (Figure 3).
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Figure 3 Transfer diagram

2.1.3 Muller C-element

Muller C-element is a fundamental component in asynchronous circuit design.

It is a state-holding element just like an asynchronous set-reset latch. The function

of Muller C-element is shown in Table 2. When both inputs are logic 1, the output is

logic 1. When both inputs-are logicO, the output is logic 0. Otherwise, the output

does not change. Figure.4 (a) shows the symbol of Muller C-element and its gate

level implementation. It uses three AND gates and one OR gate. The output C will

return to the input and become one of the inputs. Figure 4 (b) shows the C-element

with reset signal.

~_

Inputl | Input?2 Output
0 0 0
0 1 No change
1 0 No change
1 1 1

Table 2 the function of Muller C-element
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A—
o C
—>
> —>

i
y@u

reset

Figure 4 (b) C-element with reset

2.1.4 Asynchronous Pipeline

There are several asynchronous pipeline implementation styles have been

proposed. One of the most important models is the Muller pipeline, which uses the



four-phase bundled data protocol [1]. It is implemented with C-elements and
inverters. Another important model is called micropipeline which uses two-phase
bundled data protocol, introduced by Ivan Sutherland in his Turing Award Lecture
[1]. Other asynchronous pipeline implementations use different circuits design
methods to replace the C-elements and latches. Because of the model we choose, we
will introduce the Muller pipeline.

Figure 5 (a) shows a four-phase bundled data pipeline which based on the
Muller pipeline. A Muller pipeline is used to generate local clock pulses. The clock
pulse generated in one stage with the pulses generated in the neighboring stages in a
carefully controlled manner. Figure.-5 (a)-shows a pipeline without data processing.
If a pipeline with data processing, the combinational circuits can be added between
the stages. In order to maintain correct behaviors matching delays have to be
inserted in the request signal paths. Figure 5 (b) shows a pipeline with data

processing.

11
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Figure 5 (b) Four-phase bundle data Muller pipeline with matching delay.

2.2 Data Transfers

This section describes three ways of data transfers: program controller 1/0 (polling

1/0), interrupt 1/O and DMA 1/O. The program controller 1/O lets 1/O devices

communicate with CPU. The 1/O devices only store data in registers.

12



The cycle checking of CPU gets information of data and CPU starts to service. When

1/0 devices need to transfer, the interrupt 1/O uses the interrupt signal to request CPU that

starts to transfer by its order of priority. The DMA 1/O uses device controller to transfer

directly between 1/0 devices and memory without CPU. Table 3 shows comparisons with

program controller, interrupt and DMA.

CPU Time
Polling 1/0 Long
Interrupt 1/Q Long
DMA IO Short

Table 3 Comparison of data transfers

2.3 AMULET

This section introduces a series of the AMULET processors that contain the

AMULET1, the AMULET?2e, the AMULETS3I.

® AMULETL [7]: The AMULET1 was presented in 1994. It is a test piece

demonstrating feasibility of a full custom asynchronous processor that is designed

with Sutherland’s two-phase micropipelined method. AMULET1 is just a

microprocessor core on a single die, presenting a two-phase asynchronous interface

13



between on chip and off chip. AMULETL is the ARM6 compatible processor.

® AMULET2e [8]: The AMULET2e was presented in 1996. It is an embedded

microprocessor with memory, cache, peripherals and AMULET2 core. AMULET?2e

is designed with four-phase protocol. AMULET?2e is the ARMY7 compatible

processor.

® AMULETSI [9]: The AMULETS3i was presented in 2000. It contains AMULE3 core

and other asynchronous marcocell. The AMULET3i marcocell consists of a number

of components and connected together by a marcocell bus called MARBLE BUS.

These components contain RAM, DMA controller and etc. AMULETS3i is the ARM9

compatible processor.

2.3.1 AMULETS3i DMA controller

The AMULET3i DMA controller is used primarily to transfer data between on chip

and off chip [2]. The DMA controller (Figure 6) contains: Register bank control,

ARBITER, Synchronous Peripheral Interface (SPI), Transfer Engine and Initiator

Interface. The Register bank control is used to perform the operations of the register bank

block. The ARBITER is used to decide the data that comes from the transfer engine or the

MARBLE bus. The data should be stored into the register bank block. The Synchronous

Peripheral Interface (SPI) is used to control the mapping of these incoming synchronous

peripheral requests onto DMA controller channels and filter out of requests for disabled

14



channels. The SPI contains not only the channel mapping hardware but also request state

machines for each channel. The Transfer Engine is used to receive requests that come

from the SPI and the channel register values and sent them to the Initiator Interface. The

Transfer Engine has a main companion process: the Initiator Interface. The Initiator

Interface is used to actually perform the DMA transfer operation and also signals

end-of-transfer to register bank for finishing updating register bank registers. A DMA

transfer begins with DMA request arriving on SPI. The operations of a transfer should be

performed as follows. First, the SPI receives DMA request and maps it onto DMA

controller channel. Then, the Transfer Engine receives channel request and requests a

copy of the register contents-forrequesting channel from register bank control. After that

the initiator interface receives the -channel register values from the transfer engine and

sends the source address and destination address to the initiator I/F for finishing transfers.

When the transfer would actually have been completed, the end-of-transfer signal to

register bank control and the channel register values of the register bank control should

be updated.

15
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Figure 6 DMA controller structure

2.4 Problem

The AMULET3i DMA controller-allows only a certain number of transfers that

should be performed for each DMA transfer. Due to the image processing of today’s

Digital Signal Processor often requires a lot of image data and the size of fast on chip

memory is very limited, a lot of image data are stored in external memory. As frequency

and processing of DSP are increasing, the data rate fully utilize the available processing

bandwidth. In terms of results of experiment [10], the same data is transferred. The small

data size transfer can have perfect contrast efficiency with the general (large) data size

transfer. Due to all of the above, the AMULET3i DMA controller could produce longer

latency between the transfer engine and the initiator interface.

16



2.5 Comparison

Figure 7 (a) shows the channel register data is sent to the initiator interface from the
transfer engine. When the next channel register data will be sent to the initiator interface,
the current channel register data is completed in the initiator interface. So, the each
latency is produced between old channel register data and new channel register data from
the transfer engine to the initiator interface. In the general size data situation, the each

latency is ignored due to a transfer costs amount of time. But in the small size data

situation, the each latency is attended due to a transfer costs a little of time [11].

Figure 7 (b) is presented here to reduce each latency between old channel register data

and new channel register data.

SrcA
DstA

Initiator
Interface

Channel register data Transfer
— > Engine >
Tchannel Request

Figure 7 (a) Architecture of one interface

17




SrcA
DstA

Initiator Interface
Address
] Interfacel
Channel register data Transfer
» Engine <
Address
Interface2
Tchannel Request

Figure 7 (b) Architecture of two interfaces

Figure 8 (a) show the original DMA controller that the transfer engine requests three

times copies of the register contents-and sends to the initiator interface. Every different

data has a setup time of the data of-the initiator-interface. Figure 8 (b) shows our new

DMA controller that contains twaorinitiator interfaces. The first data has a setup time of

the data of the initiator interface. The setup time of the other data are overlapped. The

setup Time and DMA transfer time are overlapped. Therefore the latency between the

transfer engine and the initiator interface can be decreased.

18



$etu Setu $etu
imd DMA tfme DMA tfme DMA
Transfer Transfer Transfer
Time
Figure 8 (a) Timeline of one interface
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Chapter 3 Design

In previous chapter, we have compared advantages and disadvantages of asynchronous
circuits. In addition, we also describe ways of data transfer between external memory and
internal memory. We have described benefits of data transfer using AMULETS3i Direct
Memory Access Controller for the processor in previous section. But there are still some
points that can be improved in lots of small size data and transfers in many times condition.
This chapter will describe with the‘architecture first, and it then talks about the overall
operation. Depending on the proposed architecture; the data transfer flow and data formats to
meet the requirements will be discussed. Finally, we will describe the design architecture in

detailed.

3.1 Data flow

The data flow have two parts: one is used in the overall design and the other is
used in Address_Interface of the design. The first part is shown in Figure 9. This flow
shows how to transfer the data in the overall design. The design receives the value of
channels from register bank block as input and decides the Counter that whether

computes address to output.

20



AAddress  ——
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Figure 9:Data flow 1

First, the request signal is sent to the DMA controller. If the request is arrival, the

Transfer Engine receives the data of channels. The Address_Interface receives the data from

the Transfer Engine. The Counter receives the data from the Address_Interface and computes

addresses. When the Count state of the Counter is “Yes” which indicates data transfer of the

channel should be finished. Otherwise, the Count state of the Counter is “No” which indicates

data transfer of the channel should continue transferring.

The other data flow shows how the data can be stored in the Address_Interface from the

Transfer Engine to the Address_Interface (Figure 10).

21
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arrive

Interface
Interface2

Store data in Store data in
Interface2 Interfacel

Figure-10-Data flow 2

The data is sent by the Transfer Engine. First, The Address_Interface checks the Interface
is Empty or not. If the Interface is full with 1 symbol, the data cannot be stored into the
Interface. Otherwise, the data can be stored into the Interface. According to the state of the
Interface, the data is stored into one of two Interfaces. The 00 and 10 symbols indicate that the
data is stored into the Interfacel and the 01 symbol indicates that the data is stored into the

Interface2.

22



3.2 Register Formats

This paragraph describes that how we design register formats within a channel.
These register formats are transmitted from the register bank block. These register
formats how to be designed in the overall design.

The value of each channel contains four registers: SOURCE Address register,
DESTINATION Address register, COUNT register and CONTROL register. The
SOURCE register stores 32-bit source addresses for transfers, and the DESTINATION
register stores 32-bit destination addresses for transfers. The COUNT register stores
32-bit count of remaining transfers-to perform. The transfer will be terminated when the
COUNT register is decremented to zero. The CONTROL register specifies the updates to

be performed on the other three registerssand which this channel is connected.

31 0

SOURCE Address Register

Figure 11 (a) Source register

31 0

DESTINATION Address Register

Figure 11 (b) Destination register
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31 0

COUNT Register

Figure 11 (c) Count register

CONTROL Register

Figure 11 (d) Control register

3:2 1 0

Channel_No DRQ Enable

Figure 11(e) Content of the control register

The CONTROL register has 3 fields: Channel_No, DRQ and Enable. If the Enable
bit is set, this channel should be considered for transfers when a new DMA request
arrives. When transfers of channel finish, the Enable bit should be reset to indicate that
this channel can receive a new DMA request. The DRQ bit indicate the initial state for the
request. If the DRQ bit is set, it means that the data have arrived really. Resetting the
DRQ bit specifies that request from corresponding channel data should trigger a transfer.
The Channel_No bits indicates which channel numbers receive the source and destination

DMA requests.

24



3.3 Architecture

The architecture consists of three major constructions: Transfer Engine,

Address_Interface, Counter (Figure 12).

Initiator Interface

Address
Interface 1

Transfer
Engine Counter

Address
Interface 2

Figure 12 Architecture

The three parts have different functions: Transfer Engine is used to receiving the
values of channels, Address_Interface is used for sending the value of channels out and
Counter computes the value from Address_Interface. This architecture has two ports
which can receive the value of channels from register bank block, and it has one port to
send source address and destination address out to the bus. In general, the input speed is
faster than the output speed; Counter can compute next address and sent next address out
if current address transfer finishes. In addition, Counter can compute next address and

stop sending next address out if current address transfer does not finish.
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Initially, the design needs to confirm if the request signal arrives or not. If the
request signal is arrival, it will start to receive the values of channels. This work is done
in Transfer Engine.

First, the Transfer Engine receives the value of channels and sends the value of a
channel out to Address_Interface. The Address_Interface contains Interface 1 and
Interface_2, and the value are stored in empty the Interface. The Address_Interface sends
the value out to Counter, and the Transfer Engine send the value out to the
Address_Interface simultaneously. When the current channel finishes, the
Address_Interface sends the nextvalue of the channel out to Counter immediately. These

will operate in our DMA contraller design-according to the above method.

3.3.1 Transfer Engine

Transfer Engine (Figure 13) has one input ports: Channel_Data_in and one output
port: Engine_Data_out. The Channel_Data_in is stored in the data of channels from
register bank block in AMULET3i DMA Controller architecture. First, Transfer Engine
receives the value of channels and stores it in the Engine Register. These should be
controlled by the control signal of the COMPARE_1. When the data of the Engine

Register sends out, the Engine Register resets the data of the Engine Register in itself.
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_Channel Data in> Engine  "Engine Data out >
Register

Figure 13 Transfer Engine

The COMPARE_1 (Figure 14):1s used.to receive count that should be stored in the
Engine Register and ACK signal.. Thee COMPARE_1 also decides the Channel_Data to
be stored into the Engine Registers-or to reset the data of the Engine Register by the
control signal of the COMPARE_1. First, the Engine Register_count and ACK signal are
operated by the COMPARE_1 and produce COMPARE_1 control signal. When symbol
of COMPARE_1 is 0, the Channel_Data can be stored into the Engine Register. When
symbol of COMPARE_1 is 1, the Channel _Data cannot be stored into the Engine
Register and reset the data of the Engine Register. Figure 15 shows the gate-level

implementation of the Detection of the COMPARE_1.
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Figure 14 COMPARE_1

Count|0]
Count|1]
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Count|3]
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— >

Count|[30
Count|[31

Figure 15 The gate level of Detection

The Engine Register (Figure 16) receives the Channel Data_in and COMPARE_1

control signal. When the control signal is O controlled by COMPARE_1 signal, four

MUX select the source_address, destination_address, count, and Ctrl separately and store

these data into four registers. On the other hand, and the signal is 1 controlled by

COMPARE_1 signal, four MUX select 0 and store these data into four registers.
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Source _address
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0 U » register —>
— X
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Count
M . Count_out
0 U M—> register —>»
— X
Y
Ctrl
M Ctrl_out
0 U p—>» register —>»
— X

Figure 16 Engine-Register

3.3.2 Address Interface

Address Interface (Figure 17) has two input ports: Counter_Data and Engine_Data and

one output port: Interface_Data. The Counter_Data comes from the COUNTER after

Interface_Data is computed every time. The Engine_Data from Transfer Engine are stored in

registers. The Interface_Data is sent out to the COUNTER and the COUNTER computes

source address, destination address and count. The SELECT_1 and SELECT_2 signal are

used to control DECISION. The DECISION decides which one of the two Interfaces can be

29



used to store the data. The SELECT _2 signals that is used to control MUX. The MUX is used

to decide which one of data of two Interfaces can be sent out.

SELECT_1

SELECT_2

\ 4

A A

Counter_Data > Interface—l —;)

DECISION

Engine_Data ::) Interface_2 :>

Figure 17-Address Interface

Interface_Data )

H a2

g

By method of judgment of SELECTL-and SELECT_2. The DECISION (Figure 18 (a))

is used to decide the Counter_Data that should be stored into which one of two Interfaces. It is

also used to decide Engine_Data that should be stored into which one of two Interfaces.The

Counter_Data and Engine_Data cannot be stored the same interface simultaneously. Figure 18

(b) shows components of the DECISION that contains two DEMUX and two MUX. The

DEMUX 1 decides Counter_Data that should be sent to the MUX 1 or the MUX 2. The

DEMUX 2 decides Engine_Data that should be sent to the MUX 1 or the MUX 2. The

MUX 1 decides the one of two data that should be sent to the Interface_1. The MUX 2

decides which one of the two data that should be sent to the Interface 2.
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—
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—

Figure 18 (a) DECISION

SELECT 2 SELECT 1
D >
Counter_ Data o U Interface 1
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1 >
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» U X > B
X 2
A >
SELECT 1 SELECT 1

Figure 18 (b) components of DECISION
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The SELECT _1 Generator (Figure 19) is used to receive count that should be stored in
two Interfaces. It also decides the Engine_Data that should be stored into which one of two
Interfaces or can not store into the Interfaces by SELECT 1[1:0] signal. First,
Interfacel count and Interface2_count are operated by the Detection and produce SELECT _1
[1:0] signal. If the SELECT 1 [1:0] signal is 00 or 10, the Engine_Data should be stored into
the Interface_1. When the SELECT _1 [1:0] signal is 01, the Engine_Data can be stored into
the Interface_2. But the SELECT 1 [1:0] signal is 11, the Engine_Data can not be stored into

both of the Interface 1 and the Interface 2.

Interfacel count[31:0] SELECT_1[0]
—— Detection —

Interface2 count[31:0] SELECT 1[1]
—>| Detection ——>

Figure 19 SELECT_1 Generator

The SELECT_2 Generator (Figure 20) is used to receive the SELECT_1[1:0]
signal and Comp_Dect signal that comes from the COUNTER. The SELECT _2 signal

decides Interface_Data that should be stored into which one of two Interfaces by
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SELECT_2 signal. The Interface_Data is updated from the COUNTER. The

SELECT_2 signal also decides to select which one of the data of two Interfaces that

should be sent out. Initially, the SELECT _2 signal and Comp_Dect signal are 0. When

the Comp_Dect signal becomes 1, the SELECT _2 signal becomes 1 from 0 and later

the Comp_Dect signal becomes 0 from 1. When the Comp_Dect signal becomes 1

again, the SELECT_2 signal becomes 0 from 1 and later the Comp_Dect signal

becomes 0 from 1. So, the SELECT_2 signal changes 0 > 1 > 0 - 1, when the

Comp_Dect signal becomes 1.

N,
=D )

SELECT 2

SELECT 1{0]
Comp_Dect SELECT 2

—

SELECT 1[1]

Figure 20 SELECT_2 Generator
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The MUX (Figure 21 MUX) is used to receive Interfacel Data and Interface2_Data. The

MUX decides which one can be sent out to the COUNTER depending on the control signal

SELECT_2..

SELECT 2
Interfacel Data
— 3 Interface Data
M —
U
Interface2_Data X
—_—

Figure 21 MUX

3.3.3 Counter

The COUNTER (Figure 22 (a)) is used to receive Interface_Data and ACK signal.

The COUNTER contains the counter to compute Interface_Data. The counter (Figure 22

(b)) computes Interface_Data from Address_Interface. The Interface_Data contains
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source address, destination address and count. The counter produces Counter_Data. The
Counter_Data contains source address, destination address and count. The source address
indicates the source of a data transfer, the destination address indicates the destination of
a data transfer and the count indicates the number of times of data transfers. When a data
transfer finishes and the counter accept the ACK signal is 1, the source address and the
destination address are incremented by 4 and the count is decremented by 1. Figure 22 (c)
shows how to produce the Comp_Dect signal by Count and Ctrl of the Interface Data.
The initial the Comp_Dect signal is 0. The count is equal to O if the transfer is finished.
The DRQ bit is is equal to 1 if thé-data arrives. When the count is 0 and the DRQ bit is 1,
the Comp_Dect signal becomes-1. If the.Comp_Dect signal is 1, it indicates that current
transfer is finished. Then, when the next Interface_Data arrives and starts the new data

transfers, the Comp_Dect signal becomes 0.
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Figure 22 (a) COUNTER

ACK
Interface Data source[31:0] Counter_Data_source[31:0]
—) —
Interface Data destination|31:0] Counter Data_destination[31:0]
- - —{ counter [— - -
Interface Data_count[31:0] N _gounter_Data_count[SI:O]

Figure 22 (b) The counter of the COUNTER
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——|  Detection

Comp Dect

Interface_Data_Ctrl[1]

Figure 22 (c) Complete detection of the COUNTER

37



Chapter 4 Simulation

In chapter 3, we have described the proposed design of function block in detail. We use
the Verilog HDL to build all of the components and construct the whole architecture with
above mentioned our sub-modules described in chapter 3.

We implemented our improved section of asynchronous DMA controller in gate-level.
The design was synthesized and simulated with the TSMC 0.13um library and the simulator is
ModelSim 6.0. The experimental group of our design is the new proposed architecture, and
the control group is the original Amulet3i DMA controller. We also compare our new DMAC

design with the original design of Amulet3i.

4.1 Area Simulation

The areas of each sub-modules are shown in Table 4. We can discover that the area of the
Address Interface is largest. This is because the Address Interface contains complicated
control signals and elements. The area of Transfer Engine is 3119.8 um?, the area of Address
Interface is 8261.2 um? and the area of Counter is 6996.7 um®. The total area is 18501.7 um?.

The area of the original architecture is shown in Table 5. The total area is 13054.7 um®.
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Module Area(um?)
Transfer Engine 3119.8
Address Interface 8261.2
Counter 6996.7
Total 18501.7

Table 4 The improved architecture

Module Area(um?)
Transfer Engine 3119.8
Address Interface 2909.4
Counter 6908.4
Total 13054.7

Table 5 The original architecture

4.2 Timing Simulation

In this section, we have two simulation results: one is original architecture and the other
is our new architecture. The Figure 23 (a) shows the timing of the last data of the channel 1
with original architecture. Figure 23 (b) shows the timing of the first data of the channel 2
with original architecture. The Figure 24 (a) shows the timing of the last data of the channel 1
with the new architecture. Figure 24 (b) shows the timing of the first data of the channel 2
with the new architecture.
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Table 6 shows the latency comparison of original and new architecture. The latency means the

time between last data of current channel and first data of next channel. The result represents

new latency is less than original latency that the new architecture can reduce latency between

the different channels. Table 7 shows the comparison of ratio of latency in different count

conditions. The original time represents the time of data transfer of original initiator interface.

The new time represents the time of data transfer of new initiator interface. Because the new

design circuit is more complicated than the original design circuit, the new time is much

bigger than the original time from table 7. When the count is 5, the improvement is 9%. When

the count is 10, the improvement is;4.5%. When, the count is 15, the improvement is 3%.

Therefore, the count much smaller and the improvement latency is more obvious.

Latency(ps)
Original 1026
New 104

Table 6 Comparison of Latency
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Count=5 Count =10 Count =15
Original Time(ps) 10075 20150 30225
Original Latency(ps) 1026(10%) 1026(5%) 1026(3.3%)
New Time(ps) 10570 21140 31710
New Latency(ps) 104(1%) 104(0.5%) 104(0.33%)

Table 7 Comparisonef Ratio of Latency
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Chapter 5 Conclusion

Because the performance of DMA data transfer is the bottleneck of the multimedia
application performance, it’s important to improve the performance of DMA controller. In this
thesis, we propose an improved DMA controller of Amulet3i ones to reduce the latency of
DMA data transfer. We use this new proposed architecture to reduce the latency between the
transfer engine and the address interface with the different channels. We use asynchronous
circuits design to solve the problem of global clock.

We propose new architecture sheuld be applied in asynchronous Digital Signal Processor.
The new latency reduced 90% than-the original latency. In chapter 4, we can find this new
architecture has perfect performance "in lots of smaller data size transfer condition. Due to
DSP processing should be overlapped with DMA processing, the new proposed architecture
and data size format use together not only have lower latency but also have better
performance. Especially, a sequence of small size data is transferred, the new improvement

can save more latency that can achieve perfect performance.
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