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摘    要 

「問句」是日常生活中最為人使用的語言行為之一，在電腦科學裡，舉凡人機對談、

機器間對談、標點處理等次領域中，也都扮演著重要角色。少了「問句偵測與處理」此

一環節，自然語言處理系統就不算完整。 

由於語言本質的差異，再加上傳統上研究重心的不同，漢語的問句偵測要比英語更

加困難。有鑑於此，本篇論文鎖定在這個相形之下較為基礎的議題上，並採取量化研究

的角度。由於電子化語料資源的限制，本研究暫時只探討詞彙句法層次。 

為了解決此一全新議題，本研究的策略是先追求召回率，再追求精確率。在召回率

方面，我們先以數種統計推論及樣式比對技術進行單變數分析，成功發掘出較傳統語言

學文獻所列更豐富、精確的詞彙特徵。接著我們以白箱式的雙變數分析排除部份誤判情

況，以提升精確率。最後我們以數種黑箱式的語言模型技術進行複變數分析，成功分辨

出更多情況。 

在此研究中，我們達到不錯的召回率及精確率，並在漢語問句偵測議題上開拓一條

新的量化研究途徑。
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ABSTRACT 

Question is one of the most fundamental and frequent speech acts in everyday life. 

It also plays an important role in sub-areas of computer science such as 

human-computer and computer-computer communication, and punctuation processing. 

An NLP application is not complete without proper detection and processing of 

question. 

Detection of Mandarin question is more difficult than that of English due to the 

nature of the language itself and the research focus in the Mandarin linguistics and NLP 

field. It is therefore the focus of this research to undertake a quantitative study on the 

more fundamental problem of detecting Mandarin question. Due to limited electronic 

resource, the study is confined to lexico-syntactic level. 

To tackle this new topic, our strategy is first trying to maximize recall and then to 

increase precision. To achieve higher recall, we first undertake univariate analysis on the 

datasets with a variety of statistical inference and pattern matching techniques. At this 

stage we successfully discover more comprehensive and precise features at word level 

than what linguistic literature has mentioned before. Next, to increase precision, we 

undertake white-box bivariate analysis to filter out some false positives from the 

previous stage. Finally we undertake black-box multivariate analysis by using several 

language modeling techniques. In this way we successfully discriminate more cases. 

We achieve good recall and precision in the preliminary study, and pioneer the 

quantitative study of Mandarin question. 

 

Keywords: Mandarin question detection, natural language processing (NLP), statistical 

inference, language models 
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5.2.5 Lexical Semantics of hé . . . . . . . . . . . . . . . . . . . . 48

5.2.6 Lexical Semantics of Honorifics . . . . . . . . . . . . . . . . 50

5.2.7 Evaluative Adverbs and Rhetorical Questions . . . . . . . . 52

5.2.8 Person . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

5.2.9 Roles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

5.3 Putting Them Together . . . . . . . . . . . . . . . . . . . . . . . . 61

VI BIVARIATE AND MULTIVARIATE ANALYSIS . . . . . . . . 62

6.1 Bivariate Analysis by Exception Rules . . . . . . . . . . . . . . . . 62

6.2 Multivariate Analysis by Language Models . . . . . . . . . . . . . 63

6.2.1 Particles and Interjections . . . . . . . . . . . . . . . . . . 67

6.2.2 A-not-A Questions and Simplified Forms . . . . . . . . . . 68

6.2.3 WH Questions . . . . . . . . . . . . . . . . . . . . . . . . . 70

6.2.4 Evaluative Adverbs and Rhetorical Questions . . . . . . . . 70

VII CONCLUDING REMARKS . . . . . . . . . . . . . . . . . . . . . . 73

7.1 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

7.1.1 False Negatives . . . . . . . . . . . . . . . . . . . . . . . . 73

7.1.2 False Positives . . . . . . . . . . . . . . . . . . . . . . . . . 73

7.1.3 Clause or Sentence Boundary . . . . . . . . . . . . . . . . . 74

viii



7.2 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

APPENDIX A — LIST OF QUESTION-RELATED WORDS . . 76

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

ix



LIST OF TABLES

Table 1 A gentle overview of English question sentence patterns . . . . . 10

Table 2 Register distribution of question clauses in the Sinica corpus 3.0 . 25

Table 3 2 × 2 contingency table for finding question-related words (QRWs) 34

Table 4 Top 40 question-related words (QRWs) found by statistical infer-
ence procedures . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

Table 5 Using the words extracted from the ABC Chinese-English Dic-
tionary to validate QRWs . . . . . . . . . . . . . . . . . . . . . . 41

Table 6 Sentence-final particles and interjections co-occurring with ques-
tions in the Sinica corpus . . . . . . . . . . . . . . . . . . . . . . 44

Table 7 Honorifics found to be relevant to questions as a result of mining
MOE’s Mandarin Dictionary Revised . . . . . . . . . . . . . . . . 52

Table 8 Keywords for rhetorical questions as a result of mining MOE’s
Mandarin Dictionary Revised . . . . . . . . . . . . . . . . . . . . 55

Table 9 Top 10 question-related words in terms of recalls . . . . . . . . . 55

Table 10 Relation between person and degree of relevance to questions in
the Sinica corpus . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

Table 11 Distribution of 2nd person pronouns and their respective semantic
roles in the Sinica treebank . . . . . . . . . . . . . . . . . . . . . 58

Table 12 Different configurations used in our language modeling experiments 67

Table 13 List of top 300 question-related words (QRWs) . . . . . . . . . . 77

x



LIST OF FIGURES

Figure 1 The big picture of overall training and detection structure . . . . 20

Figure 2 Grammar of question-detection rules at univariate and bivariate
level . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

Figure 3 Overall training process of question detection at univariate and
bivariate stages . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

Figure 4 Algorithm for finding the punctuation of a tree from the Sinica
treebank by tracing its origin back to the Sinica corpus . . . . . . 28

Figure 5 Algorithm for finding question-related words . . . . . . . . . . . . 34

Figure 6 Comparison between LLR and Pearson’s χ2 tests on QRWs . . . 36

Figure 7 Algorithm for calculating cumulative recall and precision of QRWs 38

Figure 8 Cumulative recall and precision of question-related words . . . . . 38

Figure 9 QRW ranking in terms of LLR vs. in terms of frequency . . . . . 39

Figure 10 Minitab χ2 output for comparing the 5 roles of 2nd person pro-
noun “5” for Table 11 . . . . . . . . . . . . . . . . . . . . . . . . 59

Figure 11 Minitab ANOVA output for comparing the 5 roles of all 2nd per-
son pronouns for Table 11 . . . . . . . . . . . . . . . . . . . . . . 60

Figure 12 Boxplot of Q/(Q+¬Q) ratio for different roles played by 4 second
person pronouns . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

Figure 13 The results applying rules of compound relatives and higher verbs 63

Figure 14 Prepare training and test sets by simple random sampling . . . . 64

Figure 15 Using language models to discriminate questions . . . . . . . . . 66

Figure 16 The result of using language models to discriminate the case of
sentence-final particles . . . . . . . . . . . . . . . . . . . . . . . . 68

Figure 17 The result of using language models to discriminate the case of
A-not-A questions . . . . . . . . . . . . . . . . . . . . . . . . . . 69

Figure 18 The result of using language models to discriminate the case of
WH questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

Figure 19 The result of using language models to discriminate the case of
evaluative adverbs and rhetorical questions . . . . . . . . . . . . . 72

xi



LIST OF SYMBOLS AND ABBREVIATIONS

Symbols

A, B, C, . . . ordered arrays or associative arrays

A[i] element of ordered array indexed by scalar number i

A[w] element of associative array indexed (mapped) by textual word w

a, b, c, . . . scalar numbers

F ANOVA F statistic

Fa,b F statistic with df. a in the denominator and b in the numerator

f, g, h functions

P probability function

p probability value

r, s, t, . . . character strings

S,W , . . . unordered sets (i.e., bags) of possibly duplicated elements

|S| scalar cardinality of S

w word

z alphabet or symbol

1



Abbreviations

ANOVA analysis of variance

BOW Bilingual Ontological Wordnet project

CKIP Chinese Knowledge Information Processing Group

df. or d.f. degree of freedom

LLR log-likelihood ratio

LM language model

MOE Ministry of Education, Taiwan

MRD machine-readable dictionary

NLP natural language processing

POS part of speech

QRW question-related word (invented by the author)

regex regular expression

SRS simple random sample/sampling

2



CHAPTER I

INTRODUCTION

This thesis presents a new topic in the field of natural language processing (NLP):

Mandarin question detection. Since no such prior research exists to our knowledge,

one may ask two “why” questions:

1. Why is it important in general?

2. Why is it special for the Mandarin Chinese language, in particular?

To address these questions, this chapter first presents the importance of this topic

in a broader linguistic and computer science context, not limited to the Mandarin

Chinese language. Afterwards we narrow our discussion down to the sole Mandarin

field to see why it is still challenging. Finally we outline the overall research plans

and results.

1.1 Motivation

The whole research originates from a very simple question. In a classical NLP

textbook Speech and Language Processing [28, p. 194], there is a paragraph saying

that

There are tasks such as grammar-checking, spelling error detection,

or author-identification, for which the location of the punctuation is

important . . . In NLP applications, question-marks are an important

cue that someone has asked a question. Punctuation is a useful cue

for part-of-speech tagging.

However, it treats the punctuation as a given cue. One may then ask: What if

the cue is absent at all? Perhaps the tasks mentioned above will be confronted

with problems.
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In what cases can punctuation be absent? To name but a few. In newsgroup

writing, punctuation is often misused or missing, especially among the groups

crowded with young people. In speech-to-text software, punctuation is usually

absent from the generated text.

Among all kinds of punctuation, question marks attract the author’s atten-

tion. Therefore, the goal of this study can be paraphrased as a question-detection

problem.

1.2 The Question-Detection Problem

The question-detection problem is, in short, to enable computers to detect the

question parts, if any, within a stream of text or utterance. Its importance is

twofold: linguistic and computer science perspectives. This section will first dis-

cuss the issue from the linguistic point of view, and then, from the computer

science point of view, enumerate applications that can benefit from the study of

question-detection problem:

� Human-computer communication.

� Computer-computer communication.

� Punctuation processing.

1.2.1 Question: A Linguistic View

From the linguistic science perspective, the study of speech acts has been a hot

topic in discourse analysis, and “question” is one of the major illocutionary acts

occurred in everyday life. The deeper our understanding of the nature of a variety

of question expressions in particular, the better we may form a computational

linguistics model for speech acts in general, which in turn improves application of

linguistics.

What do we mean by the term question, anyway? In Glossary of Linguistic

Terms [35], question has two senses:

4



1. An illocutionary act that has a directive illocutionary point of attempting

to get the addressee to supply information.

2. A sentence type that has a form (labeled interrogative) typically used to ex-

press an illocutionary act. It may be actually so used (as a direct illocution),

or used rhetorically.

Obviously they reflect two main competitive schools of thought in linguistics:

the first addresses the functional facet, while the second addresses the formal

facet. From the functional perspective, the following two cases are both questions

in spite of totally different surface forms:

(1) a. Tell me your age.

b. How old are you?

As for the formal perspective, there are roughly three types of questions: in-

terrogative, dubitative, and rhetorical questions. For example,

(2) a. What is this? interrogative

b. Can such a diligent student fail the school entrance exams? dubitative

c. Don’t you understand me? rhetorical

1.2.2 Human-computer Communication

As for human-computer communication, a non-toy human-computer dialogue or

question answering system needs to distinguish between background information

and foreground queries in order to behave more like humans. In such systems,

therefore, earlier stages should include at least the question detection module;

subsequent processing is fragile without considering it. Now let’s examine the two

applications in detail.

Question answering (QA) is a fast-growing sub-task of text retrieval. Given a

query, it tries to pinpoint the specific answers (noun phrases, sentences, or short

passages) rather than just give a pile of relevant documents for you to browse.

The QA track of Text REtrieval Conference (TREC) is one of the most famous

5



example. Since the first QA track initiated in 1999 (TREC-8), the has been a lot

of progress in this field (see [50, 51, 52, 53, 54]). Participants in this track are

required to give an exact answer in response to a factoid question, a list of exact

answers to a list question, and a short passage to a definition question. Look at

the following excerpts from TREC QA tracks:

(3) a. What is the longest river in the United States? factoid

b. Name the highest mountain. factoid

c. What are 5 books written by Mary Higgens Clark? list

d. List the names of chewing gums. list

e. Name 22 cities that have a subway system. list

f. Who is Colin Powell? definition

g. What are polymers? definition

As reported, most QA systems first classify an incoming question into various

types of query focus (e.g., quantity, name, time, and place) as suggested by its

question word (e.g., what and who) or imperative verb (e.g., list and name); the

expected answer types can also be predicted accordingly. Next, some systems

attempt a full understanding of the text and then use logic proofs or so to verify

candidate answers (e.g., [44]); still others just attempt a shallow, data-driven

pattern matching against candidate answers (e.g., [33, 48]).

There is at least one limitation of these QA systems, however. They assume

that a QA system receives and recognizes only canonical query forms beginning

with a question word or imperative verb. But in reality, not all questions fall into

this category. Take the following real-world query for example.1 Imagine that you

are asking a QA system for troubleshooting:

(4) I have installed and configured Wine, but Wine cannot

find MS Windows on my drive. Where did I go wrong?

1This paragraph is excerpted from The Wine FAQ. URL: http://www.winehq.com/site/
docs/wine-faq/index.
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It is hard to imagine that you are allowed to tell the program only the latter half

“Where did I go wrong?” without the former “I have . . . on my drive.” Even if

the unrealistic assumption was made, no program is smart enough to be able to

answer the sole question “Where did I go wrong?”— the query focus is correctly

identified as “where” but it is of little use here without preceding sentences. What

is worse, the query focus “where” may mislead the program to an irrelevant direc-

tion of physical places ! As a result, if the QA program fails to distinguish between

foreground query and surrounding context, how can it work out a search plan to

answer your “where” question?2

Things become even more complicated in dialogue system, in which conversa-

tion continues rather than just happens in one round, turn-taking is frequent, and

a mixture of various speech acts such as illocutionary and perlocutionary may also

be used freely [14]. Since natural conversation switches between both foreground

and background expression frequently, it is unrealistic to assume naively that the

dialogue system recognizes and accepts only query forms. Take the following ex-

cerpt from the novel Harry Potter and the Sorcerer’s Stone for example. One day

Harry Potter said to Hagrid:

(5) Everyone thinks I’m special, . . . but I don’t know anything

about magic at all. How can they expect great things? I’m famous

and I can’t even remember what I’m famous for. . . .

Assume for now that Hagrid is a computer. If Hagrid fails to distinguish between

the two, it can never understand what Harry means by “great things” and then

work out a search plan accordingly to try to comfort Harry by saying “Don’ you

worry, Harry. You’ll learn fast enough.”

2One may think that the QA system has a chance to function well if we force users to rephrase
their query as “Where did I go wrong when I’ve installed and configured the Wine but it cannot
find MS Windows on my drive?”. It may work, but is neither practical nor user-friendly.
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1.2.3 Computer-computer Communication

As for computer-computer communication, intelligent agents or software robots

may need to travel around the Internet and along the way gather information on

behalf of their users. Since XML and semantic webs are still young and there is

no universally accepted semantic markup language for unrestricted domains, un-

structured documents still dominate the Web. Therefore, a better understanding

of speech acts in general and questions in particular may help software analyze

unstructured documents and transform them into structured ones.

Furthermore, in multi-agent systems agent communication languages are based

mostly on speech act theory (e.g., KQML defines a set of performatives for agents

to communicate with [2, 29]) and temporal or first-order predicate logic (e.g., KIF

[24]). Many information systems for intra- or inter-business process have also been

modeled from the language/action perspective (LAP; see [56] for an overview of

LAP and [16, 32] for typical applications). The study of question in natural lan-

guage settings may help to enhance the expressiveness of communication facilities,

finer-grained mental states, and belief-desire model of these systems.

1.2.4 Punctuation Processing

As for punctuation processing, any NLP system is not complete without punc-

tuation processing, but punctuation has been neglected in the NLP field. For

example, speech-to-text recognition software maps acoustic signals to text, but it

seldom places appropriate punctuation marks in the output text. Word processors

have built-in or plug-in spelling and grammar checkers, but they seldom try to

check punctuation.

Some literature did recognize the importance of punctuation more or less, as

we have seen in Section 1.1. However, it treats the punctuation as a given cue,

and does not discuss what if the cue is absent at all.

The reason why punctuation has been neglected is that, it is such a complex
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coding device that challenges computers. It is, as defined in The American Her-

itage Dictionary [47], “the use of standard marks and signs in writing and printing

to separate words into sentences, clauses, and phrases in order to clarify meaning.”

Therefore, to assign punctuation correctly involves not only syntactic but also se-

mantic and pragmatic levels of processing. Take the following English sentences

for example,

(6) a. Is this yours?

b. What is it?

c. I beg your pardon?

d. This is yours? I don’t think so.

To punctuate them correctly with question marks, one has to judge whether they

are questions. Sentence (6a) is obviously a question because of its verb BE-initial

syntactic pattern; the same for Sentence (6b) because of its WH word-initial fol-

lowed by a verb BE syntactic pattern. Sentence (6c), which begins without a verb

BE, an auxiliary verb, or a WH word, is regarded as a question only if the lexi-

cal meaning of the word “pardon” is taken into account. Furthermore, Sentence

(6d) is regarded as a question only if the pragmatic context is taken into account.

Therefore, to be perfect, it is very complicated in general.

1.3 Challenge in Mandarin

It is even more challenging for the Mandarin Chinese language because there is

no syntactically decisive and reliable marker and word order in Mandarin ques-

tion sentences [8], let along decisive and reliable semantic and pragmatic clues.

Therefore, mainstream approaches to detecting question sentences developed on

the basis of English (and possibly Indo-European languages as well) are not readily

applicable here.

Now consider the English language at the syntactic level only. Questions in

English have well-understood and consistent patterns, which can be easily found

in books or articles on English grammar, e.g., [58]. Patterns in Table 1 are easily

9



Table 1: A gentle overview of English question patterns, summarized from [58].
For brevity, “AUX” means auxiliary, “SUB” means subject, and “WH” means
wh words such as who, why, how, and what. Note that some oral or idiomatic
expressions such as “so what?” and “say what?” are not included here

Question Type Pattern Example

Inverted sentence

yes-no question AUX-initial + SUB Will John buy a backpack?

non-subject-extracted WH + AUX
wh-moved . . . + SUB

NP complement What was Beth asked by Diaia?

object of P Which girl did Beth talk to?

PP To which girl did Beth talk?

S complement What does Clove want?

ADJ complement How did he feel?

do-support DO-initial + SUB Did John buy a backpack?

Extraction

subject wh-question declarative order Who wrote the paper?

non-subject-extracted see above
wh-moved question

detected by computers; full-fledged parsers are even unnecessary for this sole task.

Take a commonly-available full-fledged link grammar parser from Carnegie Mellon

University for example.3 When a sentence is recognized as question, the leftmost

link will be labeled with a Wq, Ws, Wj, or Q link type. Therefore, question detection

in English is easy.

Things are not quite the same in Mandarin, though. What do we mean in the

beginning of this section by the statement that there is no syntactically decisive

and reliable marker and word order in Mandarin question sentences? As for the

word order, take sentence (7) for example,

(7) a. ¥ u Bó ?

This is what

3Software, documentation, and related information of the link grammar parser can be accessed
at http://www.link.cs.cmu.edu/link/. You can also experiment with the parser on-line.
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What is this?

b. Bó v` n ? y cÞ ?

What time can again meet

What time can me meet again?

c. 5 Ê Ï Bó ‰a ?

You be going eat what thing

What are you eating?

The word order of “Bó” (shénme; what) appears freely in sentences (7), unlike

English. Things become even more complicated that “Bó” alone is not a reliable

and decisive marker for question. For example,

(8) a. 5 Bó ‰a · ; Ï �

You what thing all want eat

You want to eat everything.

b. B V � õ Bó ß �

I come buy CL what

Let me buy something.

To our knowledge, no prior research in Mandarin has focused on exactly the

same problem. From the linguistic perspective, traditionally Mandarin linguists

discuss question sentences mostly at syntactic level and identify general typology

of question expressions (see Section 2.2 for details). Recently researchers have tried

to model the Mandarin questions using symbolic approaches such as propositional

logic and lambda calculus (see [42] for a brief review). The big picture is very likely

to be correct. Not in a corpus-oriented approach, however, they fail to identify

more comprehensive and precise features, and lack stronger quantitative evidence.

On the other hand, researchers from NLP and text retrieval fields also have

tried to model the Mandarin question-answering problem as semantic frames and

ontology [43]. But they all base on an ideal assumption that users issue no sentence

other than well-formed questions. Mixed-type cases such as Sentence (4) are
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beyond their scope of discussion.

It is therefore the focus of this research to undertake a quantitative study on

the more fundamental problem of detecting Mandarin question.

1.4 The Scope of This Study

The goal of this study is to enable computers to detect the question parts, if any,

within a stream of Mandarin text or utterance. Now we would like to define the

scope of this study clearly.

Textual, not prosodic. A declarative sentence may be used to express a ques-

tion by rising intonation. This study considers only textual rather than prosodic

issues.

Lexico-syntactic, not semantic and pragmatic. The author takes the

formal position instead of functional as mentioned in Section 1.2.1 for several

reasons. Quantitative studies at semantic and pragmatic levels require many

machine-readable resources. Since there is no adequate Mandarin corpus with

functional annotation, a quantitavie study in this direction is difficult. As for

the formal perspective, quality corpora have punctuation attatched to all sen-

tences types. Among them, interrogative, dubitative, and rhetorical questions are

labeled with question marks. Such corpora are readily applicable for this quanti-

tative study. Therefore, at this stage only lexico-syntactic issues are considered in

order to narrow down the scope of discussion.

Written, not spoken. Spoken utterrance has unique characteristics not

equally prominent in written text. To name but a few: conversational filters,

ellipsis, and interrupts. They all require additional treatement among utterrance.

The datasets in use for this study include some transcribed spoken utterrance, but

the research focus is still on written text. That said, the author thinks that parts

of the overall methodology remains roughly the same even for spoken utterrance.

Detection, not generation. This study aims to detect Mandarin questions

in contemporary use, not to detect superficial cases, nor to generate grammatical
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utterrance. Therefore, construction of a well-formed descriptive grammar is out

of the scope of this study. That said, some research results here may provide a

basis for a more thorough grammar for Mandarin questions.

1.5 Organization of this Dissertation

The goal of this study is to detect Mandarin question sentences. To put it more

concretely, our task, in respect of training and validation, is to label un-punctuated

input text with appropriate question marks. This dissertation is organized as fol-

lows. Chapter 2 reviews linguistic literature on Mandarin questions. Chapter 3

outlines our overall strategy, rule scheme, and training procedures. Chapter 4

discusses the datasets used in this study, why, and what kinds of pre-processing

should be done on them. Chapter 5 describes our feature-selection stage at univari-

ate level and findings, and in the meantime re-examines literature from a different

angle: statistical point of view. Chapter 6 describes bivariate and multivariate

stages. Chapter 7 discusses our findings and concludes our main contributions.

13



CHAPTER II

LINGUISTIC BACKGROUND

2.1 Question Marks in Chinese Writing Sys-

tem

Modern Mandarin punctuation system, inspired by the western culture, was sta-

bilized and formalized in the 20th century [57]. Since then, prescriptive guidelines

have been announced by authorities in major Mandarin-speaking regions, includ-

ing Taiwan and mainland China [39, 45]. In general, question marks are used

at the end of three kinds of question sentences: interrogative, dubitative, and

rhetorical questions. For example,1

(9) a. ¥uBó? interrogative

What is this?

b. µóàŠíçÞ, }5.,ç�? dubitative

Can such a diligent student fail the school entrance exams?

c. Ø−5´.7jB? rhetorical

Don’t you understand me?

However, these vague statements touch only superficial mood issues. For rig-

orous research, we need more information on their linguistic structures.

2.2 Ways to Express Questions in Mandarin

There are, in general, two ways to express questions in Mandarin: prosodic and

grammatical devices. It is not necessary for the scope and purpose of this paper to

enter into a detailed discussion of the former issue. Therefore we only summarize

1When Chinese people write or publish text, they do not separate characters with spaces,
i.e., words are written down consecutively without delimiters as shown in sentences (9). But
in the linguistics literature, Chinese words are usually delimited by spaces for the sake of the
research community’s culture.
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intonation patterns from relevant literature. In an interrogative sentence, the

focal words are usually stressed and the whole sentence usually ends with a rising

intonation. In a dubitative sentence, the focal words are often lengthened, possibly

with a high pitch. In a rhetorical question, it is usually spoken with a sustained

or falling intonation. Interested readers may consult more literature on this topic,

such as (Zhang [62]; Fan [19]).

As for grammatical devices, various classification schemes have been proposed

in literature. Some are compiled for educational purpose (Zhang [62]; Liu et al.

[34]; Chu [11]), and others are for linguistic research purpose (Li and Thomp-

son [30]; Lyu [37]; Fan [19]; Zhang [61]; Chu and Chi [12]). Some are classified

mainly on the basis of morpho-syntactic forms (Li and Thompson [30]; Fan [19];

Chu [11]), some semantic types (Lyu [37]; Liu et al. [34]; Zhang [61]; Chu and

Chi [12]), and others pragmatic functions (Zhang [62]).2 While the big picture is

now widely accepted, there is still considerable disagreement about details.

2.3 Exceptions: Question Words and Referen-

tiality

Since no syntactically reliable marker exists in Mandarin question sentences, as

mentioned in Section 1.3, exceptions are inevitable. In most of the exceptional

cases, the WH words are used as indefinitives or compound relatives (Chu [11];

Chu and Chi [12]). There are roughly 5 cases as pointed out by (Chu [11]; Chu

and Chi [12]). The case for indefinitives, as shown in Sentence (10), can be (and

possibly can only be) identified from the context since there seems no obvious

syntactic pattern. On the other hand, the case for compound relatives can be

identified from syntactic patterns, as shown in Sentences (11)–(12).

(10) a. B b �_ A 6��

2The literature review is not meant to be definite. Some of them use hybrid criteria for
classifying question sentences since there is no strict dividing line between morpho-syntactic,
semantic, and pragmatic issues. Most of them also discuss more than one level of linguistic
issues. Here we only point out the most prominent point of view.
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Wǒ yào ǰı-ge rén bāngmáng

I need how many people help

I need some people to help me.

b. B V � õ Bó ß�

Wǒ lái mǎi diǎn shénme ba

I come buy CL what

Let me buy something.

(11) a. Bó 9 b d?

Shénme sh̀ı yào zuò

What things need do

What things do we need to do?

b. ³� Bó 9 b d�

Méiyǒu shénme sh̀ı yào zuò

Not exist what things need do

Nothing needs to be done.

c. Bó 9 · b d�

Shénme sh̀ı dōu yào zuò

What things all need do

Everything needs to be done.

d. Bó 9 6 b d�

Shénme sh̀ı yě yào zuò

What things also/even need do

Everything needs to be done.

(12) a. Õ l ƒ?

Shéi xiān dào

Who first arrive

Who arrived first?
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b. Õ l ƒ, Õ l d�

Shéi xiān dào shéi xiān zuò

Who first arrive who first do

Let those who arrive first do it first.

c. Õ l ƒ, ÿ (Õ) l d�

Shéi xiān dào j̀ıu (shéi) xiān zuò

Who first arrive then who first do

Let those who arrive first do it first.

2.4 Exceptions: The Influence of Higher Verbs

In his articles [7, 8] Cheng investigated an interesting issue: higher verbs in a

complex sentence may influence the decision whether the proceeding question form

is interrogative or not. For example,

(13) a. ¥ u Bó ‰a ?

Zhè sh̀ı shénme dōngx̄ı

This is what thing

What is this?

b. B V |Œ ¥ u Bó ‰a �

Wǒ lái diàochá zhè sh̀ı shénme dōngx̄ı

I come investigate this is what thing

Let me investigate what it is.

The verb “|Œ” (diàochá; investigate) in sentence (13b) will turn the question

form in sentence (13a) into a non-question.

He concluded in [7] that inquisitive and cognitive verbs will turn a embedded

question form into non-interrogative because the focus is shifted from the question

form to the higher verbs; while other types of verbs may or may not have the same

effect. However, in his subsequent article [8] cognitive verbs were classified into

the “may or may not” case without further explanation.
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There are still open issues regarding the influence of higher verbs. To name

but a few: Is the classification scheme of verb types exhaustive, complete, and

accurate? How to explain the exceptions to these higher-verb rules? Is there

another theory to explain the phenomena better? We will re-examine parts of this

topic in Section 6.1.
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CHAPTER III

THE BIG PICTURE: RULE SCHEME AND

PROCESS

In this chapter we focus on devising an overall scheme of rules and models to

detect Mandarin questions. Based on this scheme, subsequent chapters will then

focus on mining features relevant to questions with a variety of technologies.

3.1 Overall Strategy

To approach this task, the overall strategy adopted in this study is first trying

to maximize recall and then to increase precision. In many applications recall

and precision are two competitive goals. One target at one time makes the whole

analysis process more focused, streamlined, and easier for performance tuning.

Another advantage of this recall-first-precision-next route is that, as we progress,

we may gain more insight into some facets of question, which may not be discussed

in linguistic literature from the same angle or for the same coverage. If we perform

a black-box machine learning procedure from the very beginning, we may miss this

opportunity. Black-box procedures may also fail to integrate knowledge from a

variety of heterogeneous datasets into a seamless model.

With these ideas in mind, we outline the big picture of overall training and

detection structure in Figure 1. Next we will describe the overall analysis and

detection process.

Levels of Analysis. Three levels of factors are considered in this study.

Univariate analysis deals with single word feature, e.g., “Bó” (shénme; what)

and “àS” (rúhé; how). Bivariate analysis deals with the patterns involving two

words, e.g., the compound relative “Bó” + “·” case. Multivariate analysis deals

with the syntactic patterns involving three or more words.
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univariate rules
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bivariate rules
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Figure 1: The big picture of overall training and detection structure

Analysis Process. To achieve higher recall, we not only review linguistic

literature but also re-examine relevant issues from a new quantitative and corpus

point of view, in the hope that more comprehensive and precise features than

before will be discovered. Therefore, we prefer the univariate analysis to be a

white box rather than a black box.

The next goal is to increase precision without hurting recall too much. As for

bivariate analysis, there is still room for white box analysis. As for multivariate

analysis, however, white box analysis is difficult since there are still many open

issues in linguistics, let alone in NLP field. Therefore, multivariate analysis is

done in a black-box approach using probability models.

Detection Process. A sentence input is first analyzed by the univariate

module. Since the goal of univariate module is to maximize recall, there may be

many false positives. Therefore, both true and false positives will be sent to and

re-analyzed by bivariate and then multivariate modules, during which more and

more false positives will be filtered out so as to increase precision.
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<RuleSet> ::= <Rule>+ . disjunction of rules
<Rule> ::= <PositiveAtom>+ <NegativeAtom>∗ . conjunction of atoms
<PositiveAtom> ::= ‘P’ <PositivePosition> <Regex >
<ExclusiveAtom> ::= ‘N’ <ExclusivePosition> <Regex >
<PositivePosition> ::= ‘[’ . head

| ‘]’ . tail
| ‘x’ . don’t care
| ‘%’ . middle

<ExclusivePosition> ::= ‘<’ . before
| ‘>’ . after
| ‘x’ . don’t care

<Regex > ::= <any legal Perl 5.8 regular expressions>

Figure 2: Grammar of question-detection rules at univariate and bivariate level.
The quantifier symbol ‘∗’ attached to nonterminals means “zero or more,” and the
symbol ‘+’ means “one or more”

3.2 Syntax and Semantics of Rules

At lexico-syntactic level, Mandarin questions have a number of characteristics,

according to what we have discussed in Section 1.3:

� No reliable and decisive marker.

� No reliable and decisive word order.

In addition, previous studies on Mandarin questions are seldom in a corpus-

oriented approach. Therefore, they fail to identify more comprehensive and precise

features.

To perform univariate and bivariate analysis, we first define a specification for

rule set as a basis for analysis. The syntax of detection rules is listed in Figure 2.

The whole rule set <RuleSet> is a disjunction of a series of single rules. Since

there are many exceptions in determining questions, each <Rule> is composed of

a set of positive patterns <PositiveAtom> and exclusive patterns <ExclusiveAtom>

if necessary. The test for a sentence by the rule is passed only when it matches

every <PositiveAtom> and mismatches every <ExclusiveAtom>. A positive pattern

may appear only in a specific place of the clause, while a exclusive pattern may
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1 Construct plain rules using QRWs found in Chapter 5
2 while the result does not converge do
3 Train the rules using the training set
4 if the number of false negatives is not acceptable then
5 Investigate if there is any missing feature
6 if the number of false positives is not acceptable then
7 Investigate if the rules are too general
8 Merge similar rule patterns

Figure 3: Overall training process of question detection at univariate and bivari-
ate stages

only precede or procede it. Therefore, <PositiveAtom> and <ExclusiveAtom> have

a <xxxPosition> field to specify this characteristic.

To handle irregular morphological patterns, we devise the patterns around

regular expressions. The advantage of regular expressions is that they make rules

more concise and flexible. The disadvantages are that they may over-generalize

the patterns and then decrease recall or precision.

As for the syntax of regular expressions (or regex for short), we adopt the Perl

5.8 flavor [21] for its expressiveness and popularity. It is also considered the de

facto standard in the industry that industrial-strength regex APIs or packages for

other programming languages usually claim to be “Perl compatible” to one extent

or another instead of compatible with POSIX’s flavor.

3.3 The Training Process

In the first two stages (univariate and bivariate analysis), overall training process

is iterative, as shown in Figure 3. Steps 5 and 7 are not entirely automatic since for

now there remains many sophisticated facets to analyze further. For example, we

discover in step 5 many subtle patterns not stated explicitly in linguistic literature

before, such as the flexibility in the WH words and the lexeme “S” (hé; what).

Due to the lack of quality machine-readable dictionaries, these patterns are hardly

recognized correctly by machines.

As for the multivariate analysis, we use probability model techniques to try to
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discriminate questions. We will discuss the details in Section 6.2.
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CHAPTER IV

DATASETS: CHOICES AND

PREPROCESSING

Since it is the first time to examine this topic in a quantitative approach, at this

stage we intend to acquire as accurate knowledge about Mandarin question as

possible. Therefore care must be taken to insure the quality of datasets. In this

chapter we discuss the reason why these datasets are chosen as our starting point,

the mismatch between these datasets and our research needs, and what have to

be done in order to bridge the gap.

4.1 The Corpus

The corpus used in this study is Academia Sinica balanced corpus of modern

Chinese (or the Sinica corpus for short) developed by the Chinese Knowledge In-

formation Processing Group (CKIP).1 It comprises about 5 million words, tagged

with part-of-speech (POS) information and segmented according to the draft stan-

dard in Taiwan. Further details of the corpus can be found in [10].

Clauses are the basic analysis unit used in this study. The corpus divides

every complex sentence into clauses that end with commas, periods, colons, semi-

colons, ellipses, exclamation, or question marks. There are 20,228 question clauses

(2.70%) out of total 749,984 clauses. The register distribution of question clauses

is listed in Table 2. If we look at the 4th column (qi/ai), we may find that ques-

tions are more frequent in the oral forms than written, which is quite consistent

with our intuition. If we look at the 5th column (qi/
n∑

i=1

qi), however, the corpus

1The latest public version of the Sinica corpus is 3.0, released on October 1997. Since then,
there has been minor fixes on inconsistent formats, tagging, and data cleaning (e.g., about half
of the file “t820902” was duplicated in the first release of version 3.0; this mistake was corrected
in later revisions). The revision used in this study is dated April 19th, 2001.
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Table 2: Register distribution of question clauses in the Sinica corpus 3.0

Clause qi/ai qi/
n∑

i=1

qi

Register Question: qi All: ai (%) (%)

Written 13,821 645,767 2.14 68.33
Written to be read 257 10,315 2.49 1.27
Written to be spoken 1,168 12,736 9.17 5.77
Spoken 4,915 76,470 6.43 24.30
Spoken to be written 55 2,944 1.87 0.27
Unknown 12 1,752 0.68 0.06

Total: 20,228 749,984 2.70 100.00

is biased severely toward the written forms. Therefore, our results may have the

same bias, too.

The choice of Sinica corpus, however, restricts us from fuller investigation. The

most serious problem is that it is not a treebank. Since there is no hierarchical

information available, we cannot handle properly question clauses embedded in

complex or compound sentences.

For convenience, we use the format “(file name : serial number of the clause)”

to indicate where the quotation comes from. For example, “(ev7 : 121)” indicates

that we quote the clause numbered 121 from the file “ev7” in the corpus.

4.2 The Treebank

To investigate some issues in more detail (e.g., “person,” see Section 5.2.8), we

refer to the CKIP Chinese treebank (or the Sinica treebank for short) as a source of

syntactic and semantic information.2 The treebank, based on a subset of the Sinica

corpus as raw material, is bracketed with syntactic hierarchies and annotated with

semantic roles according to the information-based case grammar (ICG) developed

by the same CKIP team. It currently comprises about 54,902 trees (as claimed on

their Web site) and 290,144 words. Further details of the treebank can be found

in [4, 5].

2The latest public version of the Sinica treebank is 2.1. It can be accessed on-line at http:
//treebank.sinica.edu.tw/.
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It is a pity that the Sinica treebank removes punctuation marks altogether,

including intra-clause punctuation (e.g., quotation marks and parentheses) and

inter-clause punctuation (e.g., periods and commas), eliminating important clues

for our research. There is no relevant annotation for us to infer from, either. As

a result, we sometimes need to trace these trees back to their origins in the Sinica

corpus. Take the following tree numbered 47397 for example,

(14) S(theme:NP(predication:S *í(head:S(agent:NP(Head:Nhaa: 5)|

Head:VC2: õ)|Head:DE: í))|evaluation:Dbb: 6|Head:V 11:u|

range:NP(quantifier:DM: ¥_|Head:Nab: ~�)|particle:Td: ý)

Its origin in the Sinica corpus is as follows:

(15) 5(Nh) õ(VC) í(DE) 6(D) u(SHI)

¥(Nep) _(Nf) ~�(Na) ý(T)

?(QUESTIONCATEGORY) (ev7 : 121)

It can be easily seen that two differences exist. The first is that they segment words

differently: the treebank treats “¥_” as one word while the corpus two words.

The second is that they assign parts of speech differently: The treebank uses a full

form (e.g., “Nhaa” for “5” and “Dbb” for “6”) while the corpus a simplified form

(e.g., “Nh” and “D”); the treebank tags the word “u” as “V 11” while the corpus

tags it as a special “SHI” symbol. In case there may be still other differences,

the backtracking procedure is performed solely at a level of Chinese characters

rather than words as shown in Figure 4. Note that the regular expression pattern

in line 9 is crafted this way in order to handle more complicated formats like the

following tree numbered 914:

(16) S(evaluation:Dbb: ˝§|

<font color="#FF0000">agent:NP(Head:Nhaa: 5)</font>|

epistemics:Dbaa: u|reason:Dj: 5ó|

Head:VD1: }º|particle:Ta: í)
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Let’s take a closer at this regular expression pattern. The last symbol “$”

indicates that the whole pattern is to be matched at the end of the string u.

The quantifier meta-character “*” means zero or more occurrences, “+” means

one or more, and “?” means zero or one. A pair of parentheses “(” and “)”

groups a series of characters and is also ready for field extraction. A pattern of

the form “[ z1z2 . . . zn ]” matches any single character in z1, z2, . . . , zn. On the

contrary, a pattern of the form “[^ z1z2 . . . zn ]” matches any single character

except for z1, z2, . . . , zn. The backslash “\” is an escape character. Therefore, the

first parenthesis group “([^:\)<]+)” says that it tries to match (and also extract

the content of the underlined part, if successful) a non-empty string composed

of any character except for the three symbols : ) <. The next quantified

parenthesis group “(<[^>]+>)?” says that it tries to match an HTML tag, if any.

With this carefully-crafted pattern, complicated trees such as Sentences (14) and

(16) can be handled gracefully and neatly.

To our surprise, we find in the backtracking process that the textual data of

the treebank are not entirely a subset of the Sinica corpus; i.e., some sentences

in the treebank are not extracted from the Sinica corpus but elsewhere. Take the

tree numbered 39880 for example:

(17) VP(Head:VK1: ı�|goal:S(agent:NP(Head:Nhaa: g)|

deontics:Dbab: ?|manner:Dh: ‚˛|deixis:Dbab:  |

Head:VC2: õõ))

The sentence cannot be found in the Sinica corpus. In consequence, some trees

cannot be backtracked successfully to check if they are question clauses. These

trees are excluded from this study for the sake of objectivity.

Another treebank, also based on the Sinica corpus as raw material and fur-

thermore annotated with HowNet semantic information, does contain punctuation

and provide richer semantic information [22, 23]. It currently comprises 3,178 trees

and about 36,000 words. However, the sample size is too small to be useful for

this study: only 8 trees are relevant to questions! Therefore we do not use this

27



Algorithm: Finding the punctuation of a tree from the Sinica treebank
by tracing its origin back to the Sinica corpus

Input: a tree t in the Sinica treebank format
Output: associated punctuation
Begin:
1 Scorpus ← all clauses in the Sinica corpus,
2 with part-of-speech tags and delimiters removed
3 . Split the tree t into an array of fragments U
4 . using the vertical bar “|” as spliting points
5 U ← split(t, “|”)
6 . Extract Chinese characters from U to string r
7 for each u ∈ U do
8 . From the last “:” to the end (with optional “)” symbols) in u
9 Match u against the regex pattern “:([^:\)<]+)\)*(<[^>]+>)?$”
10 w ← the first field of match result (underlined part)
11 Append w to the end of r
12 for each s ∈ Scorpus do
13 if r in s do
14 return the last Chinese character (i.e., punctuation) of s
15 return not found

Figure 4: Algorithm for finding the punctuation of a tree from the Sinica tree-
bank by tracing its origin back to the Sinica corpus. As for the syntax of regular
expressions (or regex for short), we adopt the Perl 5.8 flavor [21] for its expres-
siveness and popularity
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treebank for now.

4.3 Machine-Readable Dictionaries

Lexical semantics have influence on the determination of questions, and therefore

quality machine-readable dictionaries (MRDs) would be very helpful in mining

such information automatically. In addition, quality dictionaries are proved by

experts (often trained in a certain degree of corpus-based lexicography); research

based on them may be more accurate than solely on corpora.

The richer information an MRD has for defining and explaining words, the

easier and more accurate our research will be. For instance, if an MRD tells us

in plain language that the word “�â” (gùix̀ıng ; your last name) is “usually used

in asking questions,” researchers may then try to write programs accordingly to

extract such clues. Furthermore, if the MRD is compiled from a modern linguistic

perspective, the word may be annotated with more detailed syntactic or pragmatic

information in a consistent format for ease of automated processing. For instance,

the WordNet [20] (though it only focuses on the English language) annotates the

word “why” with “question word,” thus simplifying automated search for such

interrogative expressions.

Mandarin dictionaries are seldom compiled with a modern lexicology perspec-

tive in mind, let alone Mandarin MRDs. The treatment of morphology and prag-

matics is severely neglected [13, pp. 3–6]. We choose the on-line installation of

the ABC Chinese-English Dictionary [15], under the umbrella of the Academia

Sinica Bilingual Ontological Wordnet project (or the Sinica BOW for short),3 as

our primary MRD resource. The dictionary, though claimed to comprise about

60,400 words, makes only 32,691 words publicly accessible on the BOW browsing

frontend (the other half may actually be on the BOW server too, but inaccessible

through the dynamic pages exposed to Web browsers). The search interface at

the frontend is not user-friendly—no wildcard search at all! As a result we have

3The service can be accessed on-line at http://bow.sinica.edu.tw/.
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to write programs to gather page by page the list of words accessible, and then

use this list to perform further search.

The dictionary translates Chinese words and idioms into equivalent English

words or phrases. Although it is quite simple that no pronunciation, examples,

usage notes, etc. is available, it does provide one important clue for this study:

question marks. Take the words “Sv” (hésh́ı) and “SJ” (héy̌ı) for example,

they are translated by the dictionary as “when?” and “how?; why?” respectively

(notice the question marks). Given this feature, we can write programs to gather

all translation entries containing the question marks as our starting point. In this

way, there are totally 37 words found to be related to questions, if part-of-speech

is also considered.

The disadvantage of this dictionary is that its coverage of words is too small,

compared to CKIP’s Chinese Electronic Dictionary (about 80,000 words) or even

open lexicons such as libtabe (about 137,000 words; see [26]) and EZ Input big

lexicon (about 100,000 words; see [18]).4 The larger a lexicon is, the better chance

we may have to extract useful information.

The Sinica BOW provides other machine-readable dictionaries as well, but they

are too small in size, in under-construction or restricted-use state (e.g., CKIP’s

Chinese Electronic Dictionary and Lyu’s Eight Hundred Words of Modern Man-

darin) and/or not qualified enough for this kind of linguistic research (e.g., MOE’s

Mandarin Dictionary Revised). Therefore they are excluded from this study.

Among them, the MOE’s Mandarin Dictionary Revised is worth a closer look.

In fact, the dictionary service at BOW makes use of merely a subset of the original

database. The official site for this dictionary [40] provides much larger coverage

(about 166,193 words at present), richer information, and better search interface

than the subset one installed at BOW. Compiled from a more traditional lexi-

cography perspective, it provides no modern tagging or annotation system and

4Dr. Tsai compiles a list of lexicons available on the Internet [49]. Most of them are free
or licensed as open source software. Not for linguistic purpose, though, they can still give us a
rough estimate of appropriate coverage a practical Mandarin lexicon should have.
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therefore is not easy to analyze automatically. That said, it does contain some-

thing useful for this study. It is therefore chosen as the auxiliary MRD in this

study.5

In conclusion, the primary MRD in this study is the on-line installation of the

ABC Chinese-English Dictionary at Sinica BOW site, and the auxiliary MRD is

the official site for MOE’s Mandarin Dictionary Revised.

4.4 Other Non-Electronic Resources

Sometimes it is inevitable to consult more comprehensive resources other than

electronic ones about some linguistic issues. For example, we use the Unabridged

Mandarin Dictionary [36], Unabridged Dictionary of Chinese Characters [59], and

Eight Hundred Words of Modern Mandarin [38] to explore more similar cases for a

certain kind of lexical semantics. Since they are not in electronic forms, exhaustive

search is impossible unless plenty of labor is available.

5The examples in this dictionary were once considered as another source of corpus for this
study. But too many quotations from ancient classics make them inappropriate here.
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CHAPTER V

UNIVARIATE ANALYSIS

Our overall machine learning strategy is first trying to increase recall and then

precision, as has been stated in Chapter 3. To maximize recall, we need to dis-

cover all features that may constitute a question. In Chapter 2 we have reviewed

linguistic literature on Mandarin question forms, but the literature does not stand

on a corpus and statistical basis. To be useful in statistical NLP methodology,

however, a quantitative investigation is necessary. Another reason to conduct a

quantitative survey is that the features listed in literature are neither comprehen-

sive nor precise enough for NLP purpose. In this chapter, therefore, we re-examine

several issues in quantitative point of view. It should be noted that the main pur-

pose is to pave the way for devising programmable rules and heuristics. The fuller

linguistic and qualitative study of them is beyond the scope of this research.

5.1 Finding Question-Related Words

As a beginning, we will examine what set of words constitutes a question sentence

in a somewhat context-free manner. These “question-related words” (hereafter,

QRWs) may be content words or particles. We coin the term “QRW” in order to

avoid confusion with another term used frequently in linguistic literature: “ques-

tion words” [30, 11], which should mean the interrogative words or WH-words

(e.g., what, which, who). The set of Mandarin interrogative words is therefore a

subset of QRWs.

5.1.1 Procedure

To find QRWs in a quantitative approach, the question-delection problem should

be modeled first as a statistical form suitable for identifying and ranking univariate

features. Since they are categorical variables, we model the problem as a statistical
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problem: test-of-independence of two dimensions of factors. One dimension is

whether a word wi under consideration is in a sentence sj under consideration,

and the other is whether the sentence sj is a question. Modeled in this way, the

word wi = “Bó” (shénme; what) may have the following four cases:

(18) a. wi is in a question sentence

ƒ�(D) Bó(Nep) n(Da) �u(VG) ‘X¹(Na) ?

b. wi is in a non-question sentence

Ì�(Cbb) êÞ(VJ) 7(Di) Bó(Nep) ×(VH) 9(Na) ,

c. wi is not in a question sentence

5(Nh) ó](VK) ý(T) ?

d. wi is not in a non-question sentence

y(D) ×;(VH) 6(D) Ìà(VH) �

Based on these four observations, one may undertake statistical inference proce-

dures to test if and to what degree wi is independent of questions.

To undertake any statistical inference, one needs to calculate, for each wi can-

didate in the corpus, the number of occurrence of the four cases in sentence (18),

and they can be arranged in a 2 × 2 contingency table (see Table 3) with 4 cells a,

b, c, and d. The algorithm in Figure 5 will then generate the four variables, under-

take statistical inference, and rank the results. Lines 1–2 initialize the unordered

sets SQ and SNQ to store all question and non-question clauses, respectively. Line

3 initializes the unordered set W to hold all QRW candidates. The main loop of

the algorithm in lines 4–12 iterates through each word wi ∈ W to compute its

statistic.

The framework is so general that a variety of statistical procedures can be

applied. Here we apply two kinds of test procedures which have solid mathematical

foundation in the field of inferential statistics. Regarding the two procedures for

asymptotic χ2 distribution, some state that the log-likelihood ratio (LLR for short)

is better at sparse data [17] while others state that the Pearson’s chi-square (χ2)

test is better at smaller n and more sparse tables (for literature review for this
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Table 3: 2 × 2 contingency table for finding question-related words (QRWs)

Is wi in the clause?

Clauses Yes No

Ends with ‘?’ a b
Ends without ‘?’ c d

where wi ∈ {all words in the corpus}
intermediate values:

n = a + b + c + d

ma = (a + b)(a + c)

mb = (a + b)(b + d)

mc = (a + c)(c + d)

md = (b + d)(c + d)

and final statistics of wi :

LLR statistic = 2×
d∑

j=a

j ln
n× j

mj

χ2 statistic =
n(ad− bc)2

mamd

Frequency = a + c

Precision = a/(a + c)

Recall = a/(a + b)

Algorithm: Finding question-related words from the corpus
Input: corpus
Output: associative array C[w1, . . . , wn] mapping from wi to statistic of interest,

where n = |W| and i = 1, . . . , n
Begin:
1 SQ ← all question clauses in the corpus
2 SNQ ← all non-question clauses in the corpus
3 W ← all unique words in SQ

4 for each wi ∈ W do
5 a, b, c, d ← 0
6 for each s ∈ SQ do
7 if wi in s then ++a
8 else ++b
9 for each t ∈ SNQ do
10 if wi in t then ++c
11 else ++d
12 C[wi]← compute statistic of interest for wi via a, b, c, d
13 Sort C in descending order

Figure 5: Algorithm for finding question-related words
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point, see [1, pp. 24, 395–397]). For completeness and comparison, both are used

in this study.

It has been reported in [46, 55] that Fisher’s exact test for this task is better

at dealing with sparse data than some other ways to approximate theoretical χ2

distribution such as Pearson’s χ2 test or LLR test. However, it requires a lot of

computation in hypergeometric space and factorials, especially as large as factorial

749,887:

Θ
def
= set of configuration from this to the most extreme case

P (wi) =
∑
Θ

(a + b)! (a + c)! (b + d)! (c + d)!

a! b! c! d! n!

P1(wi) =
∑
Θ

(a + b)! (a + c)! (b + d)! (c + d)!

a! b! c! d!
since n! remains constant

Even with the help of Stirling’s formula:

x! ∼
√

2π xx+0.5 e−x for x large

=
√

2π e(x+0.5) ln x−x

it is still too large for a long double floating point to handle. It is therefore not

very practical here.

For brevity, top 40 results are listed here in Table 4, and more details can be

found in Appendix A.

There are some disagreements about the rankings and statistics in the two

tests. Looking at the comparison chart in Figure 6, however, the overall trend

remains the same, and converges when the ranking is greater than about 1000.

The correlation coefficient r = +0.9919 in Figure 6b further suggests a very strong

association between both ranking schemes. Therefore, we will refer to the ranking

in terms of LLR unless mentioned explicitly.

At first glance both the statistics for LLR and χ2 in Table 4 seems too large.

The reason is that, given a wi, the “No” column in Table 3 may contain something

that acts similar to the “Yes” column; such lurking variables have side effects that

falsely magnify the statistic. Therefore, a higher χ2 critical value (i.e., a lower Type
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Figure 6: Comparison between LLR and Pearson’s χ2 tests on QRWs. In (a) the
X-axis is arranged in terms of LLR ranking. The Y-axis shows statistics of LLR
and χ2 respectively in logarithmic scale. Here the statistics of Pearson’s χ2 test
tend to be larger than that of LLR, but converge in the long run. In (b) both axes
are arranged in terms of LLR and χ2 respectively. The dashed regression line and
a correlation coefficient r = +0.9919 suggest a very strong association between
the two rankings
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Table 4: Top 40 question-related words (QRWs) found by statistical inference
procedures

Ranking QRW Statistic

LLR χ2 wi LLR χ2

1 1 ý(T) 17,956.52 88,941.79

2 2 á(T) 17,798.44 72,731.19

3 3 Bó(Nep) 11,223.98 37,515.11

4 4 ÑBó(D) 6,163.42 26,622.68

5 6 5(Nh) 5,464.47 11,060.08

6 5 5ó(D) 4,776.90 18,747.55

7 13 .(D) 3,320.25 4,982.97

8 7 Õ(Nh) 2,685.79 9,161.25

9 10 àS(D) 2,548.63 7,369.35

10 8 ƒ�(D) 1,998.58 8,221.60

11 14 u´(D) 1,653.17 4,540.90

12 9 5óŸ(VH) 1,549.34 7,372.23

13 12 5óš(VH) 1,454.17 5,464.69

14 33 u(SHI) 1,342.47 1,605.50

15 11 Ø−(D) 1,265.77 5,861.16

16 15 ¨(Nep) 1,226.55 4,376.40

17 16 S(Nes) 1,154.87 4,307.55

18 17 ¨³(Ncd) 1,033.09 4,086.19

19 18 �³�(D) 973.16 3,959.01

20 19 ˝§(D) 944.68 3,554.16

Ranking QRW Statistic

LLR χ2 wi LLR χ2

21 23 5b(Nh) 915.39 2,173.73

22 28 ß(T) 851.01 1,919.64

23 59 í(DE) 813.92 772.95

24 20 ÑS(D) 807.60 3,003.16

25 40 ø−(VK) 772.87 1,404.77

26 21 àS(VH) 772.15 2,857.26

27 49 }(D) 741.07 1,057.46

28 22 }.}(D) 711.35 2,774.36

29 29 Öý(Neqa) 709.86 1,844.61

30 48 ¢(D) 702.45 1,097.02

31 50 ´(D) 691.14 1,036.92

32 37 g(Nh) 658.02 1,558.61

33 24 ´u(Caa) 652.50 2,169.88

34 31 š(Nf) 613.09 1,808.57

35 38 v(D) 609.59 1,471.49

36 47 ú(VH) 581.03 1,107.65

37 43 ](Nh) 580.09 1,223.44

38 61 b(D) 564.10 761.19

39 25 5ó(VH) 517.82 2,169.03

40 76 Ê(P) 482.15 402.42

I error probability α) is required to claim that the result is significant. However,

the raw statistic is not important at this stage, and we only refer to the statistic

in terms of rankings in this section.1

5.1.2 Coverage Test in Terms of Recall

Before going any further, we would like to stop for a while to validate the validity

of these QRWs in two ways: one is by quantitative analysis inside the corpus itself,

and the other is by the MRD and a little qualitative analysis.

First, we would like to verify if these QRWs (especially those with top ranking)

really cover most of the question cases in the corpus. To do this, let’s examine

them in terms of recall. We use the procedure outlined in Figure 7 to calculate

cumulative recall of these QRWs in ascending order of their ranking; the result is

shown in Figure 8.

1Note that in many NLP applications, as Manning and Schütze [41, p. 166] pointed out, “the
level of significance itself is less useful . . . All that is used is the scores and the resulting ranking.”
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Algorithm: Calculating cumulative recall and precision of QRWs
Input: corpus
Output: cumulative recall and precision for Wi, i = 1, . . . , n

Def: wi
def
= the QRW ranked i-th

Wi ≡ {w1, . . . , wi}
Begin:
1 SQ ← all question clauses in the corpus
2 SNQ ← all non-question clauses in the corpus
3 for i = 1, . . . , n do
4 a, b, c, d ← 0
5 for each s ∈ SQ do
6 if s contains any word in Wi then ++a
7 else ++b
8 for each t ∈ SNQ do
9 if t contains any word in Wi then ++c
10 else ++d
11 Compute and print recall and precision for Wi

Figure 7: Algorithm for calculating cumulative recall and precision of QRWs

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

1 26 51 76 101 126 151 176 201 226 251 276 301

QRW ranking in terms of LLR

C
u
m

u
la

ti
v
e 

v
a
lu

e

recall

precision

Figure 8: Cumulative recall and precision of question-related words

38



0

200

400

600

800

1000

1200

0 200 400 600 800 1,000 1,200

Ranking in terms of LLR

R
an

k
in

g 
in

 t
er

m
s 

of
 f
re

q
u
en

cy

Figure 9: QRW ranking in terms of LLR vs. in terms of frequency. The correla-
tion coefficient r = +0.2372 is so weak that there is little association between the
two ranking

Figure 8 shows something interesting. In theory, if we accept all top n QRWs

as our features, say n = 200, we may reach a high recall up to 95%. Though the

goal at this stage is to maximize the recall, but pursuing this goal blindly may

fall into the trap of overfitting. Roughly speaking, the amount of noise increases

steeply when the ranking is greater than about 130. Another reason that forbids

us to maximize the recall is that precision drops steeply as the recall increases.

One may also suspect that the high cumulative recall is due primarily to the

effect of Zipf’s law: they are merely high-frequency words. To check this, we try

to calculate the strength and direction of association between these two rankings:

LLR and frequency. As Figure 9 shows, the correlation coefficient r = +0.2372

implies the association is so weak that the high cumulative recall should not be

explained in terms of frequency and the effect of Zipf’s law.
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5.1.3 Coverage Test by Dictionaries

Next we would validate the validity of these QRWs by the MRD we choose: the

ABC Chinese-English Dictionary. First, we try to verify if the QRW list covers

every word generated by the procedure described in Section 4.3; if some are absent,

they may be added to the lexicon of our rules for completeness. Table 5 shows the

result in 3 parts: match, rare occurrence, and suspect cases.

Table 5a shows 13 words which are also located in the QRW list, and most of

them rank very high. Quite a good result. That said, the last 3 abnormal cases

“�,” “ªu,” and “�” need further discussion.

One may wonder why the word “�” (ǰı; how many) is ranked as low as 371st

in the previous QRW list. However, another similar but compound QRW “��”

(ranked 233rd) does not exist in the dictionary. Therefore, the low ranking of this

“�” case can be regarded as due to morphological differences.

The word “ªu” (kěsh̀ı; but) has 3 senses in the dictionary: (1) but; yet; how-

ever, (2) Is it that . . . ? (3) be indeed. Consulting more authoritative dictionaries,

it has 7 senses in the Unabridged Mandarin Dictionary [36], and the third sense

tells us that it is “similar to ‘u´’ (sh̀ıfǒu; yes or no?).” In Eight Hundred Words

of Modern Mandarin[38], it has a sense to emphasize rhetorical questions (usu-

ally in oral situation). Nevertheless, if we look at the Sinica corpus for statistical

evidence, we may find that “ªu” occurs 2,482 times in the corpus and 98 times

within question clauses, but none falls into such sense! It is therefore doubtful

whether the sense is still common at present.

The interjection “�” (en) is defined in the dictionary as “What?; Huh?” but

it is “a nasal sound” used mostly for “responding to a call” [60]. Therefore, the

word is considered relevant to question only in a certain situation.

Table 5b shows 19 words which are not located in the QRW list since their

occurrence in the corpus is too rare to be considered significant. Among them,

two cases are worth discussion. The word “.A” (bùchéng) has 5 cases in the
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Table 5: Using the words extracted from the ABC Chinese-English Dictionary to
validate QRWs. The word with a symbol � means that it has multiple senses and
the only one sense relevant to question is rarely used today based on the author’s
introspection; � means that generally speaking it is irrelevant to question based on
the author’s introspection; * means it needs further discussion in the paper. The
meanings of frequency counters a and c are the same as in Table 3

(a) Match cases

QRW QRW QRW
Word ranking Word ranking Word ranking

¨ 16 SJ 116 �* 371
S 17 í 161 ªu� 476
´ 31 Sv 188 �* 985
5š 48 ?´ 191
ST 104 {C 204

(b) Rare occurrence cases

Freq.
Word a + c English translation

�v 12 what time?; when?
Sr 7 what kind of; what?
Sà 6 (1) how about? (2) wouldn’t it be better?
S] 5 why?; for what reason?
í�¤Ü 4 What kind of reasoning is that?; Nonsense!
a½ 3 may I ask?
.A(C)* 3 (2) can it be that?
�Ö 2 how many/much?
�S 2 (1) geometry (2) how much/many?
íß 2 how dare?
B 1 what?
�o* 0 which day of the month?
SA 0 who?
Sß 0 how dare?; dare not
JS 0 How then?; What then?
¨Æä 0 why?; who?; what?
ß| 0 How come?; Why?
"), 0 Is it worthwhile? (implying not)
")O 0 Is it worthwhile? (implying not)

(c) Suspect cases

Frequency

Word a c English translation

Jß� 1 213 (1) a certain number/amount (2) how many?
ßÖ(P)� 1 169 (2) how many?; how much?
Sw� 1 27 how?; what?
KS(P)� 0 11 (2) why?; for what reason?
�r� 0 16 how much/many?
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Unabridged Mandarin Dictionary, and the 5th sense is used as a particle for rhetor-

ical questions. Consequently, the word is considered relevant to question only in a

certain situation, which requires word sense disambiguation to successfully distin-

guish. Another word “�o” (ǰı’ér) is not used in contemporary Mandarin (based

on popular medium-sized dictionaries and the author’s introspection) but only in

the past or in a certain dialects. For example, the Unabridged Mandarin Dictio-

nary traces its origin back to The Dream of the Red Chamber, a classic novel in

the mid-18th century during the Qing Dynasty.

Table 5c shows 5 words which are counter to the evidence provided by the

corpus. Not only the quantitative evidence, a little qualitative study also disagrees

with the ABC Chinese-English Dictionary. Among them, one may wonder why the

word “ßÖ” (hǎoduō; a lot of) ever has such a sense as “how many?; how much?”.

The Unabridged Mandarin Dictionary again tells us that this suspect sense comes

from a dialect (Beijing dialect, I guess). Therefore, it is safe to exclude this word

from the QRW list in ordinary situations.

To sum up, the QRW list found so far has covered prominent information.

5.2 QRW Classification and Exploration

One drawback of statistical methodology is the risk of sampling errors. Since it is

impossible to obtain a census of language utterrances, some features may not be

sampled enough in the datasets. Another drawback of statistical inference is the

risk of Type I and II errors. Since uncertainty occurs almost everywhere, some

features may be absent and misfeatures may be present just by chance. Therefore

the results found so far cannot be accepted as is. Instead, we may use them as a

seed to explore more cases.

On closer inspection, the QRW list found so far reveals something not addressed

explicitly in linguistic literature, and also reveals some errors in contemporary NLP

datasets and programs. Therefore we shall now look more carefully into a number

of issues, and at the same time classify the QRWs into manageable groups.
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5.2.1 Particles and Interjections

A declarative sentence can usually be turned into a question simply by appending

a particle to the end. Literature on linguistics (e.g., Li and Thompson [30], Liu

et al. [34], Zhang [61], Chu [11], Chu and Chi [12]) has identified several particles

for this: “ý” (ma, ranked 1st), “á” (ne, ranked 2nd), “ß” (ba, ranked 22nd), “ô”

(a, ranked 41st), though linguistic details disagree among literature.

Here we would like to undertake a quantitative survey to find if there are still

other question sentence-final particles. To do this, we first use a two-word window

to break all clauses (including punctuation at the end) in the corpus into 5,806,392

bigrams, and then perform an LLR test on these bigrams. Next, we sort and rank

them in terms of LLR statistic, and then extract all bigrams of the form “word

+ ?” to see which particles co-occur most frequently with question marks. Since

interjections have similar characteristics, they are also included in this survey. The

result is shown in Table 6.

Based on these finding, we choose the following sentence-final particles and

interjections as parts of our final QRW list.

� Normal cases: ý(T), á(T), ó(T), ˛(T), ¨(T), ¢(T), ´(T).

� Perfective aspects: ³�(T), ³(T).

� Ancient literary cases: S(T), l(T).

� Ambiguous cases: ô(T), ô(I), ß(T), v(T), i(T), \(I).

Here the greatest difficulty in deciding which is truely related to question

is pragmatic issues. The same particles and interjections can also perform eu-

phemism, irony, exclamation, or any other illocutionary act. This is obviously be-

yond the extent of lexico-syntactic level. Further analysis will be in Section 6.2.1.
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Table 6: Sentence-final particles and interjections co-occurring with questions in
the Sinica corpus, using bigram analysis with a window size = 2. The column
“w1w2” lists the ranking of the bigram “w + ?” among every possible “w1 + w2”
bigram combination. The column “w1 ?” lists the ranking of the bigram “w + ?”
among every possible “w1 + ?” bigram combination.

Word LLR Ranking LLR

w w1 ? w1w2 statistic Count

á(T) 1 14 26620.8898 2910

ý(T) 2 17 22918.6034 2143

ß(T) 4 541 1752.7357 291

Ú(T) 6 973 1138.0415 208

v(T) 10 1333 883.7391 124

ô(T) 11 1488 808.7852 196

ó(T) 13 1691 722.7873 68

í(T) 15 1839 679.4023 278

7(T) 18 2355 560.9355 288

³�(T) 21 4185 350.3261 41

ô(I) 23 4672 319.2967 66

³(T) 33 12810 143.2852 46

›(T) 41 21671 93.2888 15

v(I) 47 25211 82.5035 22

³(T) 48 27134 77.7024 8

¨(T) 49 27393 77.1720 19

 (T) 58 35309 62.4553 23

˛(T) 60 35889 61.6109 9

.(T) 61 36481 60.7300 6

_(T) 71 43432 52.3184 11

\(I) 72 45017 50.6755 8

´(T) 75 47198 48.6054 6

˙(T) 76 47476 48.3612 7

å(T) 77 49095 46.9225 7

Huh(I) 79 49622 46.4764 4

�(I) 97 63569 36.9225 21

S(T) 101 67632 34.8572 3

�(T) 114 81540 29.2220 16

D(T) 117 84805 28.1391 3

¢(T) 128 102090 23.2380 2

Word LLR Ranking LLR

w w1 ? w1w2 statistic Count

i(T) 160 122484 18.6565 8

l(T) 172 127308 17.7048 2

6(T) 207 140251 15.3693 6

V(T) 265 161195 12.3196 12

S(T) 604 194699 8.4555 2

VO(T) 659 200807 7.8119 1

)(T) 842 212156 6.6389 1

�(T) 858 212156 6.6389 1

p(I) 951 217339 6.1114 2

ôÚ(I) 1056 222056 5.6327 1

Ù¨(I) 1403 233330 4.4921 1

](T) 1492 235955 4.2277 1

)(I) 1801 244325 3.3836 4

i(I) 2028 249101 2.9025 3

7˛(T) 2030 249560 2.8561 5

|(T) 2093 250699 2.7413 1

ü(T) 2180 253097 2.5007 1

_(I) 2211 253792 2.4306 2

í(T) 2864 268327 0.9719 1

D´(T) 3134 272665 0.5374 1

n(T) 3505 276784 0.1255 1
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Note also that in practice, the POS tags may not be used as is in the univari-

ate detection module due to differences or errors of taggers. Take two publicly-

available Mandarin taggers for experiment, the Autotag 1.0 from CKIP2 and ICT-

CLAS 2.0 from Institute of Computing Technology, Chinese Academic of Sciences,

China:3

(19) a. ƒ7³�?

Sinica corpus: ƒ(VCL) 7(Di) ³�(T) ? (k811211 : 891)

Autotag: ƒ(VE) 7(Di) ³�(VJ) ?

ICTCLAS: ƒ/v 7/u ³�/v ?

The two taggers incorrectly treat this “³�” as a verb. Therefore, a beneficial

side effect of this particle-final study is to improve the quality of taggers.

5.2.2 Inconsistent Segmentation of A-not-A Questions

The Sinica corpus does not segment words in a purely consistent manner. Take

the Mandarin alternative or disjunctive question form “A-not-A” for example. In

some places the ranked 28th entry “}.}” (hùibúhùi ; capable or not) is treated as

one word, while in other places it is segmented into 3 individual words (characters).

Consider the following sentences:

(20) a. Ç„(VB) }(D) .(D) }(D) U(VH) ? (f80013a : 1821)

b. 5(Nh) }.}(D) �ª (VCL) ? (bbai : 5484)

According to the draft segmentation standard in Taiwan [27] and annotation guide-

line for the Sinica corpus [10, p. 19], sentence (20a) is segmented incorrectly. Simi-

lar inconsistent cases in the corpus, to name but a few, include “ß.ß” (hǎobùhǎo;

good/agree or not, ranked 51st), “b.b” (yàobúyào; want or not, ranked 70th),

and “ª.ªJ” (kěbùkěy̌ı; can or cannot, ranked 74th).

2CKIP Autotag: executive files are available at http://rocling.iis.sinica.edu.tw/CKIP/
ws/.

3ICTCLAS (Institute of Computing Technology, Chinese Lexical Analysis System): docu-
mentation, technical reports, and source code are available at http://mtgroup.ict.ac.cn/
∼zhp/ICTCLAS/.
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The inconsistent segmentation in the Sinica corpus raises some problems in

subsequent automatic analysis. What is worse, different segmentation tools and

taggers may treat them differently. For example,

(21) a. ª.ªW

Autotag: ª.ªW(VH)

ICTCLAS: ª/v ./d ªW/a

b. ª.ªd

Autotag: ª(D) .ª(D) d(VC)

ICTCLAS: ª/v .ª/v d/v

c. ª.ªJd

Autotag: ª.ªJ(D) d(VC)

ICTCLAS: ª./l ªJ/v d/v

d. ªJ.ªJd

Sinica corpus: ªJ(VH) .(D) ªJ(VH) d(VC) (ifrien : 1002)

Autotag: ªJ(D) .ªJ(D) d(VC)

ICTCLAS: ªJ/v ./d ªJ/v d/v

e. Š.Š�L

Sinica corpus: Š.Š�L(VH) (txi172 : 5163)

Autotag: Š(VJ) .(D) Š�L(VH)

ICTCLAS: Š/v ./d Š/v �L/n

To get around inconsistent segmentation among the corpus itself and various

taggers, we combine them into one word in the early text processing stage prior to

subsequent detection modules. Being treated as a univariate feature also stream-

lines the whole analysis, though it may not adhere to segmentation standards.

The risk is that, these inconsistently segmented forms cannot be blindly merged

into one word since some are not alternative questions, as shown in the following

example:

(22) Ç(Na) v(Nes) -(VC) .(D) -(VC) (a472a : 2160)
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Yǔ gāi xià bú xià

rain should to rain not to rain

It should rain, but it doesn’t.

There is no enough evidence in the corpus for such cases. The author can only

think of a few similar cases such as “b-.-” and “z-.-”.

5.2.3 A-not-A Questions and Simplified Forms

After merging, the A-not-A questions can be analyzed systematically. The pat-

terns can be summarized as follows, where z1, z2, . . . , zn denote Chinese characters,

and “*” denotes zero or more occurrences:

� “z1 . z1 (z2* z3* . . .)” cases: }.}(D), ª.ªJ(D), Š.Š�L(VH), etc.

� “z1 z2 . z1 z2 (z3* z4* . . .)” cases: ªJ.ªJ, Ïð.Ïð, ªJ.ªJd, etc.

� “z1 z2 . z1” cases: Ïð.Ï, etc.

� “�³�”.

� Simplified or grammaticalization cases: u´, ª´, ?´, etc.

As for the simplified or grammaticalization cases, there are 3 words found in

the corpus: “u´” (ranked 11th), “ª´” (ranked 163rd), and “?´” (ranked 191st).

One may wonder if there is still other such “z1 ´” cases. A search in the MOE’s

Mandarin Dictionary Revised shows one more case “Í´”, though it is an ancient

literary word. The dictionary also shows that “ª´” cannot be used blindly since

it is also used to compose non-question idioms such as “.0ª´” and “„0ª´”.

5.2.4 WH Questions

In the QRW list, the WH-family is the largest group and also has productive and

tricky morphological patterns. The patterns can be summarized as follows, where

z denotes a Chinese character, “|” denotes “or”, and “*” denotes zero or more

occurrences:
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� “(B|Ý) ó”.

� “Ñ (B|Ý) ó”.

� “á (�|ó)”.

� “á (B|Ý) ó”.

� “5 z1* z2*” cases: 5ó(D), 5óŸ(VH), 5?(D), etc.

� “¨ z1* z2*” cases: ¨(Nep), ¨³(Ncd), ¨<(Neqa), etc.

� “Õ”.

� “|”.

� “� z*” cases, except for the geometry sense of “�S”.

� “àS”.

� “ÑS”.

� “Ö (ý|˝)”.

Having observed this list, one may want to generalize some cases in order to

include more morphological variants. For example, one may want to generalize

the fixed “(B|Ý)ó’ form into a more flexible “z1 ó” or even “z1 z2 ó”. A search

in the MOE’s Mandarin Dictionary Revised lists 32 words of such form, but “¥

ó” alone is not used for question. Therefore, whenever we try to generalize some

cases into a regular expression pattern, we have to examine in MRDs what the

pattern matches.

5.2.5 Lexical Semantics of hé

Words prefixed with “S” (hé) are yet another set of words with productive and

tricky morphological patterns. A quick glance at top 120 QRWs for example, there

are two groups of such cases:
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� Similar to WH words: S(Nes), SÊ(VH), S‚(VG).

� Used for emphasis or rhetorical questions: S.(D), S.(D).

The second group will be discussed later in Section 5.2.7. Now let’s focus on the

first group.

In the first group, the lexeme “S” acts as a query focus of the whole sentence,

and can usually be translated into an English WH-word (we have seen such exam-

ples in Figure 5). Again one may want to generalize this observation into a more

flexible “S z” pattern. A search in the MOE’s Mandarin Dictionary Revised lists

91 words of such form. Among them, some words are not question but people’s

full names since “S” is also a common Chinese surname. Therefore, proper noun

detection is required if we want to filter out such cases.

In practice, some taggers segment the word “S z” (where z is a noun lexeme)

into two words “S” and “z” except for common cases such as “Sv”, while some

taggers treat it as one word by applying morphological rules. For example,

(23) a. ST

Sinica corpus: ST(Nc)

Autotag: ST(Nc)

ICTCLAS: ST/r

b. Sj

Sinica corpus: Sj(Ncd)

Autotag: Sj(Ncd)

ICTCLAS: S/nr j/nr

c. Sv

Sinica corpus: Sv(Nd) usually

Sinica corpus: S(Nes) v(Na) sometimes...

Autotag: Sv(Nd)

ICTCLAS: Sv/r

d. SA
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Sinica corpus: S(Nes) A(Na)

Autotag: S(Nes) A(Na)

ICTCLAS: SA/r

e. S�

Sinica corpus: S(Nes) �(Nf)

Autotag: S(Nes) �(Nf)

ICTCLAS: S�/r

Therefore, the pattern should be specified as “S | S z” to accommodate these

difference.

5.2.6 Lexical Semantics of Honorifics

We find that lexical semantics have a certain influence on determining or predicting

a question clause. Take the ranked 173rd entry “�â” (gùix̀ıng ; your last name)

for example. Intuitively speaking, it is typically used in interrogative sentences for

asking other person’s last name in a very polite manner. Statistically speaking,

although it is a low frequency word (occurrence = 12, recall = 0.05%), its high

precision (91.67%) suggests high validity in predicting a question sentence. The

only one false positive found in the corpus is a chapter title of a textbook on

conversation:

(24) ~½(VE) ](Nh) �â(VH) �(PERIODCATEGORY) (ebach1:80)

Qı̌ngwèn ńın gùix̀ıng

ask you last name period

May I ask your last name, please.

In fact, either a period or a question mark is acceptable here. Different people

have different opinions.

On closer inspection, the lexeme “�” (gùi) has multiple senses, and the sense

used for composing the word “�â” is labeled as an honorific. What makes things

more complicated is that not all such honorific words prefixed with “�” are used
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for asking questions. Consulting authoritative dictionaries such as Unabridged

Dictionary of Chinese Characters [59] and Unabridged Mandarin Dictionary [36],

we may find that “�9” (gùigēng ; your age), “�á” (gùigàn; your intention), “�

9” (gùish̀ı; your intention), and “�T” (gùichù; your native place) are labeled

explicitly as interrogatives, while “�h,” “��,” “�ä,” “�G,” “�S,” and “�

Ë” are not.

Moreover, the lexeme “�” in this sense is defined in the Unabridged Dictionary

of Chinese Characters as “an honorific; similar to another lexeme ‘¨’ (zūn).” For

example, “¨â” (zūnx̀ıng ; your last name) is similar to “�â” in that it is also

used to ask other person’s last name in a polite manner. Interestingly enough, not

all such honorific words prefixed with “¨” are used for asking questions; e.g., “¨

ı” (zūnwēng ; your father) and “¨ñ” (zūnróng ; your face).

Therefore one may wonder if there is still any other honorific lexeme or word

used for asking questions. To discover more exhaustive and precise knowledge

about such interrogative use of honorific or still other lexemes, we need MRDs

with quality linguistic information. To do this, we utilize the auxiliary MRD

(MOE’s Mandarin Dictionary Revised ; see Section 4.3) in the following way. The

first step is trying to explore as many honorifics as possible. Since this dictionary

does not label information in a consistent way for ease of software processing, we

can do nothing but search exhaustively for the such terms as “âx” (j̀ıngyǔ), “â

È” (j̀ıngćı), and “â˚” (j̀ıngchēng) in the definition part of the dictionary. There

are totally 189 words found, and most of them are noise, of course. The next step

is filtering out words that have no question marks in their example part, and there

remains 42 words unfiltered. Next we have to examine them carefully to filter out

noise. Finally we obtain 9 question-related honorifics, as shown in Table 7.

Having found so many interrogative honorifics, one may want to test the va-

lidity of them. First, let’s try to verify if there is strong evidence in the Sinica

corpus. “�9” appears only once, “¨â×±” twice, “×U” 10 times but none falls

into this sense. Therefore, the corpus can tell nothing except for the word “�â.”
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Table 7: Honorifics found to be relevant to questions as a result of mining MOE’s
Mandarin Dictionary Revised. The word with a symbol � means that it appears but
is not labeled explicitly as interrogatives in the definition part of the Unabridged
Dictionary of Chinese Characters, while the word with a symbol � means that it
appears but is not labeled explicitly as interrogatives in both the definition and
example parts of the Unabridged Mandarin Dictionary

Common case Rare case Multiple-sense case

�â �T ×U

�9 �Bä

�á �S�

¨â×± �±�

Next, let’s try to verify if there is agreement among different dictionaries.

As Table 7 shows, most are in agreement except for 2 words. There may be two

reasons for this. The fact that some words are only used in ancient literary context

reduces agreement among today’s lexicographers, and these dictionaries were not

compiled from a more modern linguistic perspective.

5.2.7 Evaluative Adverbs and Rhetorical Questions

Another interesting examples showing the importance of quality MRDs are eval-

uative adverbs and still other words for rhetorical questions. The QRW list found

so far has successfully identified a few of such kinds of words with high rank-

ings. For instance, the former are “ƒ�” (dàoďı, ranked 10th), “Ø−” (nándào,

ranked 15th), and “˝§” (j̀ıuj̀ıng in Taiwan and j̄ıuj̀ıng in mainland China, ranked

20th); the latter are “S.” (héb̀ı, ranked 42nd), “S.” (hébù, ranked 112th), “S

K” (hékǔ, ranked 132nd), “Sþ” (hécháng, ranked 133rd), and “S”” (hékuàng,

ranked 687th).

What have linguists said about these two groups of words? About the former

group (evaluative adverbs):

� In [38], “ƒ�,” “Ø−,” “Ø−z” (nándàoshuō), and “˝§” all have emphasis

function, but only “Ø−” and “Ø−z” are used exclusively for questions;

the others can also be used in other situation.

� “ƒ�” and “˝§” are classified as adverbs with a subjective assessment
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attribute in the Sinica BOW database.

� “Ø−” is classified as a mood or modal adverb in [19].

� “˝§” is classified as an evaluative adverb in [12, p. 58].

As for the latter group (other words for rhetorical questions):

� “S.,” “S.,” “SK,” and “Sþ” are classified as mood or modal adverbs

for rhetorical questions in [38].

� “S”” is classified as a mood or modal conjunction for rhetorical questions

in [38].

� “S.” is classified as an modal adverb with question and necessity properties

in [9, p. 90].

� Later, [3] enumerates all modal words occurred in CKIP’s Chinese Electronic

Dictionary. “S.” and “Sâ” (héxū) are classified as modal words with an

interrogative deontical necessity property.

� “@´” (ȳıngfǒu) is classified as a modal word with an interrogative deontical

probability property in [3].

� “ª´” (kěfǒu), “?´” (néngfǒu), “í?” (q̌ı’néng), and “5?” (zěnnéng)

are classified as modal words with an interrogative deontical possibility prop-

erty in [3].

It can be easily seen that different linguists have minor disagreements about these

words. In this study we will not engage in such debate. What we care about is

trying to explore as many similar cases as possible.

To do this, again we utilize the auxiliary MRD (MOE’s Mandarin Dictionary

Revised ; see Section 4.3) in a similar way. The fact that this dictionary does not

classify adverbs into finer subcategories such as evaluation, manner, degree, etc.
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makes it nearly impossible to explore more cases for evaluative adverbs. Instead,

we will focus on exploring any other similar words used for rhetorical questions.

The first step is trying to explore as many keywords for rhetorical questions

as possible. Since this dictionary does not label information in a consistent way

for ease of software processing, we can do nothing but search exhaustively for the

such terms as “¥½” (fǎnwèn) and “¥�” (fǎnjié) in the definition part of the

dictionary. There are totally 90 words found, and many of them are noise, of

course. The next step is filtering out words that have no question marks in their

example part, and there remains 49 words unfiltered. Next we have to examine

them carefully to filter out noise. Finally we obtain 46 keywords for rhetorical

questions, as shown in Table 8.

5.2.8 Person

One may wonder why the word “5” (ňı; you; second person singular pronoun)

is ranked 5th since intuitively it is irrelevant to questions. Let us look at this

issue from another angle: recall. Recall is the ratio of the number of relevant

items correctly identified to the total number of relevant items in the population,

i.e., recall = a/(a + b) in Table 4. From this point of view, Table 9 shows an

interesting finding. This table lists the top 10 QRWs in terms of recalls, along

with their precisions for comparison. We may see that the word “5” has such a

high recall (12.93%) that for every 7.7 question clauses, there is about one clause

containing the word “5”. In other words, people tend to express questions with

the word “5”.

One may argue that the recall of “5” is so high simply because it is a high-

frequency word and further argue that it is irrelevant to questions. The argument

is partially true in that “5” is the 19th most frequent word in the corpus (see

Appendix A). Moreover, the correlation coefficient r of recall and frequency is

+0.73, and the r2 is 0.53, indicating a modest positive association. However, it

should be noticed that not only would recall and frequency but still other factors

as well would affect the degree of relevance to question. Some high-recall words
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Table 8: Keywords for rhetorical questions as a result of mining MOE’s Mandarin
Dictionary Revised

Single sense case Multiple sense case

Sß 7)

S. .A

SŠ5� .u

S. SJ

S^ "

SK Z

Normal S¾z ¨

case Sß í

Sâ í.u

S�5� ô

S—.Ñ

D´

Ø.A

Ø−

é

.? ˛

²Ý Sà

S¾ S�

S) SO

S�˝ SÑ

Ancient S” Sç

literary íh w

case å

Ñ

û

Ð

D

˝

h

Table 9: Top 10 question-related words in terms of recalls

Recall Precision

QRW Ranking % Ranking %

í(DE) 1 24.71 862 1.97
u(SHI) 2 19.48 329 4.85
á(T) 3 16.80 25 61.04
.(D) 4 15.78 172 8.42
Bó(Nep) 5 13.39 59 41.26

Recall Precision

QRW Ranking % Ranking %

5(Nh) 6 12.93 95 15.79
ý(T) 7 12.39 1 98.12
�(V 2) 8 9.64 375 4.38
B(Nh) 9 6.92 497 3.66
¥(Nep) 10 6.32 455 3.86

55



Table 10: Relation between person and degree of relevance to questions in the
Sinica corpus

LLR Recall Precision

Pronoun Ranking Ranking % Ranking %

5 5 6 12.93 93 15.79
2nd 5b 21 40 1.79 80 20.77

person 


g 32 57 1.30 81 20.63
] 37 53 1.38 92 16.39

1st B 111 9 6.92 497 3.66
person }Bb 155 23 3.40 458 3.85

F 563 21 3.46 736 2.42
3rd Fb 456 50 1.45 532 3.38

person 


Z 780 61 1.24 743 2.40
Zb 1090 663 0.09 570 3.11

(such as “í” and “u”) are merely high-frequency words since they have much

lower precision measures, implying a smell of stop words. We may, therefore,

reasonably conclude that the word “5” is relevant to questions, due to not only

high frequency but also other factors.

It can also be seen that the second person pronouns (singular “5,” plural

“5b,” feminine “g,” and honorific form “]”) have higher χ2 statistics than

the first person pronouns (singular ““B” and plural “Bb”), and much higher

than the third person pronouns (singular “F,” plural “Fb,” and feminine “Z”),

as shown in Table 10. The one-way ANOVA (analysis of variance) test on the

precision column gives us the p-value = 1.08 × 10−5 � 0.01, indicating that

there is a statistically significant difference between the precision of the second

person pronouns and the first/third person pronouns. This finding further implies

that the existence of second person pronouns has a higher predictive validity for

question sentences.

5.2.9 Roles

It seems that thematic roles and discourse functions also determine whether the

person has remarkable influence. For instance, [7] suggested that if the subject

of a main clause are one of the second person pronouns, the sentence tends to be
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a real interrogative; if first person pronouns, non-interrogative. To see if there is

really such a tendency towards the second person pronouns, we try to investigate

in the Sinica treebank which roles are played more frequently by which pronouns.

Detailed description of the role scheme adopted in the treebank can be found in

[31].

Since the Sinica treebank removes all punctuation (as mentioned in Section 4.2),

our investigation is performed in three stages. The first stage is to find out all

trees containing the 4 second person pronouns by the keyword-based search on

the Sinica treebank Web site, and there are totally 1,227 trees found. The trees

look like the following:

(25) S(evaluation:Dbb: ˝§|agent:NP(Head:Nhaa: 5)|

epistemics:Dbaa: u|reason:Dj: 5ó|

Head:VD1: }º|particle:Ta: í)

The second stage is then trying to extract semantic roles associated with each

pronoun. To simply the task of tree parsing, by issuing the pattern “Head:Nh%”

with the “process again” and then the “filtering” command, the semantic role will

be highlighted in red color as the following HTML code:

(26) S(evaluation:Dbb: ˝§|

<font color="#FF0000">agent:NP(Head:Nhaa: 5)</font>|

epistemics:Dbaa: u|reason:Dj: 5ó|

Head:VD1: }º|particle:Ta: í)

Even if some complicated trees are not explicitly highlighted in the same way, for

example,

(27) VP(Head:VL4: é|

goal:NP(predication:VP *í (head:VP(quantity:Daa: É|

Head:V 2: �|range:NP(property:A: GT|Head:Nab: W†))|

Head:DE: í)|Head:Nhaa: 5))
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Table 11: Distribution of 2nd person pronouns and their respective semantic roles
in the Sinica treebank. The “Q” columns list the numbers of question clauses for
corresponding pronoun/role pairs, while the “¬Q” non-question clauses

5 5b g ]

Role Q ¬Q Q
Q+¬Q Q ¬Q Q

Q+¬Q Q ¬Q Q
Q+¬Q Q ¬Q Q

Q+¬Q

Agent 52 196 0.21 8 16 0.33 5 27 0.16 9 23 0.28
Experiencer 32 55 0.37 2 11 0.15 5 9 0.36 0 10 0.00

Goal 12 105 0.10 3 8 0.27 0 8 0.00 1 26 0.04
Others 18 121 0.13 2 16 0.11 3 17 0.15 2 16 0.11
Theme 17 119 0.13 3 18 0.14 2 11 0.15 7 20 0.26

Total 131 596 0.18 18 69 0.21 15 72 0.17 19 95 0.17

the beginning of the result page still tells us that the role is “goal.”

The last stage is then trying to trace these trees back to their origins in the

Sinica corpus, as has been presented in Figure 4. Totally 1,178 trees are suc-

cessfully backtracked (success rate = 96%) and have their punctuation assigned

accordingly. The remaining 4% of trees are dropped away here for the sake of

objectivity. Finally the distribution of the 4 second person pronouns and their

respective semantic roles is listed in Table 11.

Since the sample size of the pronoun “5” is quite large, it is safe to perform a

χ2 test on the Q and ¬Q columns of it. The p-value is 1.752× 10−6 � 0.01, indi-

cating that in the “5” case there is a statistically significant relationship between

the semantic roles and questions. On closer inspection, the largest component of

χ2 is for the “Experiencer-Q” cell (16.996; see Figure 10), i.e., this combination

contributes to the most to the overall distance χ2. Even if we regard the “expe-

riencer” row as exceptional (outlier or contaminated), redoing the χ2 test on the

same table except the “experiencer” row will produce the p-value = 0.0219 < 0.05,

still indicating a significant evidence. Therefore, it is safe to conclude that different

roles of “5” does have some remarkable influence on predicting questions.

How about the other 3 pronouns? The raw counts are too small to do the same

χ2 test, but we can instead calculate the Q
Q+¬Q

ratio (see Table 11 for statistics

and Figure 12 for the boxplot) and then perform the ANOVA test on them. The

one-way ANOVA test on the four Q
Q+¬Q

columns generates the p-value = 0.31353,
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Chi-Square Test: Q, not Q

Expected counts are printed below observed counts
Chi-Square contributions are printed below expected counts

Q not Q Total
1 52 196 248

44.69 203.31
1.196 0.263

2 32 55 87
15.68 71.32
16.996 3.736

3 12 105 117
21.08 95.92
3.913 0.860

4 18 121 139
25.05 113.95
1.983 0.436

5 17 119 136
24.51 111.49
2.299 0.505

Total 131 596 727

Chi-Sq = 32.187, DF = 4, P-Value = 0.000

Figure 10: Minitab χ2 output for comparing the 5 roles of 2nd person pronoun
“5” for Table 11. The five rows are for Agent, Experiencer, Goal, Others, and
Theme, respectively. The p-value is given as 0.000 here because the Minitab
software rounds it to 3 decimal places, implying that p < 0.0005
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One-way ANOVA: Ratio versus Role

Source DF SS MS F P
Role 4 0.0582 0.0145 1.30 0.314
Error 15 0.1675 0.0112
Total 19 0.2256

S = 0.1057 R-Sq = 25.78% R-Sq(adj) = 5.99%

Individual 95% CIs For Mean Based on
Pooled StDev

Level N Mean StDev -+---------+---------+---------+--------
Agent 4 0.2451 0.0780 (-----------*----------)
Experiencer 4 0.2197 0.1765 (----------*----------)
Goal 4 0.1031 0.1208 (----------*-----------)
Others 4 0.1254 0.0185 (-----------*----------)
Theme 4 0.1702 0.0605 (----------*----------)

-+---------+---------+---------+--------
0.00 0.10 0.20 0.30

Pooled StDev = 0.1057

Figure 11: Minitab ANOVA output for comparing the 5 roles of all 2nd person
pronouns for Table 11

implying no significant effect as a whole (see Figure 11). On closer inspection of

the result, however, the variance or standard deviation in the “experiencer” group

is larger than all the other roles. The phenomenon has also been illustrated by

Figure 12 since the range (or the “spread”) of experiencer is larger than all the

others. The large variance will increase the overall within group sum of squares

(WSS) or mean square for error (MSE), which in turn decrease the ANOVA F4,15

statistic since F4,15 = mean square for group
mean square for error

= between group SS/(df. = 4)
within group SS/(df. = 15)

. Again if we regard

the “experiencer” group as exceptional (outlier or contaminated), redoing the

ANOVA test on the same table except the “experiencer” group will produce the

p-value = 0.105, indicating a certain kind of significant evidence, though the effect

is not as remarkable as in the sole “5” case.

In conclusion, different roles of the second person pronouns (especially “5”)

have some influence on predicting questions.

60



Role

R
a
ti

o

ThemeOthersGoalExperiencerAgent

0.4

0.3

0.2

0.1

0.0

Boxplot of Ratio by Role

Figure 12: Boxplot of Q/(Q + ¬Q) ratio for different roles played by 4 second
person pronouns. The rectangle (“box”) part shows the inter-quartile range (i.e.,
the first quartile, the median, and the third quartile), and the whiskers draw out
to the maximum and minimum values since no data is beyond 1.5 inter-quartile
range to be considered outlier here. The circle part shows the mean of all data

5.3 Putting Them Together

There have been many types of QRWs found so far. Now let’s put them together

to see the overall recall and precision. Recall = 81.45%, and Precision = 36.79%.

The next stage will focus on increasing the precision by analyzing false positives.
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CHAPTER VI

BIVARIATE AND MULTIVARIATE

ANALYSIS

Since the goal of previous univariate module is to maximize recall, there are many

false positives. Therefore, both true and false positives are sent to and re-analyzed

by bivariate and then multivariate modules, during which more and more false

positives will be filtered out so as to increase precision.

6.1 Bivariate Analysis by Exception Rules

At bivariate level, exceptional cases that may be identified are mostly compound

relatives and higher verbs. The issue of compound relatives can be summarized

as follows:

� “wnegation . . . WH” cases: ., ³, ³�, �, .�, Ì�, .�, etc.

� “WH . . . (· |6 |ÿ)” cases.

Since the patterns are quite consistent, they can be easily coded in the format

of <ExclusiveAtom> (see Figure 2). By applying these exception rules, precision

increases from 36.79% to 39.84%, and recall decreases from 81.45% to 80.12%.

In Section 2.4 we have outlined the issue of higher verbs and raised a few

questions about it. Here we examine the study by Cheng [7, 8] and choose the

following types of higher verbs for experiment:

� Ask-type verbs: ½, J½, ”½, J˝, |Œ, ~ý.

� Test-type verbs: «n, n�, û˝, õð, tð, tt, ttõ, þt, 5?, É-.

By appending these higher verbs to the rules constructed at univariate stage,

precision increases slightly from 36.79% to 36.95%, and recall decreases from
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Figure 13: The results applying rules of compound relatives and higher verbs.
The “CR” denotes compound relatives. The “HV” denotes higher verbs. The
“CR+HV” denotes the combination of both rules

81.45% to 80.59%. Combining both higher verbs and compound relatives rules,

precision is 40.06%, and recall is 79.26%. Therefore the effectiveness of higher

verbs is still unclear. The results are illustrated in Figure 13.

6.2 Multivariate Analysis by Language Models

In order to reduce possible sampling errors, when there is a need to divide the

dataset into a training and a test set, we select a simple random sample (SRS) of

a given ratio 1/r as the test set; the remaining is used for training.

Figure 14 illustrates the overall flow of dataset preparation. At this stage, we

collect all clauses that pass the univariate and bivariate rules. They are, of course,

composed of both true and false positives. Then we divide them into a question

set S ′Q and a non-question set S ′NQ. Each one is further divided into a training

set and a test set by SRS. Now our training process will focus on the two training

sets: the question training set S ′Q,tr and the non-question training set S ′NQ,tr.

Next, at the training stage, we train a pair of competitive language models for

both S ′Q,tr and S ′NQ,tr. Let’s call them LMQ and LMNQ respectively.
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Figure 14: Prepare training and test sets by simple random sampling
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Finally, let’s take a look at the detection stage.

Traditionally, perplexity (or more precisely, cross-perplexity) is used as a mea-

sure of how close a language model is to its theoretically perfect model. Let two

candidate language models LM1 and LM2 be constructed with the same training

set and then evaluated with the same test set. We say that LM1 is, with regard to

the perfect model, better at modeling the dataset than LM2 is if perplexity values

p1 < p2, and vice versa. The concept is illustrated in Figure 15a.

Now let’s reverse the evaluation direction. Given a sentence s, it is evaluated

by both LMQ and LMNQ, and two perplexity values p1 and p2 will be generated,

respectively. Assume that both LMQ and LMNQ are good approximation to their

perfect models. Since perplexity can be considered a measure of how close a

language model is to s, it follows that if p1 < p2, the LMQ is a better match for

s than LMNQ, and vice versa. Therefore we use the preplexity as a criterion to

classify the s into a question (modeled by LMQ) or a non-question (modeled by

LMNQ). The concept is illustrated in Figure 15b.

This approach works under the assumption that both LMQ and LMNQ are

good approximation to their perfect models. It follows that the performance of this

apporoach would rely on how good the language models are and how likely they

will discriminate between question and non-question cases. Here we consider two

types of language modeling techniques. The first is a trigram model with Good-

Turing discounting and Katz backoff for smoothing (see [41, Chapter 6] and [28,

Chapter 6] for more details). The second is an interpolated smoothing model since

it has been reported in [6, 25] that interpolated Kneser-Ney smoothing (including

higher-order n-gram models, especially 5-gram) performs better than many others

in every situation they have examined. Whenever possible, we experiment with

three configurations: trigram, 4-gram, and 5-gram.

There are still some variation of details that need consideration when con-

structing the language models. Here we consider two possible variations: tag vs.

word and tag unification.
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Figure 15: Using language models to discriminate questions
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Table 12: Different configurations used in our language modeling experiments

Good-Turing/Kats Interpolated Kneser-Ney

Dataset trigram trigram 4-gram 5-gram

word GT-w IKN3-w IKN4-w IKN5-w
tag GT-t IKN3-t IKN4-t IKN5-t

tag unification GT-tx IKN3-tx IKN4-tx IKN5-tx

Data sparseness causes problems in nearly every language model technique.

Since a training set is more sparse when it is composed in terms of a series of

words than when it is composed in terms of a series of POS tags, we suspect

if the language model constructed in terms of POS of words is better than the

one in terms of words themselves. Therefore, both approaches will be used for

comparison.

In addition, at times the Sinica corpus assigns different POS tags to the same

type of univariate features. Take “A-not-A” words for example, “}.}” is as-

signed a D tag while “ß.ß” VH. As a consequence, we suspect if it is inappropriate

to train the language models in terms of the original tagset assignment of the cor-

pus. To verify this, we will conduct a pair of experiments to see if there is any

performance difference by unifying a variety of such tags into a single one (let’s

name it “XXX” tag for convenience).

Putting them together, we will experiment with several kinds of configuration,

as summarized in Table 12.

Finally, the performance of language models depends on the selection of train-

ing and test sets. Therefore, the whole SRS-division/training/evaluation process is

repeated n times (e.g., n = 20) to gain a better feeling of stability of this approach

with regard to different training/test configuration.

6.2.1 Particles and Interjections

As stated in Section 5.2.1, some sentence-final particles and interjections perform

not only question but also euphemism, irony, exclamation, or any other illocution-

ary act. Since linguists disagree with qualitative analysis and explanation of the
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Figure 16: The result of using language models to discriminate the case of
sentence-final particles. Since all IKNn-w runs produce the same outcome, only
IKN5-w is shown in this figure; the same for IKN5-t.
In the “Before” cases, average precision = 46.69%, and standard deviation = 1.09.
In the GT-t and IKN5-t cases, average precision = 66.56%, and standard deviation
= 1.14. In the GT-w and IKN5-w cases, average precision = 77.40%, and standard
deviation = 0.80.

precise way to distinguish between them, we will try another quantitative route

to this.

The outcome of 20 experiments is shown in Figure 16. On average, precision

increases from 46.69% to 66.56% when undertaking any language modeling tech-

nique at tag level, and to 77.40% at word level. All language modeling techniques

we use at the same level have the same performance in the total 20 runs, though

interpolated Kneser-Ney smoothing has lower average perplexity.

6.2.2 A-not-A Questions and Simplified Forms

The Sinica corpus assigns a variety of POS tags to different A-not-A words, e.g., }

.}(D) and ß.ß(VH). Our treatment of A-not-A forms differs with that in the

corpus (see Section 5.2.2). Our definition of A-not-A forms is also broader than

that in the corpus (see Section 5.2.3). As a consequence, it may be inappropriate

68



30

35

40

45

50

55

60

65

70

75

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Run

P
re

ci
si

on
 (

%
)

IKN5-tx

IKN5-t

IKN5-w

Before

Figure 17: The result of using language models to discriminate the case of A-
not-A questions. Since all IKNn-w runs produce the same outcome, only IKN5-w
is shown in this figure; the same for IKN5-t and IKN5-tx.
In the “Before” cases, average precision = 35.08%, and standard deviation = 1.60.
In the IKN5-w cases, average precision = 53.88%, and standard deviation = 3.48.
In the IKN5-t cases, average precision = 65.40%, and standard deviation = 2.97.
In the IKN5-tx cases, average precision = 67.19%, and standard deviation = 2.81.
A pairwise Student’s t-test on IKN5-t and IKN5-tx produces p = 0.00051 < 0.001,
implying that there is a statistical significant improvement.

to train the language models in terms of the original tagset of the corpus. To

verify this suspect, we will conduct a pair of experiments to see if there is any

performance improvement by unifying a variety of A-not-A tags into a single one.

The outcome of 20 experiments is shown in Figure 17. Since all language

modeling techniques used here at the same word or tag level produce the same

outcome, we show only interpolated Kneser-Ney smoothing of order 5 (IKN5)

for brevity. On average, precision increases from 35.08% to 53.88% when applying

IKN5-w, to 65.40% when applying IKN5-t, and up to 67.19% when applying IKN5-

tx. A pairwise Student’s t-test on the two language models IKN5-t and IKN5-tx

produces p = 0.00051 < 0.001, implying that there is a statistical significant

improvement by unifying a variety of A-not-A tags to an fixed artificial one.
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6.2.3 WH Questions

As we have seen in Table 4 and Section 5.2.4, words of this type receive a variety

of POS tags in the Sinica corpus, e.g., Bó(Nep), ÑBó(D), and 5óŸ(VH). As

a consequence, it may be inappropriate to train the language models in terms of

the tagset of the corpus. To verify this suspect, we conduct a pair of experiments

to see if there is any performance improvement by unifying a variety of WH tags

into a single one.

The outcome of 20 experiments is shown in Figure 18. Since all language

modeling techniques used here at the same word or tag level produce the same

outcome, we show only interpolated Kneser-Ney smoothing of order 5 (IKN5) for

brevity. On average, precision increases from 41.23% to 69.52% when applying

IKN5-w, to 72.93% when applying IKN5-t, and up to 73.97% when applying

IKN5-tx. A pairwise Student’s t-test on the two language models IKN5-t and

IKN5-tx produces p = 1.51 × 10−5 < 0.001, implying that there is a statistical

significant improvement by changing the POS tags, though the improvement is

only very small.

6.2.4 Evaluative Adverbs and Rhetorical Questions

As we have seen in Section 5.2.7, words of this type are mostly adverbs, if not all.

However, not all adverbs that appear in a sentence belong to this type. Again we

wonder if it is better to train the language models with their POS tags unified

into a single one to be distinct from other type of adverbs. To verify this, we will

conduct a pair of experiments to see if there is any performance improvement.

The outcome of 20 experiments is shown in Figure 19. Since all language

modeling techniques used here at the same word or tag level produce the same

outcome, we show only interpolated Kneser-Ney smoothing of order 5 (IKN5)

for brevity. On average, precision increases from 45.59% to 61.61% when applying

IKN5-w, to 64.46% when applying IKN5-t, and up to 64.64% when applying IKN5-

tx. A pairwise Student’s t-test on the two language models IKN5-t and IKN5-tx
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Figure 18: The result of using language models to discriminate the case of WH
questions. Since all IKNn-w runs produce the same outcome, only IKN5-w is
shown in this figure; the same for IKN5-t and IKN5-tx.
In the “Before” cases, average precision = 41.23%, and standard deviation = 0.61.
In the IKN5-w cases, average precision = 69.52%, and standard deviation = 1.05.
In the IKN5-t cases, average precision = 72.93%, and standard deviation = 0.92. In
the IKN5-tx cases, average precision = 73.97%, and standard deviation = 1.05. A
pairwise Student’s t-test on IKN5-t and IKN-tx produces p = 1.51×10−5 < 0.001,
implying that there is a statistical significant improvement.
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Figure 19: The result of using language models to discriminate the case of
evaluative adverbs and rhetorical questions. Since all IKNn-w runs produce the
same outcome, only IKN5-w is shown in this figure; the same for IKN5-t and
IKN5-tx.
In the “Before” cases, average precision = 45.59%, and standard deviation = 2.29.
In the IKN5-w cases, average precision = 61.61%, and standard deviation = 3.15.
In the IKN5-t cases, average precision = 64.46%, and standard deviation = 2.11.
In the IKN5-tx cases, average precision = 64.64%, and standard deviation = 2.27.
A pairwise Student’s t-test on IKN5-t and IKN5-tx produces p = 0.357, implying
that there is no statistical significant improvement.

produces p = 0.357, implying that there is no statistical significant improvement

by unifying the POS tags. Therefore, it may be unnecessary to unify the POS

tags for such cases. In addition, standard deviations are so large in all cases that

there is still room for a deeper study.

72



CHAPTER VII

CONCLUDING REMARKS

7.1 Discussion

For now our system has average recall 76.26% and precision 73.43%. Let us devote

a little more space to examining the result and possible ways to improve the

performance.

7.1.1 False Negatives

Our experience shows that the most fatal obstacle to improve recall is pragmatic

issues. Some false negatives are truly our faults, but others (especially those with

sentence-end particles) can also be considered euphemism, irony, exclamation, or

any other illocutionary act. For example,

(28) a. «×»Íh×˜³·<¬?

b. 5.�Bçs‘7?

c. 5uº).��7?

To reduce the number of false negatives, the most challenge is that programs

should be able to recognize some kinds of speech acts.

7.1.2 False Positives

Our experience shows that the most fatal obstacle to improve precision is refer-

entiality. As stated in Section 2.3, there seems no obvious syntactic pattern to

identify indefinitives. Another difficulty is again in pragmatic issues. To reduce

the number of false positives, we may need to experiment with some more power-

ful multivariate models to identify indefinitives more accurately, and a little tree

parsing may also help.
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The issue of higher verbs also needs study. For example, the verb “²ì”

(juéd̀ıng ; decide) is not listed in the literature mentioned in Section 2.4, but the

following sentence in the Sinica corpus is a non-question:

(29) n ²ì àS •-  �

The inclusion of higher verbs, as suggested in Section 6.1, improves the precision

only by 0.16%. Therefore, the validity of higher verb list is doubtful.

Finally, some words have multiple senses, and not all senses function as ques-

tion. For example, “˝§,” “�S,” and “ƒ�” cannot be treated blindly as question

without some process of word sense disambiguation.

7.1.3 Clause or Sentence Boundary

The syntax of Mandarin is very flexible compared to Indo-European languages.

Such flexibility, however, increases the search space for parsing. As stated in

Section 1.3, there is no syntactically decisive and reliable marker and word order

in Mandarin question sentences. In real setting, therefore, given a series of clauses,

a question-detection program must be able to identify the beginning and the end

of every sentence. Otherwise it may be confused about complex sentences or serial

clauses, and has trouble dealing with alternative questions spanning over several

clauses.

7.2 Summary

In this study we have pointed out the problem of detecting Mandarin question

sentences and reviewed relevant linguistic literature. Then we have outlined our

strategy to approach this problem: to increase recall first and then to increase

precision. We have presented our statistical approaches and procedure, and dis-

cussed our findings. The lack of appropriate machine-readable dictionaries and

electronic resources limits our pursuit of several subtle issues.

This is a new topic in NLP community as far as we know. Our contributions

are twofold. In the linguistic field, we re-examine relevant topics from a new

74



quantitative point of view, and discover more comprehensive and precise features.

In the NLP field, we demonstrate several techniques that is useful for this problem,

and achieve good recall and precision in the preliminary study.
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APPENDIX A

LIST OF QUESTION-RELATED WORDS

This appendix details the top 300 results generated by the procedure discussed in

Section 5.1. In the beginning, the four counters a, b, c, and d are accumulated in

the following way: for every wi ∈ {all words in the corpus},

Is wi in the clause?

Clauses Yes No

Ends with ‘?’ a b
Ends without ‘?’ c d

Next, compute a series of intermediate values:

n = a + b + c + d

ma = (a + b)(a + c)

mb = (a + b)(b + d)

mc = (a + c)(c + d)

md = (b + d)(c + d)

Finally, calculate LLR statistic, χ2 statistic, precision, and recall of wi in the

following way:

LLR statistic = 2×
d∑

j=a

j ln
n× j

mj

χ2 statistic =
n(ad− bc)2

mamd

Frequency = a + c

Precision = a/(a + c)

Recall = a/(a + b)
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Table 13: List of top 300 question-related words (QRWs)
Ranking QRW Statistic Count Recall Precision

LLR χ2 wi LLR χ2 a b c d (%) (%)

1 1 ý(T) 17,956.52 88,941.79 2,507 17,721 48 729,611 12.39 98.12

2 2 á(T) 17,798.44 72,731.19 3,398 16,830 2,169 727,490 16.80 61.04

3 3 Bó(Nep) 11,223.98 37,515.11 2,708 17,520 3,855 725,804 13.39 41.26
4 4 ÑBó(D) 6,163.42 26,622.68 1,149 19,079 593 729,066 5.68 65.96

5 6 5(Nh) 5,464.47 11,060.08 2,615 17,613 13,946 715,713 12.93 15.79

6 5 5ó(D) 4,776.90 18,747.55 998 19,230 835 728,824 4.93 54.45
7 13 .(D) 3,320.25 4,982.97 3,191 17,037 34,695 694,964 15.78 8.42

8 7 Õ(Nh) 2,685.79 9,161.25 661 19,567 931 728,728 3.27 41.52

9 10 àS(D) 2,548.63 7,369.35 761 19,467 1,735 727,924 3.76 30.49
10 8 ƒ�(D) 1,998.58 8,221.60 400 19,828 276 729,383 1.98 59.17

11 14 u´(D) 1,653.17 4,540.90 530 19,698 1,393 728,266 2.62 27.56
12 9 5óŸ(VH) 1,549.34 7,372.23 257 19,971 62 729,597 1.27 80.56

13 12 5óš(VH) 1,454.17 5,464.69 323 19,905 328 729,331 1.60 49.62
14 33 u(SHI) 1,342.47 1,605.50 3,940 16,288 77,339 652,320 19.48 4.85

15 11 Ø−(D) 1,265.77 5,861.16 219 20,009 71 729,588 1.08 75.52

16 15 ¨(Nep) 1,226.55 4,376.40 289 19,939 354 729,305 1.43 44.95
17 16 S(Nes) 1,154.87 4,307.55 259 19,969 271 729,388 1.28 48.87

18 17 ¨³(Ncd) 1,033.09 4,086.19 217 20,011 180 729,479 1.07 54.66

19 18 �³�(D) 973.16 3,959.01 198 20,030 145 729,514 0.98 57.73
20 19 ˝§(D) 944.68 3,554.16 210 20,018 213 729,446 1.04 49.65

21 23 5b(Nh) 915.39 2,173.73 362 19,866 1,381 728,278 1.79 20.77
22 28 ß(T) 851.01 1,919.64 365 19,863 1,579 728,080 1.80 18.78

23 59 í(DE) 813.92 772.95 4,999 15,229 248,739 480,920 24.71 1.97

24 20 ÑS(D) 807.60 3,003.16 182 20,046 193 729,466 0.90 48.53
25 40 ø−(VK) 772.87 1,404.77 501 19,727 3,635 726,024 2.48 12.11

26 21 àS(VH) 772.15 2,857.26 175 20,053 189 729,470 0.87 48.08
27 49 }(D) 741.07 1,057.46 990 19,238 12,904 716,755 4.89 7.13

28 22 }.}(D) 711.35 2,774.36 152 20,076 134 729,525 0.75 53.15

29 29 Öý(Neqa) 709.86 1,844.61 247 19,981 754 728,905 1.22 24.68
30 48 ¢(D) 702.45 1,097.02 684 19,544 7,154 722,505 3.38 8.73

31 50 ´(D) 691.14 1,036.92 769 19,459 8,872 720,787 3.80 7.98
32 37 g(Nh) 658.02 1,558.61 262 19,966 1,008 728,651 1.30 20.63

33 24 ´u(Caa) 652.50 2,169.88 167 20,061 258 729,401 0.83 39.29

34 31 š(Nf) 613.09 1,808.57 181 20,047 396 729,263 0.89 31.37
35 38 v(D) 609.59 1,471.49 236 19,992 867 728,792 1.17 21.40

36 47 ú(VH) 581.03 1,107.65 341 19,887 2,214 727,445 1.69 13.35
37 43 ](Nh) 580.09 1,223.44 280 19,948 1,428 728,231 1.38 16.39
38 61 b(D) 564.10 761.19 979 19,249 14,751 714,908 4.84 6.22

39 25 5ó(VH) 517.82 2,169.03 102 20,126 65 729,594 0.50 61.08

40 76 Ê(P) 482.15 402.42 769 19,459 55,146 674,513 3.80 1.38

77



Ranking QRW Statistic Count Recall Precision

LLR χ2 wi LLR χ2 a b c d (%) (%)

41 57 ô(T) 468.43 804.87 351 19,877 2,927 726,732 1.74 10.71

42 27 S.(D) 460.89 2,076.27 83 20,145 34 729,625 0.41 70.94

43 65 µ(Nep) 447.72 620.46 695 19,533 9,830 719,829 3.44 6.60
44 26 ó(T) 435.34 2,128.01 69 20,159 11 729,648 0.34 86.25

45 68 �(V 2) 435.24 509.48 1,949 18,279 42,564 687,095 9.64 4.38

46 34 ~½(VE) 426.64 1,590.91 96 20,132 101 729,558 0.47 48.73
47 58 Ú(T) 407.77 779.29 239 19,989 1,546 728,113 1.18 13.39

48 35 5š(VH) 404.89 1,589.15 86 20,142 74 729,585 0.43 53.75

49 32 5?(D) 380.65 1,744.45 67 20,161 24 729,635 0.33 73.63
50 69 ?(D) 369.10 495.63 672 19,556 10,323 719,336 3.32 6.11

51 30 ß.ß(VH) 363.41 1,809.61 55 20,173 5 729,654 0.27 91.67
52 52 v(T) 359.12 940.58 124 20,104 372 729,287 0.61 25.00

53 42 5š(D) 355.61 1,257.22 85 20,143 108 729,551 0.42 44.04
54 41 Ýó(Nep) 354.78 1,292.21 82 20,146 94 729,565 0.41 46.59

55 36 ³�(T) 351.10 1,567.45 64 20,164 28 729,631 0.32 69.57

56 56 µ³(Ncd) 341.46 848.60 127 20,101 435 729,224 0.63 22.60
57 67 µ(Dk) 325.11 584.29 219 20,009 1,643 728,016 1.08 11.76

58 63 öí(D) 320.43 638.18 173 20,055 1,015 728,644 0.86 14.56

59 39 SÊ(VH) 316.73 1,409.06 58 20,170 26 729,633 0.29 69.05
60 73 ß(VH) 316.41 435.28 515 19,713 7,452 722,207 2.55 6.46

61 45 ¨<(Neqa) 312.59 1,186.21 69 20,159 68 729,591 0.34 50.36
62 112 �(Cab) 311.49 187.41 18 20,210 7,949 721,710 0.09 0.23

63 105 J(P) 299.55 210.48 85 20,143 12,914 716,745 0.42 0.65

64 106 £(Caa) 297.46 210.39 90 20,138 13,200 716,459 0.44 0.68
65 44 áBó(VA) 286.22 1,188.63 57 20,171 38 729,621 0.28 60.00

66 113 v(Ng) 282.54 185.67 42 20,186 9,429 720,230 0.21 0.44
67 108 5(DE) 274.44 202.31 125 20,103 14,862 714,797 0.62 0.83
68 55 ?.?(D) 268.65 860.27 72 20,156 125 729,534 0.36 36.55

69 46 ¨o(Ncd) 263.49 1,120.95 51 20,177 30 729,629 0.25 62.96
70 51 b.b(D) 261.41 944.40 61 20,167 72 729,587 0.30 45.86

71 84 d(VC) 245.85 336.88 411 19,817 6,022 723,637 2.03 6.39
72 131 †(D) 238.51 145.97 17 20,211 6,402 723,257 0.08 0.26

73 129 ((Ng) 221.13 146.49 36 20,192 7,631 722,028 0.18 0.47

74 53 ª.ªJ(D) 201.66 914.99 36 20,192 14 729,645 0.18 72.00
75 119 6(D) 200.22 169.42 440 19,788 29,024 700,635 2.18 1.49

76 141 1(Cbb) 198.04 126.80 23 20,205 6,100 723,559 0.11 0.38

77 137 k(P) 196.81 132.61 38 20,190 7,244 722,415 0.19 0.52
78 54 S‚(VG) 191.01 868.56 34 20,194 13 729,646 0.17 72.34

79 87 Ê(VCL) 190.76 312.87 164 20,064 1,538 728,121 0.81 9.64
80 79 ô(I) 189.30 369.00 107 20,121 662 728,997 0.53 13.91
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81 142 ˛(D) 185.03 126.10 40 20,188 7,124 722,535 0.20 0.56

82 85 µó(D) 180.25 322.75 123 20,105 933 728,726 0.61 11.65

83 140 ®(Nes) 179.32 127.59 59 20,169 8,294 721,365 0.29 0.71
84 86 ¥ó(D) 178.58 317.47 124 20,104 957 728,702 0.61 11.47

85 124 ø(Neu) 176.64 159.12 1,033 19,195 54,432 675,227 5.11 1.86

86 100 ¥š(VH) 176.59 246.22 274 19,954 3,849 725,810 1.35 6.65
87 60 í.(D) 175.33 763.41 33 20,195 17 729,642 0.16 66.00

88 152 [ý(VE) 173.08 111.24 21 20,207 5,408 724,251 0.10 0.39

89 157 Ä¤(Cbb) 170.85 107.10 16 20,212 4,937 724,722 0.08 0.32
90 77 ö(VH) 168.49 386.36 71 20,157 297 729,362 0.35 19.29

91 92 µó(Dk) 163.81 289.96 115 20,113 897 728,762 0.57 11.36
92 62 5}(D) 159.10 729.59 28 20,200 10 729,649 0.14 73.68

93 117 ¥(Nep) 159.04 178.76 1,279 18,949 31,847 697,812 6.32 3.86
94 158 FJ(Cbb) 153.70 106.97 41 20,187 6,469 723,190 0.20 0.63

95 154 â(P) 153.69 109.61 52 20,176 7,207 722,452 0.26 0.72

96 97 µ<(Neqa) 153.08 262.12 117 20,111 989 728,670 0.58 10.58
97 153 ÄÑ(Cbb) 152.88 110.11 57 20,171 7,511 722,148 0.28 0.75

98 147 �(Nf) 151.01 114.55 95 20,133 9,769 719,890 0.47 0.96

99 104 @v(D) 147.23 211.50 201 20,027 2,620 727,039 0.99 7.13
100 110 9(Na) 146.80 200.69 251 19,977 3,712 725,947 1.24 6.33

101 168 1(D) 143.90 90.49 14 20,214 4,206 725,453 0.07 0.33
102 102 ø(VK) 140.29 222.40 134 20,094 1,367 728,292 0.66 8.93

103 64 í.u(D) 139.34 629.96 25 20,203 10 729,649 0.12 71.43

104 70 ST(Nc) 139.16 459.57 36 20,192 57 729,602 0.18 38.71
105 66 S(D) 138.96 608.06 26 20,202 13 729,646 0.13 66.67

106 116  (D) 138.07 179.01 316 19,912 5,365 724,294 1.56 5.56
107 155 2(Ng) 136.60 108.49 142 20,086 11,944 717,715 0.70 1.17

108 163 ©(Nes) 132.31 96.65 57 20,171 6,989 722,670 0.28 0.81

109 160 D(Caa) 130.66 105.40 163 20,065 12,853 716,806 0.81 1.25
110 96 �(Nf) 128.82 264.12 66 20,162 362 729,297 0.33 15.42

111 133 B(Nh) 128.06 141.17 1,400 18,828 36,897 692,762 6.92 3.66
112 71 S.(D) 127.86 446.84 31 20,197 41 729,618 0.15 43.06

113 169 ø(P) 127.86 88.64 33 20,195 5,308 724,351 0.16 0.62

114 151 ÿ(D) 127.59 111.82 494 19,734 28,406 701,253 2.44 1.71
115 114  (VCL) 124.83 185.24 150 20,078 1,803 727,856 0.74 7.68

116 75 SJ(D) 122.34 423.30 30 20,198 41 729,618 0.15 42.25

117 103 b(VC) 122.20 216.21 86 20,142 672 728,987 0.43 11.35
118 186 …(Nes) 120.86 74.83 10 20,218 3,378 726,281 0.05 0.30

119 101 Ö(Dfa) 119.19 226.77 71 20,157 466 729,193 0.35 13.22
120 134 í(T) 118.32 140.91 514 19,714 10,962 718,697 2.54 4.48
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121 189 v(Nes) 116.85 72.57 10 20,218 3,296 726,363 0.05 0.30

122 109 Ê(VG) 113.23 201.07 79 20,149 612 729,047 0.39 11.43

123 130 ¬(Di) 110.67 146.29 227 20,001 3,667 725,992 1.12 5.83
124 170 O(Cbb) 109.06 87.16 123 20,105 10,055 719,604 0.61 1.21

125 180 Ë(DE) 108.01 80.17 55 20,173 6,229 723,430 0.27 0.88

126 174 ø(D) 107.25 82.68 81 20,147 7,720 721,939 0.40 1.04
127 74 á�(VA) 106.49 428.71 22 20,206 17 729,642 0.11 56.41

128 126 ³(D) 104.06 150.14 140 20,088 1,807 727,852 0.69 7.19

129 194 rÖ(Neqa) 103.59 68.11 16 20,212 3,516 726,143 0.08 0.45
130 127 Â(Na) 102.34 149.77 130 20,098 1,619 728,040 0.64 7.43

131 182 s(Neu) 99.45 78.59 99 20,129 8,472 721,187 0.49 1.16
132 72 SK(D) 96.78 444.44 17 20,211 6 729,653 0.08 73.91

133 80 Sþ(D) 96.04 367.79 21 20,207 20 729,639 0.10 51.22
134 183 O(Di) 94.75 77.58 144 20,084 10,651 719,008 0.71 1.33

135 139 Ê(D) 92.60 127.98 151 20,077 2,175 727,484 0.75 6.49

136 190 ú(Neu) 92.56 71.42 71 20,157 6,727 722,932 0.35 1.04
137 192 à‹(Cbb) 92.43 68.42 46 20,182 5,268 724,391 0.23 0.87

138 149 ;(VE) 91.89 114.06 285 19,943 5,444 724,215 1.41 4.97

139 89 Ö˝(Nd) 91.84 300.78 24 20,204 39 729,620 0.12 38.10
140 187 Ñ(VG) 91.65 72.80 97 20,131 8,118 721,541 0.48 1.18

141 200 r(Neqa) 90.40 65.07 34 20,194 4,467 725,192 0.17 0.76
142 181 ·(D) 90.26 78.88 345 19,883 19,938 709,721 1.71 1.70

143 120 �(VG) 89.45 166.40 56 20,172 388 729,271 0.28 12.61

144 214 à(P) 87.85 58.33 15 20,213 3,093 726,566 0.07 0.48
145 83 ÑÝó(D) 86.98 349.66 18 20,210 14 729,645 0.09 56.25

146 91 µ³(D) 86.76 291.60 22 20,206 33 729,626 0.11 40.00
147 202 2(Ncd) 86.68 63.68 40 20,188 4,749 724,910 0.20 0.84

148 148 V(VA) 86.37 114.49 175 20,053 2,809 726,850 0.87 5.86

149 215 û˝(Na) 85.87 58.22 18 20,210 3,272 726,387 0.09 0.55
150 78 ø.ø−(VK) 85.51 374.18 16 20,212 8 729,651 0.08 66.67

151 198 w(Nep) 84.82 65.96 71 20,157 6,497 723,162 0.35 1.08
152 191 ,(Ncd) 84.82 70.07 145 20,083 10,343 719,316 0.72 1.38

153 196 Ÿ(Nf) 84.51 66.23 77 20,151 6,817 722,842 0.38 1.12

154 225 °v(Nd) 83.67 53.61 10 20,218 2,606 727,053 0.05 0.38
155 165 Bb(Nh) 82.59 93.03 688 19,540 17,169 712,490 3.40 3.85

156 227 „(D) 82.35 52.85 10 20,218 2,578 727,081 0.05 0.39

157 115 V(P) 81.99 180.53 37 20,191 171 729,488 0.18 17.79
158 82 á�(D) 81.26 359.44 15 20,213 7 729,652 0.07 68.18

159 222 E(D) 79.58 54.05 17 20,211 3,056 726,603 0.08 0.55
160 221 á(Nf) 78.75 54.44 20 20,208 3,250 726,409 0.10 0.61
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161 93 í(D) 78.60 288.92 18 20,210 20 729,639 0.09 47.37

162 231 .¬(Cbb) 78.23 50.93 11 20,217 2,571 727,088 0.05 0.43

163 94 ª´(D) 77.39 280.62 18 20,210 21 729,638 0.09 46.15
164 223 q(Ncd) 77.25 53.78 21 20,207 3,284 726,375 0.10 0.64

165 162 �(P) 77.07 98.92 190 20,038 3,322 726,337 0.94 5.41

166 205 ¤(Nep) 77.01 60.70 75 20,153 6,476 723,183 0.37 1.14
167 228 ‡(Ng) 75.53 51.26 16 20,212 2,891 726,768 0.08 0.55

168 88 ¨(Ncd) 75.29 312.77 15 20,213 10 729,649 0.07 60.00

169 208 6(Na) 74.97 59.81 84 20,144 6,891 722,768 0.42 1.20
170 95 5(D) 74.09 271.92 17 20,211 19 729,640 0.08 47.22

171 136 à¤(Dfa) 73.71 136.03 47 20,181 332 729,327 0.23 12.40
172 206 ,(Ng) 73.34 60.11 114 20,114 8,379 721,280 0.56 1.34

173 81 �â(VH) 72.66 361.90 11 20,217 1 729,658 0.05 91.67
174 243 Ý�(Dfa) 72.22 48.56 14 20,214 2,669 726,990 0.07 0.52

175 232 Í$(Na) 71.25 50.90 25 20,203 3,406 726,253 0.12 0.73

176 164 ½(VE) 70.86 95.99 128 20,100 1,943 727,716 0.63 6.18
177 235 º�(Na) 70.50 50.21 24 20,204 3,322 726,337 0.12 0.72

178 146 <2(Na) 70.32 117.23 58 20,170 524 729,135 0.29 9.97

179 125 �)(VK) 70.03 150.39 33 20,195 162 729,497 0.16 16.92
180 135 ¥ó(Dfa) 69.47 136.05 39 20,189 239 729,420 0.19 14.03

181 99 |(Nep) 68.40 246.76 16 20,212 19 729,640 0.08 45.71
182 210 ¸(Caa) 68.24 58.86 216 20,012 13,052 716,607 1.07 1.63

183 209 7(Cbb) 66.89 59.21 325 19,903 17,883 711,776 1.61 1.78

184 226 É(Da) 66.81 53.58 80 20,148 6,413 723,246 0.40 1.23
185 90 í?(D) 66.39 298.54 12 20,216 5 729,654 0.06 70.59

186 229 t−(Nc) 65.63 51.18 57 20,171 5,144 724,515 0.28 1.10
187 253 7/(Cbb) 62.32 43.12 16 20,212 2,585 727,074 0.08 0.62

188 128 Sv(Nd) 62.23 147.20 25 20,203 97 729,562 0.12 20.49

189 144 à(Na) 61.92 124.44 33 20,195 190 729,469 0.16 14.80
190 257 Aº(Na) 61.87 41.94 13 20,215 2,361 727,298 0.06 0.55

191 143 ?´(D) 60.76 124.93 31 20,197 169 729,490 0.15 15.50
192 195 7(T) 60.49 67.46 595 19,633 15,308 714,351 2.94 3.74

193 251 -(Ng) 60.19 44.07 27 20,201 3,252 726,407 0.13 0.82

194 244 º(D) 59.78 48.48 82 20,146 6,279 723,380 0.41 1.29
195 238 F(D) 58.86 49.48 129 20,099 8,571 721,088 0.64 1.48

196 156 ^(VC) 58.84 108.00 38 20,190 272 729,387 0.19 12.26

197 123 �ð(VA) 58.82 162.21 19 20,209 50 729,609 0.09 27.54
198 260 Z(D) 58.42 41.40 19 20,209 2,695 726,964 0.09 0.70

199 98 íÝ(D) 57.74 249.05 11 20,217 6 729,653 0.05 64.71
200 255 ø(D) 56.03 43.00 41 20,187 3,965 725,694 0.20 1.02
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201 262 
Ò(Nc) 55.57 40.35 23 20,205 2,882 726,777 0.11 0.79

202 274 ¨�(VK) 55.25 37.24 11 20,217 2,064 727,595 0.05 0.53

203 178 "(VK) 54.95 81.02 68 20,160 832 728,827 0.34 7.56
204 121 {C(Caa) 54.79 163.58 16 20,212 34 729,625 0.08 32.00

205 252 ñ‡(Nd) 54.76 43.31 56 20,172 4,752 724,907 0.28 1.16

206 259 U(VL) 52.60 41.61 54 20,174 4,576 725,083 0.27 1.17
207 171 šä(Na) 52.32 84.71 47 20,181 456 729,203 0.23 9.34

208 176 õ¶(Na) 51.94 81.26 52 20,176 549 729,110 0.26 8.65

209 276 5((Ng) 51.80 36.96 18 20,210 2,466 727,193 0.09 0.72
210 138 �Ì(VJ) 51.03 131.88 18 20,210 56 729,603 0.09 24.32

211 270 ×ç(Nc) 50.94 38.29 30 20,198 3,185 726,474 0.15 0.93
212 249 '(Dfa) 50.65 44.54 223 20,005 12,532 717,127 1.10 1.75

213 269 ù(Neu) 50.51 38.34 33 20,195 3,348 726,311 0.16 0.98
214 107 áó(D) 49.61 204.04 10 20,218 7 729,652 0.05 58.82

215 111 S S*(VA) 49.59 187.55 11 20,217 11 729,648 0.05 50.00

216 277 .â(D) 48.70 36.88 31 20,197 3,181 726,478 0.15 0.97
217 172 ¨(T) 48.62 84.39 36 20,192 295 729,364 0.18 10.88

218 184 �(D) 47.55 75.72 45 20,183 455 729,204 0.22 9.00

219 217 ÛÊ(Nd) 47.39 57.01 193 20,035 4,025 725,634 0.95 4.58
220 197 <2(Na) 47.38 66.16 74 20,154 1,040 728,619 0.37 6.64

221 292 D�(Nd) 47.15 32.58 12 20,216 1,949 727,710 0.06 0.61
222 281 2-(Nc) 47.08 35.30 27 20,201 2,901 726,758 0.13 0.92

223 285 ±(Nf) 46.97 33.22 15 20,213 2,149 727,510 0.07 0.69

224 272 ü(VH) 46.81 37.89 63 20,165 4,857 724,802 0.31 1.28
225 204 v(VC) 46.69 61.57 98 20,130 1,597 728,062 0.48 5.78

226 132 Sj(Ncd) 46.48 143.78 13 20,215 25 729,634 0.06 34.21
227 122 ¨(D) 45.96 162.49 11 20,217 14 729,645 0.05 44.00

228 278 Uà(VC) 45.88 36.60 52 20,176 4,253 725,406 0.26 1.21

229 167 êk(VA) 45.84 91.07 25 20,203 148 729,511 0.12 14.45
230 185 ](VK) 45.64 75.17 39 20,189 363 729,296 0.19 9.70

231 161 ±�(Na) 45.23 104.02 19 20,209 79 729,580 0.09 19.39
232 286 Åq(Nc) 45.09 33.12 21 20,207 2,485 727,174 0.10 0.84

233 118 ��(Neu) 45.08 170.50 10 20,218 10 729,649 0.05 50.00

234 289 Ì(VJ) 45.05 32.94 20 20,208 2,422 727,237 0.10 0.82
235 304 tÙ(Nd) 44.95 31.21 12 20,216 1,897 727,762 0.06 0.63

236 302 xX(Na) 44.36 31.56 15 20,213 2,085 727,574 0.07 0.71

237 216 ´u(D) 44.11 57.43 100 20,128 1,686 727,973 0.49 5.60
238 296 Ú7(Na) 43.32 32.09 22 20,206 2,499 727,160 0.11 0.87

239 287 ªW(VC) 43.31 32.95 29 20,199 2,912 726,747 0.14 0.99
240 282 	T(Na) 43.21 34.96 58 20,170 4,476 725,183 0.29 1.28
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241 299 Ì¶(D) 42.97 32.00 23 20,205 2,550 727,109 0.11 0.89

242 173 ˚Z(Na) 42.76 83.76 24 20,204 147 729,512 0.12 14.04

243 301 œ(Dfa) 42.72 31.69 22 20,206 2,483 727,176 0.11 0.88
244 177 µóÖ(Neqa) 42.41 81.16 25 20,203 162 729,497 0.12 13.37

245 305 ’e(Na) 42.35 31.15 20 20,208 2,351 727,308 0.10 0.84

246 218 ³(T) 42.31 57.00 79 20,149 1,218 728,441 0.39 6.09
247 211 ø-(Nd) 42.28 58.67 68 20,160 971 728,688 0.34 6.54

248 145 \(I) 42.22 120.84 13 20,215 31 729,628 0.06 29.55

249 166 õ&(VC) 42.03 92.47 19 20,209 88 729,571 0.09 17.76
250 220 �(VC) 41.41 55.43 80 20,148 1,254 728,405 0.40 6.00

251 312 u(Nf) 41.35 30.17 18 20,210 2,201 727,458 0.09 0.81
252 316 wõ(D) 41.00 29.77 17 20,211 2,129 727,530 0.08 0.79

253 240 ƒä(Na) 40.28 48.99 149 20,079 3,015 726,644 0.74 4.71
254 310 TX(VD) 39.94 30.62 29 20,199 2,815 726,844 0.14 1.02

255 245 g)(VK) 39.89 47.14 193 20,035 4,228 725,431 0.95 4.37

256 175 “(VE) 39.77 82.42 20 20,208 107 729,552 0.10 15.75
257 329 ��(VC)[+nom] 39.60 27.86 12 20,216 1,769 727,890 0.06 0.67

258 322 ÅÒ(Nc) 39.41 28.72 17 20,211 2,088 727,571 0.08 0.81

259 150 ˛(T) 39.38 113.61 12 20,216 28 729,631 0.06 30.00
260 303 1Å(Nc) 39.07 31.26 46 20,182 3,713 725,946 0.23 1.22

261 320 ’m(Na) 38.96 29.03 21 20,207 2,321 727,338 0.10 0.90
262 337 V(Ng) 38.34 26.55 10 20,218 1,602 728,057 0.05 0.62

263 236 Bk(P) 37.96 50.15 79 20,149 1,282 728,377 0.39 5.80

264 321 êÛ(VE) 37.88 28.88 26 20,202 2,584 727,075 0.13 1.00
265 242 ‰a(Na) 37.84 48.64 93 20,135 1,622 728,037 0.46 5.42

266 295 D(P) 37.82 32.21 101 20,127 6,374 723,285 0.50 1.56
267 331 Ë–(Nc) 37.77 27.80 18 20,210 2,107 727,552 0.09 0.85

268 291 ª(D) 37.55 32.70 142 20,086 8,251 721,408 0.70 1.69

269 334 ð(Nf) 37.55 26.77 13 20,215 1,785 727,874 0.06 0.72
270 201 ªJ(VH) 36.68 63.82 27 20,201 220 729,439 0.13 10.93

271 159 5óz(VH) 36.54 106.45 11 20,217 25 729,634 0.05 30.56
272 347 ý(Neu) 36.20 25.70 12 20,216 1,686 727,973 0.06 0.71

273 207 ßT(Na) 36.05 59.93 30 20,198 273 729,386 0.15 9.90

274 343 Ö(Neqa) 35.54 26.01 16 20,212 1,925 727,734 0.08 0.82
275 203 }(VL) 35.36 62.51 25 20,203 196 729,463 0.12 11.31

276 317 çÞ(Na) 35.31 29.73 80 20,148 5,273 724,386 0.40 1.49

277 323 ²(P) 35.21 28.66 51 20,177 3,840 725,819 0.25 1.31
278 213 <(Dfb) 34.71 58.34 28 20,200 248 729,411 0.14 10.14

279 266 AÐ(Nh) 34.63 38.74 333 19,895 8,516 721,143 1.65 3.76
280 314 y(D) 34.55 29.87 117 20,111 6,971 722,688 0.58 1.65
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Ranking QRW Statistic Count Recall Precision

LLR χ2 wi LLR χ2 a b c d (%) (%)

281 342 ��(VC) 33.80 26.04 26 20,202 2,465 727,194 0.13 1.04

282 338 %È(Na) 33.79 26.46 31 20,197 2,742 726,917 0.15 1.12

283 349 �ù(Neu) 33.56 25.48 22 20,206 2,230 727,429 0.11 0.98
284 319 \(P) 33.53 29.08 119 20,109 7,015 722,644 0.59 1.67

285 250 AÞ(Na) 33.36 44.48 66 20,162 1,046 728,613 0.33 5.94

286 179 i{(VA) 33.36 80.53 13 20,215 48 729,611 0.06 21.31
287 328 Ù(Nf) 33.34 27.97 72 20,156 4,809 724,850 0.36 1.48

288 193 }}(VE) 33.22 68.21 17 20,211 93 729,566 0.08 15.45

289 368 -(Ncd) 32.94 23.61 12 20,216 1,605 728,054 0.06 0.74
290 361 c(Neqa) 32.92 24.28 16 20,212 1,856 727,803 0.08 0.85

291 354 Çá(VL) 32.85 25.19 24 20,204 2,324 727,335 0.12 1.02
292 219 à¤(Na) 32.35 56.11 24 20,204 197 729,462 0.12 10.86

293 230 H�(VF) 32.28 51.16 31 20,197 317 729,342 0.15 8.91
294 372 J(Cbb) 32.11 23.43 14 20,214 1,711 727,948 0.07 0.81

295 358 J£(Caa) 32.10 24.93 27 20,201 2,470 727,189 0.13 1.08

296 359 úk(P) 32.06 24.91 27 20,201 2,469 727,190 0.13 1.08
297 352 æ˜(Na) 31.93 25.32 34 20,194 2,845 726,814 0.17 1.18

298 241 �(VE) 31.74 48.70 34 20,194 377 729,282 0.17 8.27

299 224 µo(Ncd) 31.70 53.74 25 20,203 217 729,442 0.12 10.33
300 247 º(VH) 31.68 45.43 44 20,184 578 729,081 0.22 7.07
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