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摘      要 

  無線網狀網路是由網狀節點以及網狀用戶端所組成。網狀節點以無線

方式彼此連結形成網狀骨幹網路以提供網狀用戶端存取網際網路資訊。在

本篇論文中，我們針對沒有訊號干擾的情況之下，給定每一個網狀節點的

位置以及每一個網狀節點所配置的天線個數計算從網狀用戶端到網際網路

入口的最大網路輸出值。我們將這個最大網路輸出值定義成該網路的輸出

上限值。在本篇論文中，我們提出了一個演算法來解網路輸出上限的問題。

我們的方法是將上述的問題轉換成最大流量問題。如此一來就可以透過最

大流量演算法來求解，所花的計算時間椱雜度和多項式成比例。除此之外，

我們利用模擬的方法，探討不同的因素包括網狀節點所放置的位置、網狀

閘道節點的個數以及網狀節點所配置的天線個數對輸出上限值的影響。 
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Abstract 
 

 A wireless mesh network consists of mesh routers and mesh clients. Mesh 

routers form the wireless backbone through wireless links which provides mesh 

clients connecting to the wired Internet. In this thesis, we consider the following 

problem: given a deployment of mesh routers and the number of radio interfaces 

of each mesh router, what is the maximum throughput from mesh clients to the 

wired Internet under interference-free assumption. We define the maximum 

throughput of the problem as an upper bound of the throughput for the given 

wireless mesh network. The proposed problem is transformed into a maximum 

flow problem and then the problem can be solved by existing maximum flow 

algorithms. Therefore, an upper bound of the throughput for the given wireless 

mesh network can be obtained in polynomial time. The simulation results show 

that the upper bound of the throughput is affected by the deployment of mesh 

routers, the number of mesh routers which serve as gateway and the number of 

radio interfaces of each mesh router. 
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Chapter 1 

Introduction 

 

 
A wireless mesh network consists of mesh routers and mesh clients where 

mesh routers have minimal mobility and form the wireless backbone through 

wireless links. Other than the routing functionality, mesh routers contains 

additional functions to support mesh networking. With access point 

functionality, mesh routers can provide network access for mesh clients within 

their coverage area. With gateway functionality, mesh routers can connect to the 

wired Internet [1]. In such networks, traffic is mainly routed by the mesh routers 

between the mesh clients and the wired Internet.  

Wireless mesh networks are attractive to several wireless network 

applications, e.g., wireless last mile access of ISPs, broadband home networking, 

community and neighborhood networks, enterprise networking, building 

automation, and so on. The main reason is the low cost of deployment and 

maintenance due to the absence of a wired infrastructure. However, wireless 

communication suffers from interference problem which prohibits simultaneous 

transmissions in a common neighborhood. 

The wireless interference can be alleviated if different node pairs in a 

common neighborhood use different non-overlapping channels. Fortunately, the 

IEEE 802.11b/g standard provides 3 non-overlapping channels in the 2.4 GHz 

spectrum and IEEE 802.11a standard provides 12 non-overlapping channels in 

the 5 GHz spectrum. However, a single-radio wireless mesh network, i.e., to 

1 



equip each mesh router with one radio interface, forces all routers to use the 

same channel to maintain network connectivity. This architecture poorly utilizes 

available spectrum and suffers from the well-known capacity scaling problem 

[12], [13]. 

We therefore consider a multi-radio wireless mesh network, i.e., to equip 

each mesh router with multiple radio interfaces, for effective use of available 

orthogonal channels.  This architecture allows multiple simultaneous 

transmissions within a common neighborhood as long as different radio 

interface pairs which used for transmissions work on different non-overlapping 

channels. Thus, it can reduce the wireless interference and increase the network 

throughput [4], [10]. 

Two of the most challenging research issues in multi-radio wireless mesh 

networks are the channel assignment and the routing problems. The channel 

assignment problem determines an assignment of channels to radio interfaces, 

while the routing problem determines the routing paths for the flow from source 

to destination and thus determines the flow on each link. The goal of these two 

problems is to maximize the network throughput. Unfortunately, the problem of 

finding optimal throughput is NP-hard [12]. 

In this thesis, we want to find an upper bound of the throughput for 

multi-radio wireless mesh networks. More precisely, our problem is that given 

the deployment of mesh routers and the number of radio interfaces of each mesh 

router, we want to find the maximum flow from mesh clients to the wired 

Internet under interference-free assumption. We define the maximum 

throughput of the problem as an upper bound of the throughput for the given 

wireless mesh network. Because we assume that interference does not arise and 

radio interfaces equipped at each router are set to different non-overlapping 

channels, the capacity of each router is equal to its radio interfaces multiplied by 

channel capacity. Therefore, for each mesh router, the sum of incoming flows 

plus the sum of outgoing flows cannot exceed the mesh router’s capacity. We 
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proposed a transformation method which transforms the proposed problem into 

a maximum flow problem [14] and then solved it by the existing maximum flow 

algorithms, e.g., Ford-Fulkerson algorithm [15], Edmonds-Karp algorithm [16], 

Dinic’s algorithm [17], etc. The contributions of this thesis are listed in the 

following: 

‧ We show that the proposed problem can be solved in polynomial time. In 

other words, we can obtain an upper bound of the throughput for the 

wireless mesh network in polynomial time. 

‧ We show that the deployment of mesh routers, the number of mesh routers 

which serve as gateway and the number of radio interfaces of each mesh 

router affect the upper bound of the network throughput. 

‧ The resulting flow, i.e., the maximum flow, can provide the basis for 

channel assignment, i.e., to assign channels to radio interfaces based on the 

flow on each link.  
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Chapter 2 

Related Work 

 

 
 The maximum flow problem is to find a feasible flow from the source to 

the sink in a flow network that is maximized. The maximum flow problem can 

be mathematically defined as follows. Consider a flow network  

which is a directed graph where each edge 

),( EVG =

Eji ∈),(  has a nonnegative 

capacity . We distinguish two nodes in the flow network: a source  

and a sink . A flow in  must satisfy the following properties:  

0≥ijc s

t G

Vi
tiiff

tisiif
siiff

xx
Vk

ki
Vj

ij ∈∀
⎪
⎩

⎪
⎨

⎧

=−
≠∧≠

=
=−∑∑

∈∈ ,
,0

,
                       (1) 

Vjicx ijij ∈∀≤≤ ,,0                                            (2) 

Constraint (1) ensures that for each node, except the source and the sink, the 

sum of incoming flows is equal to the sum of outgoing flows. Constraint (2) 

ensures that the flow on each link cannot exceed the capacity of the edge and 

the flow on each edge is non-negative. Given a flow network  with 

source  and sink t , a maximum flow problem is to find a flow from  to t  

with maximum value without violating above constraints. This problem can be 

solved by several efficient algorithms, i.e., Ford-Fulkerson algorithm, 

Edmonds-Karp algorithm, Dinic’s algorithm, etc. 

),( EVG =

s s

Several studies [2]-[10] have been proposed for multi-radio wireless mesh 

networks. In [2] and [3], the authors proposed a flow rate computation method 
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to find a maximum flow from mesh clients to the wired Internet in the absence 

of wireless interference. Because of maximizing the network flow, this method 

is not dependent on any particular traffic profile. The authors assume that mesh 

routers have to forward packets toward the wired network, regardless of which 

particular gateway is used. In other words, mesh aggregation devices collecting 

user traffic do not have to forward each packet to a specific mesh gateway, but 

can direct it to any of the mesh gateways. In this assumption, the problem of 

maximizing the flow from any source to any sink is a single commodity flow 

problem with multiple sources and sinks. There is a standard trick to reduce this 

more general version to the case with a single source and a single sink by 

adding two extra nodes. That is, two nodes s and t are added to connect to the 

nodes in  and , respectively, with links of infinite capacity, where  is 

the set of mesh aggregation devices and  is the set of mesh gateways. 

AV GV AV

GV

In [4], the authors proposed 802.11-based multi-channel wireless mesh 

network architecture and developed an iterative approach to solve the joint 

routing and channel assignment problem. The goal is to maximize the 

cross-section goodput over all the source-destination pairs in the network. They 

start with an initial estimation of the expected load on each virtual link without 

regard to the link capacity, and then iterate over channel assignment and routing 

steps until the bandwidth allocated to each virtual link matches its expected load 

as closely as it can. In [5], the authors presented an algorithm to finds the 

optimal routes for a given objective of meeting a set of demands in the network 

using a set of necessary conditions as constraints. They also proposed two link 

channel assignment algorithms which allow us to schedule flows on the links in 

the network. In [6], the authors rigorously formulated the joint channel 

assignment and routing problem as an integer linear program (ILP). Since the 

ILP problem is NP-hard, they first solve a linear program relaxation of the joint 

problem. This result provides the flow on the flow graph along with a not 

necessarily feasible channel assignment for the node radios. The channel 

5 



assignment algorithm aims to fix this feasibility. The flow on the graph is then 

readjusted and scaled to ensure a feasible channel assignment and routing. 

Besides, a scheduling algorithm is used to produce an interference free link 

schedule. The goal is to maximize the bandwidth allocated to each traffic 

aggregation point subject to fairness constraint. In [7] and [8], the proposed 

channel assignment and routing schemes take into account both network 

efficiency and fairness, i.e., max-min fairness and proportional fairness. In [9], 

they balance the load among logical links and provide higher effective capacity 

for the bottleneck links in wireless mesh networks. In [10] and [11], the authors 

proposed distributed algorithms to dynamically adjust channel assignment and 

routing. 
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Chapter 3 

Problem Definition 

 

 

3.1 Network Model 

In this thesis, we consider the multi-radio wireless mesh network 

architecture as shown in Figure 3.1. There are three types of mesh routers, i.e., 

pure routers, mesh gateways and mesh APs. All of them are equipped with 

backhaul interfaces which are used for backbone communication. Besides 

backhaul interfaces, each mesh gateway is equipped with gateway functionality 

to enable connectivity to the wired Internet via wired link e.g., high-speed 

Ethernet and each mesh AP is equipped with client interfaces which are used for 

providing network access for mesh clients within their coverage area. We 

assume that every mesh router i  is equipped with  backhaul 

interfaces and every mesh AP  is equipped with  client 

interfaces. We also assume that all backhaul interfaces have identical 

transmission radii (denoted by ). The sets of the pure routers, the mesh 

gateways and the mesh APs are denoted as ,  and , respectively.. 

)1( ≥B
i

B
i RR

i )1( ≥C
i

C
i RR

TR

PV GV AV
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Figure 3.1: A network architecture. 

 

Table 3.1 Meanings of symbols 

Symbol Meaning 

C  the capacity of each channel 
wc  the capacity of the wired link 
B
iR  the number of backhaul interfaces equipped at mesh router  i
C
iR  the number of client interfaces equipped at mesh AP  i

TR  the transmission radius 

ijc  the capacity of link  ),( ji

ijx  the flow on link  ),( ji

 

3.2 Problem Definition 

In this thesis we want to find a maximum flow from mesh clients to the 

wired Internet in the wireless mesh network under interference-free assumption 

(see Figure 3.2(a)).We model the considered wireless mesh network as a 

directed graph  shown in Figure 3.2(b), where  is a set of nodes ),( EVG = V
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containing all mesh routers plus a source  and a sink t . The source  

represents all mesh clients and the sink  represents the wired Internet. Given 

any two mesh routers, if the distance between them is less than transmission 

s s

t

radius, there are two directed edges with opposite directions between them. We 

add an edge from  to every mesh AP and also add an edge from every mesh 

gateway to . Formally, the edge set  

s

t

{(i ,}|),}|),{(},},,{,|),{( GATij VitViisRdjitsVjijiE ∈∪−∈= ≠ ≤ ∪ ∈  

where  is the distance between  and . ijd i j

 

 

 

wired 
Internet

 

 

 

 

 

 

 

 

Figure 3.2: (a) The network flow from mesh clients to the wired Internet. (b) 

The corresponding graph ),( EVG = , where  represents all mesh clients and 

 represents the wired Internet. 

s

t

 

We assign an edge capacity  for each edge ijc Eji ∈),(  as follows.  

tjsiEjiCRCRc B
j

B
iij ≠∧≠∧∈∀××= ),(),,min(                   (3) 

EisCRc C
isi ∈∀×= ),(,                                          (4) 

Eticc wit ∈∀= ),(,                                              (5) 

where  is the number of backhaul interfaces of mesh router , 

 is the number of client interfaces of mesh AP ,  is the capacity of the 

)( B
j

B
i RR )( ji

C
iR i wc

(a) (b) 
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wired link and  is the channel capacity. In Equation (3),  is 

the maximum capacity of mesh router  and thus we set the capacity of 

edge between two mesh routers  to the minimum value of 

. In Equation (4), we set the capacity of the edge  to the 

number of client interfaces of mesh AP  multiplied by channel capacity. In 

Equation (5), we set the capacity of the edge  to the capacity of the wired 

link. The wired link can be a high-speed Ethernet and it’s capacity can be 1 

Gbps or 100 Mbps. For example, given a graph 

C )( CRCR B
j

B
i ××

)( ji

ji,

),( CRCR B
j

B
i ×× ),( is

i

),( ti

),( EVG = (see figure 3.2(b)) 

having five pure routers, one mesh gateway and four mesh APs with parameters 

( , , , , )=(2,2,2,2,2), ( )=(4), ( , , , )=(2,2,2,2), 

( , , , )= (1,1,1, 1), =10 Mbps and =100 Mbps. Figure 3.3 

shows the capacity of each edge 
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Eji ∈),(  after applying Equations (3), (4), 

and (5).  
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Figure 3.3: The capacity for all edge in . G

 

Next, we are going to formulate the proposed problem. The flow on  

must satisfy two basic constraints as follows. Let  denote the flow on edge 

. 

G

ijx

),( ji
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⎩

⎪
⎨

⎧
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≠∧≠

=
=−∑∑

∈∈ ,
,0
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                       (6) 

Vjicx ijij ∈∀≤≤ ,,0                                            (7) 

Constraint (6) ensures that for each node, except the source and the sink, the 

sum of incoming flows is equal to the sum of outgoing flows. Constraint (7) 

ensures that the flow on each link cannot exceed the capacity of the edge and 

the flow on each edge is non-negative. Then, consider the constraint of node’s 

capacity. For each mesh router, the sum of incoming flows and the sum of 

outgoing flows must not exceed its capacity, i.e., its backhaul interfaces 

multiplied by channel capacity. Therefore, we add three constraints as follows:  

P
B
i

Vj
ij

Vk
ki ViCRxx ∈∀×≤+∑∑

∈∈

,                                   (8) 

G
B
i

tVj
ij

Vk
ki ViCRxx ∈∀×≤+ ∑∑

−∈∈

,
}{

                                 (9) 

A
B
i

Vj
ij

sVk
ki ViCRxx ∈∀×≤+∑∑

∈−∈

,
}{

                                (10) 

Constraint (8) ensures that for each pure router, the sum of incoming flows and 

the sum of outgoing flows cannot exceed its capacity. Constraint (9) ensures that 

for each mesh gateway, the sum of incoming flows and the sum of outgoing 

flows, except the flow to , cannot exceed its capacity. Note that constraint (9) 

does not consider the flow from mesh gateway to sink  because the flow goes 

through the wired link. Constraint (10) ensures that for each mesh AP, the sum 

of incoming flows, except the flow from , and the sum of outgoing flows 

cannot exceed its capacity. Similarly, constraint (10) does not consider the flow 

from source  to mesh AP because the flow goes through mesh APs’ client 

interfaces. For example, given a graph 

t

t

s

s

),( EVG =  (see figure 3.3) having five 

pure routers, one mesh gateway and four mesh APs with parameters 

( , , , , )=(2,2,2,2,2), ( )=(4), ( , , 

, )=(2,2,2,2), ( , , , )=(1,1,1,1), =10 Mbps and =100 
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Mbps, and the capacity of each edge was applied by Equations (3), (4), and (5). 

Figure 3.4 shows an example of a feasible flow which satisfies above flow 

constraints and the total flow out of source is 40Mbps. The goal of our problem 

is to maximize the total flow out of source. 
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Figure 3.4: The flow on graph ),( EVG = . 

 

Therefore, our problem can be mathematically formulated as follows. 

Problem P1: 

Maximize  f
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There are several efficient commercial software packages (e.g., CPLEX [18]) 

that can be applied to solve Problem P1. Most of them use the branch-and-cut 

algorithm [19]. However, these packages only solve Problem P1 easily in small 

scale networks. For large-scale networks, finding the optimal solutions for 

Problem P1 is not trivial. 
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Chapter 4 

Problem Transformation  

 

 

4.1 Transforming Problem P1 into a 

Maximum Flow Problem 

In this section, we present how to transform Problem P1 into a maximum 

flow problem. Comparing Problem P1 to the maximum flow problem, Problem 

P1 has additional constraints (13)-(15). In the following, we present a 

transformation method to transform the constraints (13)-(15) into a set of flow 

conservation constraints and edge capacity constraints. 

1) We can rewrite constraint (13) as follows.  

 

P
B
i

Vj
ij

Vk
ki ViCRxx ∈∀×≤+∑∑

∈∈

,  

))11((, ntconstraibyViCRxx P
B
i

Vk
ki

Vk
ki ∈∀×≤+⇒ ∑∑

∈∈

 

P
B
i

Vk
ki ViCRx ∈∀×≤×⇒ ∑

∈

,2           

P
B
i

Vk
ki ViCRx ∈∀×≤⇒∑

∈

,2/)(             (16) 
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Let flow  

∑
∈

=
Vk

kiii xx
outin )()(

' .                                           (17) 

Inequation (16) can be rewritten as 

P
B
iii ViCRx

outin
∈∀×≤ ,2/)('

)()(
                                 (18) 

Equation (17) can be rewritten as 

0'
)()(

=−∑
∈Vk

kiii xx
outin

                                          (19) 

By constraint (11), equation (17) can be rewritten as 

0'
)()(
=−∑

∈
outin ii

Vj
ij xx                                          (20) 

Thus, constraint (13) can be replaced by two flow conservation constraints 

(constraints (19) and (20)) and an edge capacity constraint (constraint 

(18)). 

The above transformation can be explained as follows. We split each pure 

router  into  and . The node  has an edge entering it for every 

edge entering . The node  has an edge leaving it for every edge 

leaving . We add one edge connecting  and  directed towards 

 and set the capacity of edge  to . See Figure 4.1. 

i ini outi ini

i outi

i ini outi

outi ),( outin ii 2/)( CRB
i ×

 

 

 

 

 

Figure 4.1: a transformation for pure router. 
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2) Constraint (14) can be transformed as follows. 

 

G
B
i

tVj
ij

Vk
ki ViCRxx ∈∀×≤+ ∑∑

−∈∈

,
}{

 

))11((,
}{

ntconstraibyViCRxx G
B
i

tVj
ij

Vj
ij ∈∀×≤+⇒ ∑∑

−∈∈

 

G
B
i

tVj
ij

tVj
ijit ViCRxxx ∈∀×≤++⇒ ∑∑

−∈−∈

,)(
}{}{

 

G
B
i

tVj
ijit ViCRxx ∈∀×≤×+⇒ ∑

−∈

,2
}{

 

Git
B
i

tVj
ij VixCRx ∈∀−×≤⇒ ∑

−∈

,2/)(
}{

        (21) 

 

Note that  ),min( CRcx B
iitit ×≤

Then, inequation (21) can be rewritten as 

G
B
iit

B
i

tVj
ij ViCRcCRx ∈∀×−×≤∑

−∈

,2/)),min((
}{

 

Similarly, let two flows 

∑
−∈

=
}{

)()('
tVj

ijii xx outin , itti xx
in
=

)(
' . 

We replace constraint (14) by a capacity constraint 

G
B
iit

B
iii ViCRcCRx outin ∈∀×−×≤ ,2/)),min((' )()(  

and two flow conservation constraints 

0' )()(

}{
=−∑

−∈
outin ii

tVj
ij xx  

0

)()''(

)''(

}{
)()()(

)()()(

=

+−+=

−+

∑

∑

−∈

∈

tVj
ijitiiti

Vk
kiiiti

xxxx

xxx

outinin

outinin

 

That is, we split each mesh gateway  into  and . The node  

has an edge entering it for every edge entering plus the edge . 

i ini outi ini

i ),( tiin
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The node  has an edge leaving it for every edge leaving  except the 

edge . We set the capacity of the edge  to . 

We add one edge connecting  and  directed towards  and set 

the capacity of edge  to . See 

Figure 4.2. 

outi i

),( ti ),( tiin ),min( CRc B
iit ×

ini outi outi

),( outin ii 2/)),min(( CRcCR B
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B
i ×−×

 

2/)),min(

('
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B
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iii outin
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)(
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iitti in

= )C×

i…

…

t

i…

…

t

… iin iout

 

 t

… iin iout 

 

 

 

Figure 4.2: a transformation for mesh gateway. 

 

3) Similarly, constraint (15) can be transformed by two flow conservation 

constraints and a capacity constraint as follows. 
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sVk
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,)(
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B
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}{
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B
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−∈

,2/)(
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Note that  ),min( CRcx B
isisi ×≤

Then, inequation (22) can be rewritten as 

A
B
isi

B
i

sVk
ki ViCRcCRx ∈∀×−×≤∑

−∈

,2/)),min((
}{

 

Similarly, let two flows 

∑
−∈

=
}{

)()('
sVk

kiii xx outin , sisi xx
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=

)(
' . 

We replace constraint (15) by a capacity constraint 

A
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B
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and two flow conservation constraints 
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xxxx
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That is, we split each mesh AP  into  and . The node  has an 

edge entering it for every edge entering  except the edge . The 

node  has an edge leaving it for every edge leaving  plus the edge 

. We set the capacity of the edge  to . We 

add one edge connecting  and  directed towards  and set the 

capacity of edge  to . See Figure 

4.3. 
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Figure 4.3: a transformation for mesh AP. 
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The Problem P1 can be transformed into a maximum problem as follows.  

Pro

 

  

blem P2: 

Maximize f  

Subject to 

'
,

,0
,

''
''

Vi
tiiff

tisiif
siiff

xx
Vk

ki
Vj

ij ∈∀
⎪
⎩

⎪
⎨

⎧

=−
≠∧≠

=
=− ∑∑

∈∈

',,''0 Vjicx ijij ∈∀≤≤   

The Problem P1 can be solved through running a maximum flow algorithm on 

4.2 Illustrated Examples 

In this section, we give some examples to show how to transfer the original 

gra

E

new graph )','(' EVG = . 

ph to the corresponding graph, how to find a maximum flow for the 

corresponding graph and how to convert the resulting maximum flow to an 

optimal flow for the original problem. 

Example 1: Given a graph (VG ),=  representing the network flow from 

mes e Figu

)=(1,1,1,1), 

The Figure 4.4(b) gives the transform aph 

h clients to the wired Internet (se re 4.4(a)). There are five pure routers, 

one mesh gateway and four mesh APs with parameters 

( B
pR

1
, B
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)=(2,2,2,2,2), ( B

gR
1
)=(4), ( B

aR
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, B

aR
4
)=(2,2,2,2), 

ed new gr

( C
aR

1
, C

aR
2
, C

aR
3
, C

aR
4

C =10 Mbps, and wc =100 Mbps. 

)','(' EVG =  with edge 

cap monds-Karacity. We find a maximum flow through running Ed p algorithm 

[16] on Figure 4.4(b) and then convert the resulting flow to the original graph 

),( EVG = . Figure 4.4(c) shows the resulting flow on ),( EVG =  and the 

w is 40 Mbps. 

 

optimal flo
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Figure 4.4: (a) A graph ),( EVG =  represents network flow from mesh clients 

 The transfto the wired Internet. (b) ormed new graph )','(' EVG =  with edge 

capacity. The color of edge represents the capacity of  resulting 

flow on the original graph ),( EVG

edge. (c) The

= . 

 

Example 2: Given a graph ),( EVG =  representing the network flow from 

mes e Figu

)=(1,1,1,1), 

This example shows that our transformed method can also be used in the 

net

h clients to the wired Internet (se re 4.5(a)). There are five pure routers, 

two mesh gateways and four mesh APs with parameters 
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4
C =10 Mbps and wc =100 Mbps. 

work with multiple mesh gateways. The Figure 4.5(b) gives the transformed 

new graph )','(' EVG =  with edge capacity. We find the maximum from the 
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graph in Figure 4.5(b) and then convert the resulting flow to the original graph 

),( EVG = . Figure 4.5(c) shows the resulting flow on ),( EVG =  and the 

w is 40 Mbps. 
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Figure 4.5: (a) A graph ),( EVG =  represents network flow from mesh clients 

to the wired Internet. (b) ormed new graph )','(' EVG The transf =  with edge 

capacity. The color of edge represents the capacity of  resulting 

flow on the original graph ),( EVG

edge. (c) The

= . 

 

Example 3: Given a graph ),( EVG =  

(see F

representing the network flow from 

mesh clients to the wired Internet 
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C
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, )=(1,1,1,1,1,1,1,1,1), =10 Mbps and =100 Mbps. C

aR
9

C wc

This example shows that our transformed method can also be applied to the 

network with no pure router. In other word, there are two types of mesh routers, 

i.e., mesh APs and mesh gateways, in this network architecture. The Figure 

4.6(b) gives the transformed graph )','(' EVG =  with edge capacity. After 

finding the maximum flow from )','(' EVG = , we convert the resulting flow to 

the original graph . Figure 4.6(c) shows the resulting flow on 

 and the optimal flow is 90 Mbps. 
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Figure 4.6: (a) A graph ),( EVG =  represents network flow from mesh clients 

to the wired Internet. (b) The transformed new graph )','(' EVG =  with edge 

capacity. The color of edge represents the capacity of edge. (c) The resulting 

flow on the original graph ),( EVG = . 
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Chapter 5 
Time Complexity and Numerical 
Results 
 
 

5.1 Time Complexity 

In this section, we determine the cost of constructing a new graph 

 from the original graph )','(' EVG = ),( EVG =  and the cost of running a 

maximum flow algorithm on the new graph )','(' EVG = . The cost of splitting 

every mesh router  into  and , to obtain  is i ini outi 'V |)(| VΟ . The cost of 

adding a new edge  and assigning it capacity, repeated  times, is 

also . The total cost of this construction is therefore 

),( outin ii || V

|)(| VΟ |)(| VΟ . Note that 

|  and |2|'| VV = |||||'| VEE += . If we apply the Edmonds-Karp algorithm on 

the new graph , the time complexity is . Hence the 

total cost of finding a maximum flow in the original graph  is 

. 

)','(' EVG = )|'||'(| 2EVΟ

),( EVG =

=Ο+Ο )|'||'(||)(| 2EVV )|)|||)(||2(()|'||'(| 22 VEVEV +Ο=Ο

5.2 Numerical Results 

In this section, we consider a 88×  grid network. For each topology, we 

choose 30 mesh APs and 6 mesh gateways randomly. The remaining nodes are 

pure routers. Each pure router is equipped with 2 backhaul interfaces and each 

mesh gateway is equipped with 5 backhaul interfaces and each mesh AP is 

equipped with 2 backhaul interfaces and 1 client interface. The capacity of each 

channel is 10 Mbps and the capacity of wired link is 100 Mbps. We define the 

maximum flow of the network as the throughput upper bound. Figure 5.1 shows 

24 



the effects of different topologies on the throughput upper bound. In this figure, 

the largest throughput upper bound and the least throughput upper bound among 

these topologies are 230 Mbps and 120 Mbps, respectively. It shows that a 

better deployment of mesh routers is important. Figure 5.2 shows the effects of 

varying the number of mesh gateways on the average throughput upper bound. 

Note that each data point is the average over the 1000 topologies. The number 

of mesh gateways goes from 1 to 6 and the figure shows that the average 

throughput upper bound increases with the number of mesh gateways. It also 

shows that the average throughput upper bound only has 190.35 Mbps when 

there are 6 mesh gateways. That is because every mesh AP and every pure 

router are only equipped with 2 backhaul interfaces. Figure 5.3 shows the 

effects of varying the number of backhaul interfaces equipped at each mesh AP 

and each pure router on the average throughput upper bound. Note that each 

data point is the average over the 1000 topologies. The number of backhaul 

interfaces equipped at each mesh AP and each pure router goes from 2 to 5 and 

the figure shows the average throughput upper bound increases with the number 

of backhaul interfaces equipped at each mesh AP and each pure router. The 

average throughput upper bound can reach 281.145 Mbps when 5 backhaul 

interfaces equipped at each mesh AP and each pure router.  
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Figure 5.1: Throughput upper bound of 10 different topologies. 
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Figure 5.2: Throughput upper bound increases with the number of mesh 

gateways. Each data point is the average over the 1000 topologies. 
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Figure 5.3: Throughput upper bound increases with the number of backhaul 

interfaces equipped at each mesh AP and each pure router. Each data point is 

the average over the 1000 topologies. 
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Chapter 6 

Conclusion and Future Work 

 

 
In this thesis, given the deployment of mesh routers and the number of radio 

interfaces of each mesh router, we want to find the maximum flow from mesh 

clients to the wired Internet under interference-free assumption. We define the 

maximum throughput of the problem as an upper bound of the throughput for 

the given wireless mesh network. The proposed problem is transformed into a 

maximum flow problem and then the problem can be solved by existing 

maximum flow algorithms. Therefore, an upper bound of the throughput for the 

given wireless mesh network can be obtained in polynomial time. The 

simulation results show that the upper bound of the throughput is affected by the 

deployment of mesh routers, the number of mesh routers which serve as 

gateway and the number of radio interfaces of each mesh router. 

Note that the maximum flow of the resulting graph determines a set of 

routes which forms a subgraph. This subgraph preserves the maximum 

throughput for the wireless mesh network. In the future, we can consider a 

channel assignment problem for the wireless mesh networks based on the 

subgraph which is constructed by the resulting flow graph. If a feasible channel 

assignment is found, then this assignment is optimal for maximizing throughput. 
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