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An Upper Bound of the Throughput
for Multi-Radio Wireless Mesh
Networks

Student: Shu-Ying Huang  Advisor: Dr. Rong-Hong Jan

INSTITUTE OF NETWORK ENGINEERING
NATIONAL CHIAO TUNG UNIVERSITY

Abstract

A wireless mesh network consists of mesh routers and mesh clients. Mesh
routers form the wireless backbone through wireless links which provides mesh
clients connecting to the wired Internet. In this thesis, we consider the following
problem: given a deployment of mesh routers and the number of radio interfaces
of each mesh router, what is the maximum throughput from mesh clients to the
wired Internet under interference-free assumption. We define the maximum
throughput of the problem as an upper bound of the throughput for the given
wireless mesh network. The proposed problem is transformed into a maximum
flow problem and then the problem can be solved by existing maximum flow
algorithms. Therefore, an upper bound of the throughput for the given wireless
mesh network can be obtained in polynomial time. The simulation results show
that the upper bound of the throughput is affected by the deployment of mesh
routers, the number of mesh routers which serve as gateway and the number of

radio interfaces of each mesh router.
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Chapter 1

Introduction

A wireless mesh network consists of mesh routers and mesh clients where
mesh routers have minimal mobility and form the wireless backbone through
wireless links. Other than the routing functionality, mesh routers contains
additional functions to support mesh networking. With access point
functionality, mesh routers can provide network access for mesh clients within
their coverage area. With gateway functionality, mesh routers can connect to the
wired Internet [1]. In such networks, traffic is mainly routed by the mesh routers
between the mesh clients and the wired Internet.

Wireless mesh networks are attractive to several wireless network
applications, e.g., wireless last mile access of ISPs, broadband home networking,
community and neighborhood networks, enterprise networking, building
automation, and so on. The main reason is the low cost of deployment and
maintenance due to the absence of a wired infrastructure. However, wireless
communication suffers from interference problem which prohibits simultaneous
transmissions in a common neighborhood.

The wireless interference can be alleviated if different node pairs in a
common neighborhood use different non-overlapping channels. Fortunately, the
IEEE 802.11b/g standard provides 3 non-overlapping channels in the 2.4 GHz
spectrum and IEEE 802.11a standard provides 12 non-overlapping channels in

the 5 GHz spectrum. However, a single-radio wireless mesh network, i.e., to

1



equip each mesh router with one radio interface, forces all routers to use the
same channel to maintain network connectivity. This architecture poorly utilizes
available spectrum and suffers from the well-known capacity scaling problem
[12], [13].

We therefore consider a multi-radio wireless mesh network, i.e., to equip
each mesh router with multiple radio interfaces, for effective use of available
orthogonal channels. This architecture allows multiple simultaneous
transmissions within a common neighborhood as long as different radio
interface pairs which used for transmissions work on different non-overlapping
channels. Thus, it can reduce the wireless interference and increase the network
throughput [4], [10].

Two of the most challenging research issues in multi-radio wireless mesh
networks are the channel assignment and the routing problems. The channel
assignment problem determines an assignment of channels to radio interfaces,
while the routing problem determines the routing paths for the flow from source
to destination and thus determines the flow on each link. The goal of these two
problems is to maximize the network throughput. Unfortunately, the problem of
finding optimal throughput is NP-hard [12].

In this thesis, we want to find an upper bound of the throughput for
multi-radio wireless mesh networks. More precisely, our problem is that given
the deployment of mesh routers and the number of radio interfaces of each mesh
router, we want to find the maximum flow from mesh clients to the wired
Internet under interference-free assumption. We define the maximum
throughput of the problem as an upper bound of the throughput for the given
wireless mesh network. Because we assume that interference does not arise and
radio interfaces equipped at each router are set to different non-overlapping
channels, the capacity of each router is equal to its radio interfaces multiplied by
channel capacity. Therefore, for each mesh router, the sum of incoming flows

plus the sum of outgoing flows cannot exceed the mesh router’s capacity. We
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proposed a transformation method which transforms the proposed problem into
a maximum flow problem [14] and then solved it by the existing maximum flow
algorithms, e.g., Ford-Fulkerson algorithm [15], Edmonds-Karp algorithm [16],
Dinic’s algorithm [17], etc. The contributions of this thesis are listed in the
following:
We show that the proposed problem can be solved in polynomial time. In
other words, we can obtain an upper bound of the throughput for the
wireless mesh network in polynomial time.
We show that the deployment of mesh routers, the number of mesh routers
which serve as gateway and the number of radio interfaces of each mesh
router affect the upper bound of the network throughput.
The resulting flow, i.e., the maximum flow, can provide the basis for
channel assignment, i.e., to assign channels to radio interfaces based on the

flow on each link.



Chapter 2

Related Work

The maximum flow problem is to find a feasible flow from the source to
the sink in a flow network that is maximized. The maximum flow problem can
be mathematically defined as follows. Consider a flow network G =(V,E)
which is a directed graph where each edge (i, j)e E has a nonnegative
capacity c; >0. We distinguish two nodes in the flow network: a source s

and asink t.Aflowin G must satisfy the following properties:

f if i =s,
DX =D X =10 ifizsaizt, VieV (1)
S -f  ifi=t,
0<x; <c;, Vi jeV (2)

Constraint (1) ensures that for each node, except the source and the sink, the
sum of incoming flows is equal to the sum of outgoing flows. Constraint (2)
ensures that the flow on each link cannot exceed the capacity of the edge and
the flow on each edge is non-negative. Given a flow network G = (V,E) with
source s and sink t, a maximum flow problem is to find a flow from s to t
with maximum value without violating above constraints. This problem can be
solved by several efficient algorithms, i.e., Ford-Fulkerson algorithm,
Edmonds-Karp algorithm, Dinic’s algorithm, etc.

Several studies [2]-[10] have been proposed for multi-radio wireless mesh

networks. In [2] and [3], the authors proposed a flow rate computation method
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to find a maximum flow from mesh clients to the wired Internet in the absence
of wireless interference. Because of maximizing the network flow, this method
is not dependent on any particular traffic profile. The authors assume that mesh
routers have to forward packets toward the wired network, regardless of which
particular gateway is used. In other words, mesh aggregation devices collecting
user traffic do not have to forward each packet to a specific mesh gateway, but
can direct it to any of the mesh gateways. In this assumption, the problem of
maximizing the flow from any source to any sink is a single commodity flow
problem with multiple sources and sinks. There is a standard trick to reduce this
more general version to the case with a single source and a single sink by
adding two extra nodes. That is, two nodes s and t are added to connect to the
nodes in V, and Vg, respectively, with links of infinite capacity, where V, is
the set of mesh aggregation devices and V; is the set of mesh gateways.

In [4], the authors proposed 802.11-based multi-channel wireless mesh
network architecture and developed an iterative approach to solve the joint
routing and channel assignment problem. The goal is to maximize the
cross-section goodput over all the source-destination pairs in the network. They
start with an initial estimation of the expected load on each virtual link without
regard to the link capacity, and then iterate over channel assignment and routing
steps until the bandwidth allocated to each virtual link matches its expected load
as closely as it can. In [5], the authors presented an algorithm to finds the
optimal routes for a given objective of meeting a set of demands in the network
using a set of necessary conditions as constraints. They also proposed two link
channel assignment algorithms which allow us to schedule flows on the links in
the network. In [6], the authors rigorously formulated the joint channel
assignment and routing problem as an integer linear program (ILP). Since the
ILP problem is NP-hard, they first solve a linear program relaxation of the joint
problem. This result provides the flow on the flow graph along with a not

necessarily feasible channel assignment for the node radios. The channel
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assignment algorithm aims to fix this feasibility. The flow on the graph is then
readjusted and scaled to ensure a feasible channel assignment and routing.
Besides, a scheduling algorithm is used to produce an interference free link
schedule. The goal is to maximize the bandwidth allocated to each traffic
aggregation point subject to fairness constraint. In [7] and [8], the proposed
channel assignment and routing schemes take into account both network
efficiency and fairness, i.e., max-min fairness and proportional fairness. In [9],
they balance the load among logical links and provide higher effective capacity
for the bottleneck links in wireless mesh networks. In [10] and [11], the authors
proposed distributed algorithms to dynamically adjust channel assignment and

routing.



Chapter 3

Problem Definition

3.1 Network Model

In this thesis, we consider the multi-radio wireless mesh network
architecture as shown in Figure 3.1. There are three types of mesh routers, i.e.,
pure routers, mesh gateways and mesh APs. All of them are equipped with
backhaul interfaces which are used for backbone communication. Besides
backhaul interfaces, each mesh gateway is equipped with gateway functionality
to enable connectivity to the wired Internet via wired link e.g., high-speed
Ethernet and each mesh AP is equipped with client interfaces which are used for
providing network access for mesh clients within their coverage area. We
assume that every mesh router i is equipped with R° (R° >1) backhaul
interfaces and every mesh AP i is equipped with RS (R® >1) client
interfaces. We also assume that all backhaul interfaces have identical
transmission radii (denoted by R;). The sets of the pure routers, the mesh

gateways and the mesh APs are denoted as V,, V; and V,, respectively..
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Internet
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Figure 3.1: A network architecture.

Table 3.1 Meanings of symbols

Symbol Meaning

C the capacity of each channel

C, the capacity of the wired link

R’ the number of backhaul interfaces equipped at mesh router i
R the number of client interfaces equipped at mesh AP i

R, the transmission radius

C; the capacity of link (i, j)

X; the flow on link (i, j)

3.2 Problem Definition

In this thesis we want to find a maximum flow from mesh clients to the
wired Internet in the wireless mesh network under interference-free assumption
(see Figure 3.2(a)).We model the considered wireless mesh network as a

directed graph G =(V,E) shown in Figure 3.2(b), where V is a set of nodes



containing all mesh routers plus a source s and a sink t. The source s
represents all mesh clients and the sink t represents the wired Internet. Given
any two mesh routers, if the distance between them is less than transmission
radius, there are two directed edges with opposite directions between them. We
add an edge from s to every mesh AP and also add an edge from every mesh
gateway to t. Formally, the edge set

E={( )i, jeV-{s,t},i= jd; <R IU{(s,i)]i eV, IU{(,1)]ieV.},

where d; is the distance between i and j.

wired &S
Internet

(@) (b)

Figure 3.2: (a) The network flow from mesh clients to the wired Internet. (b)

The corresponding graph G = (V,E), where s represents all mesh clients and

t represents the wired Internet.

We assign an edge capacity c; foreach edge (i, j) € E as follows.

cij:min(RinC,RjBxC), Vi, J))eEni#sA j=t 3)
¢, =R°xC, V(si)eE 4)
c,=c,, V(,t)eE (5)

where R? (R}) is the number of backhaul interfaces of mesh router i(j),

RS is the number of client interfaces of mesh AP i, c,, is the capacity of the
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wired link and C is the channel capacity. In Equation (3), R®xC (RjB xC) is
the maximum capacity of mesh router i(j) and thus we set the capacity of
edge between two mesh routers i,j to the minimum value of
(R? xC, RjB x C). In Equation (4), we set the capacity of the edge (s,i) to the
number of client interfaces of mesh AP i multiplied by channel capacity. In
Equation (5), we set the capacity of the edge (i,t) to the capacity of the wired
link. The wired link can be a high-speed Ethernet and it’s capacity can be 1
Gbps or 100 Mbps. For example, given a graph G = (V, E) (see figure 3.2(b))
having five pure routers, one mesh gateway and four mesh APs with parameters
(R,R,RZ,R® ,R2)=(222,2,2), (R2)=(4), (R®,R® R ,RP)=(2222),

(Ry.Ry RS RS )= (1,1,1, 1), C=10 Mbps and c,=100 Mbps. Figure 3.3

shows the capacity of each edge (i, j) € E after applying Equations (3), (4),
and (5).

Figure 3.3: The capacity for all edge in G.

Next, we are going to formulate the proposed problem. The flow on G

must satisfy two basic constraints as follows. Let x; denote the flow on edge

(i, 1)

10



f if i=s,
DX =D X =10 ifizsaizt, VieV (6)
S -f  ifi=t,
0<x, <c;, Vi, jeV @)

Constraint (6) ensures that for each node, except the source and the sink, the
sum of incoming flows is equal to the sum of outgoing flows. Constraint (7)
ensures that the flow on each link cannot exceed the capacity of the edge and
the flow on each edge is non-negative. Then, consider the constraint of node’s
capacity. For each mesh router, the sum of incoming flows and the sum of
outgoing flows must not exceed its capacity, i.e., its backhaul interfaces

multiplied by channel capacity. Therefore, we add three constraints as follows:

Z:in+2“xij <RPxC, VieV, (8)
keVv jev
Zin+ ZX” <R’ xC, VieV, ()]
keVv jev—{t}

Zin+ZXij <RP’xC, VieV, (10)
keV —{s} jev

Constraint (8) ensures that for each pure router, the sum of incoming flows and
the sum of outgoing flows cannot exceed its capacity. Constraint (9) ensures that
for each mesh gateway, the sum of incoming flows and the sum of outgoing
flows, except the flow to t, cannot exceed its capacity. Note that constraint (9)
does not consider the flow from mesh gateway to sink t because the flow goes
through the wired link. Constraint (10) ensures that for each mesh AP, the sum
of incoming flows, except the flow from s, and the sum of outgoing flows
cannot exceed its capacity. Similarly, constraint (10) does not consider the flow
from source s to mesh AP because the flow goes through mesh APs’ client
interfaces. For example, given a graph G = (V,E) (see figure 3.3) having five
pure routers, one mesh gateway and four mesh APs with parameters
(R, R ,RY, RY, R})=(22222), (RP)=(4), (R®,6 R,

R Ry )=(22,22), (R; Ry Ry ,R;)=(1,1,1,1), C=10 Mbps and c, =100

a ! ta, ! tag ! Nay
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Mbps, and the capacity of each edge was applied by Equations (3), (4), and (5).
Figure 3.4 shows an example of a feasible flow which satisfies above flow
constraints and the total flow out of source is 40Mbps. The goal of our problem

is to maximize the total flow out of source.

Figure 3.4: The flow on graph G =(V,E).

Therefore, our problem can be mathematically formulated as follows.

Problem P1:
Maximize f
Subject to
f if i=s,
DXy =D %=1 0 ifizsAi=t, VieV (11)
I -f ifi=t,
0<x; <cy, Vi, jeV (12)
Z:in+2“xij <RPxC, VieV, (13)
keVv jev
D Xg+ X% <RPxC, VieV (14)
keVv jev—{t}
Zin+ZXij <R°xC, VieV, (15)
keV —{s} jev

12



There are several efficient commercial software packages (e.g., CPLEX [18])
that can be applied to solve Problem P1. Most of them use the branch-and-cut
algorithm [19]. However, these packages only solve Problem P1 easily in small
scale networks. For large-scale networks, finding the optimal solutions for

Problem P1 is not trivial.
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Chapter 4

Problem Transformation

4.1 Transforming Problem Pl into a

Maximum Flow Problem

In this section, we present how to transform Problem P1 into a maximum
flow problem. Comparing Problem P1 to the maximum flow problem, Problem
P1 has additional constraints (13)-(15). In the following, we present a
transformation method to transform the constraints (13)-(15) into a set of flow

conservation constraints and edge capacity constraints.

1)  We can rewrite constraint (13) as follows.

X+ Y Xx: <RExC,VieV
Z ki Z ij i P

keVv jev

=D X+ 2 % <R®xC,VieV, (by constraint(11))

keVv keVv

:>2><ZXki <R°xC,VieV,

keVv

=Y % <(R°xC)/2,VieV, (16)

kev

14



Let flow
Xli(in)i(out) = Z in ' (17)
keV
Inequation (16) can be rewritten as

X . <(RExC)/2 VieV, (18)

i(in)i(out)
Equation (17) can be rewritten as

X'i(in)i(out) _Ig; % =0 (19)

By constraint (11), equation (17) can be rewritten as

D% =X =0 (20)

i(m)i(out) -
jev

Thus, constraint (13) can be replaced by two flow conservation constraints

(constraints (19) and (20)) and an edge capacity constraint (constraint

(18)).
The above transformation can be explained as follows. We split each pure

router i into i, and i, .Thenode i hasan edge entering it for every

out *

edge entering i . The node i, has an edge leaving it for every edge

out

leaving i . We add one edge connecting i, and i, directed towards

out

i, and set the capacity of edge (i;,,i,,) to (R®xC)/2. See Figure 4.1.

out in?

¢, . =(RExC)/2

Figure 4.1: a transformation for pure router.
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2)

Constraint (14) can be transformed as follows.

Zin + ZX” <R"xC,VieV,

keV jev -{t}

= > %+ X% <R°xC,VieV, (by constraint (11))

jev jev{t}

= (X + D %)+ DX <RExC, VieV,
RV v {t}

= X, +2% inj <R"xC,VieV,
jevHt}

= > % <(RPxC—x,)/2, VieV,
iV

Note that x, < min(c,,R® xC)

Then, inequation (21) can be rewritten as

D % < (RPxC —min(c,,R? xC))/2, VieV,

ity "N
jev —{t}

Similarly, let two flows

X' iyicouy = Z Xij» X it X -
jevH{t}

We replace constraint (14) by a capacity constraint
X imion < (R xC —min(c,,R? xC))/2, VieV,
and two flow conservation constraints

z Xij = X inyicony = 0

jevH{ty
(X'i(in)t X i )~ Z Xyi
kev
= (X'i(in)t +X' iin)i(out) ) - (Xit + z Xij)
jevHt}
=0

(21)

That is, we split each mesh gateway i into i, and i,,. The node i,

has an edge entering it for every edge entering i plus the edge (i,,t).

16



3)

The node i, has an edge leaving it for every edge leaving i except the

edge (i,t). We set the capacity of the edge (i,,,t) to min(c,,R®xC).

in?’

We add one edge connecting i, and i, directed towards i, and set

out
the capacity of edge (i, ,i,,) to (R?xC-min(c,,R®xC))/2. See

Figure 4.2.

—> Q """" M fff:tg

. e :
C i(in)i(out) - (Rl x C - .Q
min(c,,R’ xC))/2

Figure 4.2: a transformation for mesh gateway.

Similarly, constraint (15) can be transformed by two flow conservation

constraints and a capacity constraint as follows.

D Xg+ D X; <RExC,VieV,

keV —{s} jev

= > X+ % <R®xC,VieV, (byconservation (11))

keV —{s} kev

= Zxki +(Xsi + Zxki) < RiB XC, Vi EVA
keV s} keV —{s}

= Xg +2x Y X, <R®xC,VieV,
keV {s}

= > X <(RPxC-xy4)/2,VieV, (22)
kev —{s}

17



Note that x; < min(c,, R® xC)

Then, inequation (22) can be rewritten as

> % < (R®xC —min(cy,R®xC))/2,VieV,

keV —{s}

Similarly, let two flows

X iinyicouty — Zxki y X Sigout) = Xsi '
keV —{s}

We replace constraint (15) by a capacity constraint
X' i < (R® xC —min(cy,R® xC))/2, VieV,

and two flow conservation constraints

X iinyl(outy zxki =0

keVv —{s}
Z X'J - (XISi(Out) +Xl i(in)i(oul) )
jev
= (XSi + z in) ‘= (XISi(ou[) +X' i(in)i(cul) )
keV —{s}
=0

That is, we split each mesh AP i into i,, and i, . The node i, hasan

edge entering it for every edge entering i except the edge (s,i). The

node i, has an edge leaving it for every edge leaving i plus the edge
(s,i,,). We set the capacity of the edge (s,i,,) to min(cg,R® xC). We
add one edge connecting i,, and i, directed towards i, and set the
capacity of edge (i,,i,) to (R®xC-min(c,,R®>xC))/2. See Figure

4.3.

18



¢', =min(c,,R®xC)

Si(out)

Qc . =(R?xC -
(in)'(out)
min(cg,R°xC))/2

Figure 4.3: a transformation for mesh AP.

Therefore, we construct a new graph G'=(V',E') from the original graph

G =(V,E) asfollows.

V'o= i 1€V ~{s,830{s.8}
= L i) G D EEAT#5A | 2B UL(S,10) | (5,) € E}
{1 1.1) € EYOL(iy i) |1 €V ~{5,8}

i = Ci
— min(R®xC,R®xC), V(i,j)eEni=sn j=t
Cy,, = min(cg,R’xC)
= min(R° xC,R? xC), V(s,i)eE
e = min(c, R® xC)

= min(c,,R®xC), V(it)eE
(R°xC)/2, VieV,

(R® xC —min(c,,R®? xC))/2
' = {=(R’ xC-min(c,,R’ xC))/2, VieV,

i(|n)i(out) -

(R® xC —min(cy,R® xC))/2
= (R xC -min(R® xC,R* xC))/2, VieV,

19



The Problem P1 can be transformed into a maximum problem as follows.

Problem P2:
Maximize f
Subject to
f if i=s,
Zx'ij —ZX'ki =<0 ifizsai=t, VieV'
e -f  ifi=t,

0<xy<cly, Vi, jeV'

The Problem P1 can be solved through running a maximum flow algorithm on

new graph G'=(V',E").
4.2 lllustrated Examples

In this section, we give some examples to show how to transfer the original
graph to the corresponding graph, how to find a maximum flow for the
corresponding graph and how to convert the resulting maximum flow to an
optimal flow for the original problem.

Example 1: Given a graph G = (V,E) representing the network flow from
mesh clients to the wired Internet (see Figure 4.4(a)). There are five pure routers,
one mesh gateway and four mesh APs with  parameters

(R®,RE,R%,RE ,R%)=(2,2,2,2,2), (RE)=(4), (RE,RE, RE,R%)=(2,22,2),

a, ? ' va, ! ag ? ! vay

(RS ,RS RS RS )=(1,1,1,1), C=10 Mbps, and c, =100 Mbps.

a, ' ta, ! tag Y Ay

The Figure 4.4(b) gives the transformed new graph G'=(V',E') with edge

capacity. We find a maximum flow through running Edmonds-Karp algorithm

[16] on Figure 4.4(b) and then convert the resulting flow to the original graph
G =(V,E). Figure 4.4(c) shows the resulting flow on G =(V,E) and the

optimal flow is 40 Mbps.
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Figure 4.4: (a) Agraph G = (V,E) represents network flow from mesh clients

to the wired Internet. (b) The transformed new graph G'=(V',E') with edge

capacity. The color of edge represents the capacity of edge. (c) The resulting

flow on the original graph G =(V,E).

Example 2: Given a graph G = (V,E) representing the network flow from
mesh clients to the wired Internet (see Figure 4.5(a)). There are five pure routers,
two mesh gateways and four mesh APs with  parameters

(R®,RE,R%,RE ,R%)=(2,2,2,2,2), (RE,RE )=(2,2), (R®,RE,R% ,RE)=(2.2,

g’ 0 a; 1 ta, ! tag Y YAy

2,2), (RS ,RS RS ,R®)=(1,1,1,1), C=10 Mbpsand c, =100 Mbps.

a, 7 ta, Y tag Y Ay

This example shows that our transformed method can also be used in the

network with multiple mesh gateways. The Figure 4.5(b) gives the transformed

new graph G'=(V',E') with edge capacity. We find the maximum from the
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graph in Figure 4.5(b) and then convert the resulting flow to the original graph
G =(V,E). Figure 4.5(c) shows the resulting flow on G =(V,E) and the

optimal flow is 40 Mbps.

capacity
— 5
— 10
— 20

(b) 9,

Figure 4.5: (a) Agraph G = (V,E) represents network flow from mesh clients

to the wired Internet. (b) The transformed new graph G'=(V',E') with edge

capacity. The color of edge represents the capacity of edge. (c) The resulting

flow on the original graph G =(V,E).

Example 3: Given a graph G = (V,E) representing the network flow from
mesh clients to the wired Internet (see Figure 4.6(a)). There are two mesh

gateway and nine mesh APs with parameters (R®,R® )=(5,5), (R} ,R? ,R®

9 ' 0 ' a, Ay

R® R® R® R®, R® RP)=(3333,3,3.333), (R°,RS ,R® RS R RS RS

a, ' ' tag ! tag ' ta; ! tag ! tag a, ? A, Y tag YAy vag ) vag Ay !
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RY ,RS)=(1,1,1,1,1,1,1,1,1), C=10Mbpsand c,=100 Mbps.

ag ! Qg

This example shows that our transformed method can also be applied to the
network with no pure router. In other word, there are two types of mesh routers,

i.e., mesh APs and mesh gateways, in this network architecture. The Figure

4.6(b) gives the transformed graph G'=(V',E') with edge capacity. After
finding the maximum flow fromG'= (V',E"), we convert the resulting flow to

the original graph G =(V,E). Figure 4.6(c) shows the resulting flow on

G =(V,E) and the optimal flow is 90 Mbps.

capacity !
— 10

Figure 4.6: (a) A graph G =(V,E) represents network flow from mesh clients

to the wired Internet. (b) The transformed new graph G'=(V',E') with edge

capacity. The color of edge represents the capacity of edge. (c) The resulting

flow on the original graph G =(V,E).
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Chapter 5
Time Complexity and Numerical
Results

5.1 Time Complexity

In this section, we determine the cost of constructing a new graph
G'=(V',E') from the original graph G =(V,E) and the cost of running a
maximum flow algorithm on the new graph G'= (V',E"). The cost of splitting

every mesh router i into i, and i, , to obtain V' is O(|V |). The cost of

LN
adding a new edge (i;,,i,,) and assigning it capacity, repeated |V | times, is
also O(]V |). The total cost of this construction is therefore O(|V |). Note that
[V'I=2|V | and |E'|HE|+|V|. If we apply the Edmonds-Karp algorithm on
the new graph G'=(V',E'), the time complexity is O(|V'|| E'|*). Hence the
total cost of finding a maximum flow in the original graph G =(V,E) is

O(IV ) +O( V' E'?) = O(V'I E'?) = O((2|V DI E [ +]V ])?).
5.2 Numerical Results

In this section, we consider a 8x8 grid network. For each topology, we
choose 30 mesh APs and 6 mesh gateways randomly. The remaining nodes are
pure routers. Each pure router is equipped with 2 backhaul interfaces and each
mesh gateway is equipped with 5 backhaul interfaces and each mesh AP is
equipped with 2 backhaul interfaces and 1 client interface. The capacity of each
channel is 10 Mbps and the capacity of wired link is 100 Mbps. We define the

maximum flow of the network as the throughput upper bound. Figure 5.1 shows
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the effects of different topologies on the throughput upper bound. In this figure,
the largest throughput upper bound and the least throughput upper bound among
these topologies are 230 Mbps and 120 Mbps, respectively. It shows that a
better deployment of mesh routers is important. Figure 5.2 shows the effects of
varying the number of mesh gateways on the average throughput upper bound.
Note that each data point is the average over the 1000 topologies. The number
of mesh gateways goes from 1 to 6 and the figure shows that the average
throughput upper bound increases with the number of mesh gateways. It also
shows that the average throughput upper bound only has 190.35 Mbps when
there are 6 mesh gateways. That is because every mesh AP and every pure
router are only equipped with 2 backhaul interfaces. Figure 5.3 shows the
effects of varying the number of backhaul interfaces equipped at each mesh AP
and each pure router on the average throughput upper bound. Note that each
data point is the average over the 1000 topologies. The number of backhaul
interfaces equipped at each mesh AP and each pure router goes from 2 to 5 and
the figure shows the average throughput upper bound increases with the number
of backhaul interfaces equipped at each mesh AP and each pure router. The
average throughput upper bound can reach 281.145 Mbps when 5 backhaul

interfaces equipped at each mesh AP and each pure router.

300
250
200
150
100 r
50

Throughput upper bound (Mbps)

Topology number

Figure 5.1: Throughput upper bound of 10 different topologies.
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Figure 5.2: Throughput upper bound increases with the number of mesh

gateways. Each data point is the average over the 1000 topologies.

300

250
200
150
100 r
50
0
2 3 4 5

Number of backhaul interfaces equipped at
each mesh AP and each pure router

Average throughput upper bound
(Mbps)

Figure 5.3: Throughput upper bound increases with the number of backhaul
interfaces equipped at each mesh AP and each pure router. Each data point is

the average over the 1000 topologies.
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Chapter 6

Conclusion and Future Work

In this thesis, given the deployment of mesh routers and the number of radio
interfaces of each mesh router, we want to find the maximum flow from mesh
clients to the wired Internet under interference-free assumption. We define the
maximum throughput of the problem as an upper bound of the throughput for
the given wireless mesh network. The proposed problem is transformed into a
maximum flow problem and then the problem can be solved by existing
maximum flow algorithms. Therefore, an upper bound of the throughput for the
given wireless mesh network can be obtained in polynomial time. The
simulation results show that the upper bound of the throughput is affected by the
deployment of mesh routers, the number of mesh routers which serve as
gateway and the number of radio interfaces of each mesh router.

Note that the maximum flow of the resulting graph determines a set of
routes which forms a subgraph. This subgraph preserves the maximum
throughput for the wireless mesh network. In the future, we can consider a
channel assignment problem for the wireless mesh networks based on the
subgraph which is constructed by the resulting flow graph. If a feasible channel

assignment is found, then this assignment is optimal for maximizing throughput.
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