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Abstract

In vehicular network, roadsides units (RSUs) are usually placed along the road
for Internet access. However, due to high speed of mobility, vehicles can only
connect to RSUs in limited time. Besides, nowadays with quick development of
entertainment applications, such as streaming TV and on-line games, these
applications would require essential bandwidth to support Quality of Service (QoS).
Hence, throughput is an important issue in vehicular networks. However, existing
MAC protocol IEEE 802.11p still has a problem with deficiency of bandwidth in
urban area, and the main reason lies,in'low channel utilization.

In this thesis, we propose a novel MAC “protocol to enhance system
throughput. Our proposed MAC not only enhances' channel utilization, but also
avoids the event of collision. We"also. evaluate theperformance of our protocol via
theoretical analysis and simulation. Results show the performance of our proposed
MAC is better than IEEE 802.11p. On the other hand, for safety issues, our

proposed MAC can also satisfy maximum latency limitation as IEEE 802.11p.
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Chapter 1. Introduction

Nowadays, the issue about vehicular ad hoc networks (VANETSs) has become
more and more important. In the future, what people do in the car is not merely
driving. With the advent of wireless communication, more services are provided.
Those services can be classified into two criteria - Safety and Entertainment.

Firstly, in safety applications, car accidents can effectively be decreased by
using Vehicle to Vehicle (V2V) Communication. Since many sensors are devised in
vehicles to detect some unusual condition, sensors will generate signals to inform
control center in vehicle. After that, the control canter will take corresponding
reactions, such as broadcasting safety‘imessages:to neighbor vehicles or forwarding
information to National Traffic: Center for further:reaction. With receipt of the
broadcasted safety message, neighbor vehicles will process the message and notify
the drivers on screen. This way, “drivers can do more precise decisions instead of
simply depending on their eyes.

For entertainment applications, people can access to the Internet through
devices known as roadsides units (RSUs), which are placed on the roadside and act
as a communicative role between vehicles and the Internet. With Vehicle to RSU
(V2R) Communication, operators can provide a variety of services like streaming
TV, commercial advertisements or on-line games etc. Therefore, passengers in cars
can turn on TV to enjoy a live basketball game simultaneously or surf on the
Internet instead of having nothing to do during driving. Figure 1 shows brief

VANETs environment.



Figure 1 : An illustration of vehicular network environment

1.1 VANETSs

Vehicular Ad hoc Networks (VANETs) ,is one specialized case of Mobile Ad hoc
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Networks (MANETSs). There are some ‘|chaf‘acter1stlcs of VANETs. First, unlike
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MANET whose nodes can move 5mndom1yar Veﬁl,eles w1th1n VANETSs must move along
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existing roads. In general condltion, mMa}hs of vehicles follow traffic signal.
Besides, vehicles can be dev1sedr -—w1th. GPS information so that most traffic
information like traffic situation and navigation can be predicted. Second, speeds of
vehicles are limited in common range and depend on their previous speed. Besides,
vehicles do not accelerate or decelerate suddenly due to human nature driving
behavior.

The Intelligent Transportation Systems (ITS) Committee of the IEEE Vehicular
Technology Society (VTS) define IEEE P1609 draft in past years. IEEE P1609
contains four subjects for different purposes respectively. Figure 2 shows the stack
model of four subjects in IEEE P1609. IEEE P1609.1 [2] specifies resource

management in VANETS. It defines a set of commands to access memory page and

defines relationships between resource and page. Then, Resource Manager



Application (RMA) can manage resource devices by those commands to access
memory page. IEEE P1609.1 is associated with Application Layer in OSI model.
Next, IEEE P1609.2 [3] specifies security issue in VANETSs. It defines secure
message formats and management process. The purpose of IEEE 1609.2 is to prevent
a variety of network attack such as Eavesdropping, Spoofing, Alteration, and Replay
attack. IEEE P1609.3 [4] specifies Transport Layer and Network Layer services and
operations between RSUs and On-Board Units (OBUs). OBUs represent wireless
communication devices in vehicle. It defines existing UDP packet, IPv6, LLC,
WAVE short message (WSM) and its communication protocol WSMP. Generally,
when applications want to communication with other devices in VANETS, it can
decide to establish a WBSS or not. If yes, it can transmit packet through IPv6 formats
on Service Channels or WSM formats on both type channels. Otherwise, it will be
restrict to use WSM format te transmit data on Control Channel. Besides, IEEE
P1609.3 also defines WSM formats “and-oeperations in WBSS from initiation to
termination. Later we introduce lower layer-in.VANETSs, which is more concerned

with this thesis.
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Figure 2 : IEEE P1609 stack model



In 1999, the Federal Communications Commission (FCC) of the U.S allocated
75MHz bandwidth at 5.9 GHz to be used in V2V or V2R communications. The
overall bandwidth is divided into seven frequency channels. One of seven channels is
assigned as the Control Channel (CCH), which can be used to transmit safety
messages or other high priority messages. The other six channels are assigned as

Service Channels (SCHs) for non-safety message or other entertainment applications.

1.2 IEEE P1609.4/IEEE 802.11P MAC PROTOCOL

1.2.1 Multi-Channel Operation

In VANETs, a challenge for a single interface device is how to efficiently
coordinate access between the CCH and ,other SCHs. To conquer this challenge, a
synchronized channel access schéme wasdeveloped in IEEE 1609.4 [1]. As shown in
Figure 3, channel time is divided mto two parts, CCH interval and SCH interval, and

each of them is 50 (ms).

Frequency L
{(GHEZ)
5.920 SCH | ' SCH
3010 SCH | ' SCH
5,000 SCH | - SCH
5.890 CCH CCH CCH CCH
5.880 SCH SCH
5.870 SCH | -~ SCH
5860 . SCH | SCH
) a h Time
CCH SCH CCH SCH
Interval Interval Interval Interval

Figure 3 : Multi-channel operation in IEEE 1609
According to the scheme, all devices must switch to Control Channel during

CCH intervals. In CCH intervals, safety messages and other high priority messages
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can be transmitted in this period. During SCH intervals, a device can optionally
switch to Service Channels if it wants to provide services or use services someone
provided. In this way, it can ensure that all devices will stay on the same channel
during CCH intervals so that they would not lose high priority messages on account of

stay on different channels.

1.2.2 1EEE 802.11p MAC Protocol

The MAC layer operation in 802.11p [5] uses Enhance Distributed Channel
Access (EDCA) mechanism, which is the same as the mechanism used in 802.11e.
EDCA defines four different Access Categories (ACs) for different priorities, and all
packets are classified into four of them. Each AC has different access parameters
includes Arbitration Inter Frame .Space (AIFS) and minimum Contention Windows
(CWqin), maximum Contention-Windows (CWpnay). Packets with higher priority can
be assigned with smaller AIFS and smaller-CW-so that it wait for less backoff time to
get more chance to transmit. EDCA’is.developed from DCF, and similarly based on
CSMA/CA scheme. To eliminate the problem of hidden terminals, a RTS/CTS
mechanism with Network Allocation Vector (NAV) can be put to use if packet size

exceeds RTS threshold.

1.3 Motivation

As mentioned above, bandwidth requirements for most entertainment
applications in VANETSs are essential no matter it is used in watching streaming TV
applications or on-line games, sufficient bandwidth is necessary to support QoS of
services. However, unlike other wireless ad hoc networks, there are so many

limitations to confine data transmission rate in VANETS.



For architecture issues, entertainment applications rely on V2R communications,
so transmissions of RSUs will be the bottleneck especially when many vehicles
connect to the same RSU. In addition, due to high mobility of vehicles and limited
cover range of RSUs, the duration for a vehicle communicating with a certain RSU is
extremely limited.

For transmission protocol issues, multi-channel operation and 802.11p MAC
protocol in VANETSs are previously discussed in 1.2. Because the main purpose of
VANETs is to provide safety transportation system, reliable transmission of safety
messages is necessary in this issue. For this reason, as shown as figure 3, 802.11p
defines that time will be separated into CCH intervals and SCH intervals, and all of
vehicles must switch to Control Channel during CCH interval. It can ensure that all
vehicles will stay in the same channel so that vehicles will not miss high priority
message. However, for throughput sensitive applications, there are two main
drawbacks in current 802.11p- protocel—Lew channel utilization is one of the
drawbacks and it is inadequate for most.throughput sensitive applications. We can see
that all Service Channels are unavailable during CCH intervals due to the reason that
vehicles all stay in Control Channel, so the maximum Service Channel utilization can
only reach half of total utilization. On the other hand, DCF is a contention based
protocol, so all vehicles need to contend with each other to transmit data. To prevent
collisions, it needs more time in the procedure to back off and exchange RTS, CTS
messages before sending data. Those are overheads and decrease system throughput.

High mobility of vehicles and limited communication duration are constrained
by vehicular environments. Hence, in this thesis, we focus on MAC protocol issues
and propose a novel MAC protocol to increase throughput for throughput sensitive

applications in V2R communications.



The remaining of this thesis is shown as follows. In chapter 2, we will introduce
some related work about current studies about MAC protocol in VANETs. Then, our
proposed MAC protocol will be discussed in chapter 3. The simulation results will be

shown in chapter 4. Last, in chapter 5 will be conclusion and future work.



Chapter 2 Related Work

There have been a lot of modified MAC protocols proposed for some objectives
in VANETs. Most of the research proposed a novel MAC protocol to enhance system
throughput or degree packet lose rate, and some research focused on safety issues,
they decreased delay time of safety messages or enhanced reliability. Due to some
drawbacks about distributed structure, more and more centralized protocols have been
offered to make system more efficient. For V2R communications, RSUs can be
regarded as Base Station to manage whole devices. And for V2V communications,
neighboring vehicles form a cluster, one of vehicles is defined as a cluster head to do
the same thing as Base Station, and others are defined as cluster members. Then, there
are some related work about this issue which'will bé.introduced as follows.

In [7], the authors modifiéd original 802.11p MAC protocol to enhance system
throughput like our thesis. Figute 4 shows-its-channel access process. It is similar to
802.11p, the difference is that it designs‘partiof CCH interval for coordinated purpose
among vehicles so that vehicles do not need RTS/CTS process to avoid collision in
SCH interval. That way, vehicles can transmit data directly without contention, and
enhance throughput. However, in [7] they did not analyze optimal length of beacon
period, and in this system, maximum SCH utilization was still half of entire time. This,
for throughput sensitive applications, this MAC protocol still could not satisfy their

requirements.
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Figure 4 : Channel access process from [7]

For V2R communications, [8] proposed a MAC protocol allowing RSU
centralized to allocate time slots to each vehicle: RSU received requests from vehicles
and then assign time slots to thém so that they could communicate without collision.
However, it was designed for single channel environment and could not be used in
existing multi-channel environment.. Besides, noad-hoc mode could run in this
proposal. Last, vehicles still had to request allocation before sending safety messages,
and it was not efficient for high priority messages.

In [9], the authors proposed a cooperative downloading MAC protocol to
enhance reliability of packets. They assigned part of time intervals for relay node to
retransmit, so if packets had been lost, it still had chance to resend and decrease
packet lost rate. But the proposal did not enhance system throughput, and it was still
not suitable for throughput sensitive applications.

In [10], it solved fairness problem. Because vehicles with different speeds have
their different limited time to communicate with RSUs, such characteristics will lead
to fairness problem in VANETs. The authors proposed a modified 802.11 DCF

channel access scheme as a solution to the problem. The proposed scheme adjusts the



probability of transmission at a time slot for each node according to its speed.

For cluster-based structure, [11] proposed a complete protocol for V2V
communication. In [11], how to form a cluster and how to communicate intra-cluster
and inter-cluster would be implemented. And it also analyzed delay time for safety
message among different clusters. Although the proposed MAC could efficiently
practice centralized management with vehicles in a cluster, it would still base on
assumption that each vehicle had two interfaces so that it could access two channels
simultaneously. However, the assumption was excessively unnecessary with two
interfaces.

Another cluster-based MAC protocol was proposed in [12], the authors
integrated the approach of cluster centralized management and a contention-based
way to forwarding data, and avoided inter-cluster interference. However, in this
proposal, all data transmission always had to-be passed through cluster head; that is,
cluster head would be a bottleneck and‘decreased system throughput.

In [13], it proposed a Self-Organizing-MAC protocol for distributed TDMA
allocation in V2V communications. It used part of packet headers for exchanging time
information across 1-hop and 2-hop neighbor vehicles. Hence, this protocol can
mitigate overheads by avoiding explicit timing information exchange.

Judging from above, all studies including draft 802.11p suppose that all vehicles
have one interface except [11]. So we consider that it is not necessary to devise more
than one interface in a vehicle. Hence, we also assume all vehicles are devised with
one interface which can switch among multiple channels. Besides, due to efficiency of
centralization management, [8], [11], and [12] adopt centralization structure protocol.
Here we focus on RSU existing environment, so we also develop centralization
structure protocol via RSU so that we can get more efficiency compared with

distributed architecture.
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Chapter 3 The Proposed MAC
Protocol

In this chapter, a novel MAC protocol will be introduced in detail. In our work,
we only consider R2V environment, which means we suppose there are several RSUs
placed in the road at every fixed interval, and all vehicles can be associated with
specific RSU. Another assumption is each RSU has two interfaces, one always
associates with Control Channel, and the other can associate with any Service
Channel. Because RSUs act as a gateway and offer vehicles to link to Internet, it will
be a bottleneck. Therefore, we suppose the assumption that each RSU has two
interfaces will be reasonable. In addition, ‘each vehicle in our work has only one
interface and can switch to Control Channel or ether Service Channels depending on
its requirements. We assume vehicles are‘mounted with GPS devices so that they can

get their positions via GPS.

3.1 Control Channel Access Structure of Our Proposed

MAC

Figure 5 illustrates the detailed control channel access structure of our proposed
MAC. The system time is segmented into Beacon cycles. As shown in the figure, the
length of each Beacon cycle is C;. Each Beacon cycle consists of registration period,
specific period and remainder time. Registration period contains m registration slots
for vehicles registration purpose, and specific period contains n+1 specific slots for
vehicles sending safety messages or bandwidth reservation request purpose. Here n is

a variable which means current registered vehicle numbers, and the last specific slot is

11



for RSU. Parameter t; is the time length of registration slot and t; is the time length of
specific slot. In the channel access structure, each Beacon cycle starts with a Beacon
sent by RSU. Table 1 shows parameters, and later we will introduce more about each

function of our proposed MAC.

Beacon cycle time (C,)

é, for RSU

< 11213] .. nn+1
1‘2‘ e [ m ~ | | |

Registrationslot ~ Specific slot

I RSU beacon

Figure 5 : Control channel access structure of our proposed MAC

Table 1 : Parameter settings in our proposed MAC protocol

Beacon cycle time C
duration of Beacon slot th
duration of registration slot t;
duration of specific slot t,
registration slot number m
specific slot number n+1

12



3.2 Registration

In our research, RSUs periodically broadcast Beacons at every C; interval on
Control Channel. Here we suppose it is a RSU-existing environment, so if vehicles do
not receive any Beacon, their antennas would always stay at Control Channel so that
vehicles would not miss information of RSUs. As the vehicles enter RSU’s coverage
range, it will receive Beacon and starts its Beacon cycles. The packet of Beacon
contain much information, such as RSU’s ID, Beacon cycle time, registration slot
numbers m, IDs of registered vehicles and their own respective slot start time and end
time and their registration duration. Vehicle registering to RSU will get its own
specific slot to send safety message or bandwidth request message.

When a vehicle receives Beacon,, first it will check whether this Beacon
contains its own specific slot or dot., If yes;itecans that the vehicle had successfully
registered before and it need not register again. If not, the vehicle will randomly select
a registration slot to send registration-packet-to RSU. The registration packet contains
information like a vehicle’s ID, location,ispeed. Then, RSU adds the vehicle to its
member list and estimates registration duration by the vehicle’s location and speed. If
registration duration expires, RSU will remove the vehicle from its member list. At
that time if the vehicle does not exit and discover the Beacon without its specific slot,
it will register again.

If there are more than one vehicle sending registration packets in the same
registration slot, they will collide. Those vehicles will not get their specific slot from
next Beacon, and then they will register one more time. So here we estimate the
probability of registration failure.

Suppose the average number of arriving vehicles in a Beacon cycle time is X, and

we only consider registration failure happening as a result of collision in registration

13



slots. The registration failure probability P can be expressed as follows.

m!/(m —x)!

P=1-—

m!/
# represents registration success probability that all vehicles select

different registration slots. Then we calculate the expected value of registration
times that a vehicle needs to send. First, we suppose to r is the ratio of vehicles
which can register successfully in a Beacon cycle which X vehicles arrives. So

for those X vehicles, average registration times N can be expressed as followed:

N_x-r-1+x-(1—r)1~r-2+x'(1—r)2-r-3+---
%

1
=r+2(1—r)1-r+3(1—r)2-r+---=; €))
Then, we calculate the ratio r which represents the ratio of vehicles which
can register successfully in a Beacon cycle which X vehicles arrives. We can get

the registration success probability for one specific vehicle as followed:

mX (m—1)*1

mx

And then the ration r can be expressed as (2) so that we can estimate

average registration times N in (1).

_ [mx(m—l)"_1

mx

X x] +x=(1- %)(x_l) (2)
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Considering real situation, suppose we set Beacon cycle time as 100 (ms), that
is, vehicles can only move about 1.66 (m) in a Beacon cycle time when average speed
is 60 (km/hr). So in a Beacon cycle there can not be more than 1 vehicle arriving in
one lane. Therefore, if a road has three lanes (a=3), and we set registration slot
number m as 10, the maximum registration failure probability P is only 0.28 and the
expected value of registration times N is about 1.23.

After registration process, each vehicle will have its own specific slot. Here we
discuss upper bound of registered vehicles number. Suppose the number of
registration slot is 10 and duration of registration slot and specific slot are both 0.5
(ms), so each Beacon cycle (100 ms) can contain 190 specific slots, namely available
registered number is 190 at most in a RSU’s coverage. Now we consider a heavy
traffic situation, and suppose the'length of vehicles is about 5 (m), average gap
between vehicles is 15 (m). So 4n a.4 lanes road, the-maximum vehicle number could
not be more than 100 under a RSU’s transmission range which supposed to be 500
(m). This number 100 is less than"ayvailable registered number 190 much more. The
result indicates that we set Beacon cycle time 100 (ms) can be adequate for real road
environment. In cast of overflow in some special situations, we only need to extend

Beacon cycle time to accommodate more vehicles.

3.3 Communication

After registration, each vehicle has its own specific slot to use. In its own
specific slot, all the other vehicles can not send messages, data or any other
information in Control Channel so that each vehicle can directly send packet without
the process to avoid collision. As shown in figure 5, if n vehicles have registered,
there will be n+1 specific slot in a Beacon cycle, and the last one is for RSU to use.

Anytime if a vehicle wants to communicate with RSU or other vehicles, it has to

15



send a channel reservation request to RSU to get its reservation time first. After
receiving the request from vehicles, RSU will handle bandwidth reservation and then
broadcast channel assignment message to all vehicles in RSU’s specific slot. In this
part, if there are more than one vehicle want to use same bandwidth resource, RSUs
can allocate bandwidth resource by running a specific algorithm, such as common
FCFS, weighted round-robin, or other special resource management algorithms. In
this thesis, we suppose RSUs adopt FCFS for allocating bandwidth resource, i.e.,
vehicles which requested earlier will get the channel reservation. Obviously, all
vehicles must stay in Control Channel during Beacon slot interval and RSU’s specific
slot interval, or vehicles will miss Beacon message or channel assignment message.
Except for these two intervals, all other time vehicles can switch to Service Channel
for other entertainment services. Itis the main difference between our proposed MAC
and 802.11p. Also, this is the key.point that.the system throughput of our proposed
MAC outperforms 802.11p.

The following is an example of our proposed MAC. As shown in figure 6, if
three vehicles enter a RSU’s transmission range simultaneously. They will receive
Beacon and start their Beacon cycle. Here we set the number of registration slot is
five, and three vehicles select the 1%, 3", and 5™ registration slots respectively so that
they will not collide and all registration will succeed. At next Beacon cycle, three
vehicles will discover their specific slot information in this Beacon message and
realize they had registered successfully. Suppose passengers in vehicle 1 want to
enjoy streaming TV service, so vehicle 1 sends channel reservation request to RSU at
its own specific slot. Meanwhile, vehicle 2 wants to offer service, so vehicles 2 also

send advertisement to RSU at its own specific slot.
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Figure 6 : An example for our proposed MAC

Then RSU collects all messages,in.this Beacon cycle and then broadcasts
collected information and chanfiel, assignment to. vehicles. Collected information
contains safety message and advertisement; and channel assignment message is the
result after some resource management -algorithms or admission control. Back to
figure 6, vehicle 1 receives RSU’s channel ‘assignment at RSU’s specific slot, so
vehicle 1 will switch to Service Channel 2 at the reservation start time according to
channel assignment message. And then it starts to communicate with the Internet
server via RSU till the end of reservation. Especially, vehicle 1 needs to return to
Control Channel at Beacon interval and RSU’s specific slot interval to receive
necessary information. As to remainder time, vehicle 1 can switch to Service
Channel for its transmission.

Within the same time of RSU’s specific slot, vehicle 3 receives RSU’s collected
information which contains vehicle 2’s advertisement message. Afterword, suppose
vehicle 3 has interest in vehicle 2’s service, vehicle 3 will send channel reservation

request to RSU in its own specific slot. Next, RSU will allocate a channel for a period
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to those two vehicles and then broadcasts channel assignment information to inform
all vehicles in RSU’s specific slot. After vehicle 2, vehicle 3 receiving channel
assignment information, they will start their communication at Service Channel 3
which RSU assigned.

By the way, because channel assignment is central-managed by RSU, there must
not be more than one communication pair in the same assignment duration. This is,
vehicles can communicate with each other in their assignment duration without
interference or collision, so they can directly send data and wait for ACK without
RTS/CTS handshake process. That will be another factor to enhance system

throughput.

3.4 Safety Issue

Safety issue has always been a key point in VANETs development. For this
reason, 802.11p designs half of-synchronization interval to be CCH interval and in
this interval all vehicles must return to Control Channel to learn about whether there
is an important information or not. If there has been emergency event like car accident,
vehicles can exchange safety information during CCH interval.

In our proposed MAC, when an emergency event happened, vehicle whose
transmission is idle will send safety message to RSU in their specific slot directly. If
vehicle’s transmission is busy, the vehicle will temporarily switch to Control Channel
during its specific slot period to send safety message to RSU and then return to
Service Channel to continue its original service. So when RSUs collect safety
information, RSUs will broadcast collected information in the RSU’s specific slot.
Meanwhile, all vehicles will receive safety message because they must return to

Control Channel during RSU’s specific slot. In this way, it can ensure our proposed
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MAC still satisfies function of safety service.

Then we compare the performance of our proposed MAC protocol and 802.11p.
In the following, the delay time of safety messages will be analyzed. We define the
delay time starts from the moment the accident happened to the time that neighboring

vehicles all receive this safety message.

The parameters are listed below.

® delay time : the time from accident happened to the time that neighbor
vehicles all receive it

C: : cycle duration

D : average delay since a node starts to transmit during contention process
tp : duration of Beacon slot

m : number of registration slot

t
n : number of specificislot

=

: duration of registration slot

ts : duration of specific slot

Average delay time of safety messages-in-802.11p is shown as below:
11 1 1
E[th+D]+ED:§Ct+D (3)

Switch to CCH

)
Vehicle 1 | CCH | SCH \I]]]] CCH |

veicle2[ ccH | SCH ||| ccH | |
Vehicle 3 CCH SCH || CCH |
I Send safety message I] Receive safety message

Figure 7 : Vehicles’ channel states of emergency event in 802.11p
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First part of left equation in (3) indicates that accident happened at SCH interval.
As shown as figure 7, if vehicle 1 has some emergency events at that time, so it
switches to Control Channel and broadcasts safety messages constantly; however,
vehicle 2 and 3 which stay in Service Channel will miss the message and could
receive safety message at next CCH interval. Hence, the expected value of waiting
time is half of CCH interval time, namely, quarter of C. Besides, D is average delay
time when a node starts to transmit during contention process or back-off process. The
second part of the left equation indicates that a vehicle which has accident wants to
send safety message at CCH interval. Because at CCH interval all vehicles must stay
in Control Channel, the delay time of safety message is only D. Usually, C; is
supposed to 100 (ms) and D is much less than C;, so average delay time of 802.11p is

approximately 12.5 (ms).

t, for RSU t,
<> L:": <>
Ié 123 o [l I 1123 nn+
12 . pogm I | | |
Vehicle 1 +
Vehicle 2 [I
Vehicle 3 [I
I Send safety message [l Receive safety message

+ Emergency event happen

Figure 8 : Vehicles’ channel states of emergency event in our proposed MAC

Similarly, we discuss average delay time in two cases in our proposed MAC.
First, as shown in figure 8, if emergency event happened before vehicle’s own
specific slot, this accidental vehicle could send safety message in its specific slot and
then other vehicles could be informed in RSU’s specific slot. In this case, average

delay time of safety message can be expressed as (4):
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m-tr+ln-ts 1 1 1
C—:[E(m-tr+zn-ts)+5n-ts] (4)

1
m-tr+§n-t5

The coefficient indicates the probability that emergency event

t

happened before vehicle’s own specific slot, and later half part indicates expected

value of delay time from emergency event happened to RSU’s specific slot.

t, forRSU 1,
I% 123 n [l I 123 .. |np+
Vehicle 1
Vehicle 2 [I
Vehicle 3 [I .
I Send safety message I] Receive safety message

+ Emergency event happen

Figure 9 : Vehicles’ channel states of emergency event in our proposed MAC

Second, as shown in figure 9, if emergency event happened after vehicle’s own
specific slot in the same Beacon cycle, this accidental vehicle only can send safety
message in next Beacon cycle during its specific slot and then other vehicles could be
informed in next Beacon cycle during RSU’s specific slot. In this case, average delay

time of safety message is expressed as (5):

Ct—m-tr—%n-ts

C E(Ct—m-tr—%n-ts)+m-tr+n-ts] %)
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C
The coefficient — indicates the probability that emergency event

t

happened after vehicle’s own specific slot, and later half part indicates expected value
of delay time from emergency event happened to next RSU’s specific slot.

After calculating the sum of (4) and (5), we can get average delay time as (6):

~(Ce+n-ty) (6)

Because n -t is less than C; more, if C;is set as 100 (ms), the average delay
time is about 50 (ms) in our proposed MAC. Even in heavy traffic situation discussed
in previous registration phase, if there are 100 vehicles under a RSU’s transmission
range, the average delay time is about 75 (ms).+Although delay time in our proposed
MAC is longer, it still does not*influence safety. Studies shows maximum allowable
delay of safety message is 100~150 milliseconds and driver’s perception time is
500~1000 milliseconds. So no matter it is 802.11p or our proposed MAC, they all

satisfy safety requirements.

3.5 Throughput analysis

3.5.1 Throughput Analysis for 802.11p
In IEEE 802.11p, the analytical model developed by G.Bianchi [14] is adopted

here. Follows are the parameters in this analysis:
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Table 2 : Parameter settings in analysis

T the probability that a device will transmit a packet at an arbitrarily

chosen slot time

P the probability of a packet being collided
Pir the probability of at least one device transmits at the considered slot
Ps the probability a transmission is successful

pSlotTime | average time that a slot being empty

Ts average time used for successful transmission
Te average time wasted by a packet collision
S1609 saturation throughput of IEEE 1609/802.11p

According to bidimensional. Markovian model in [14], the probability t that a
device will transmit a packet at-an‘arbitrarily-chosen slot time and the probability P of

a packet being collided are shown as below:

2
T= T+W+pW S5 (2xp)! )
P=1-(1-1)"" ®)

Then, we can calculate the probability at least one device transmits at the
considered slot according to (7) and (8); obviously, the probability Py is total
probability 1 subtract the probability that all n devices do not transmit at the

considered slot. It can be expressed as follow:

P,=1-(1-7T)" )
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Next, the probability that a transmission is successful indicates only one device
transmits at considered slot and other n-1 devices do not transmit at the same slot. The

probability Pscan be expressed as (10):

b nt(1l— T)n_l

10
S Pt,r ( )

Based on above expressions, the saturation throughput of DCF MAC is given by:

PsPerTpaTA (1 1)

1
- X
2" (1-Pg)pSlotTime+PyPsTs+Ppr(1—Ps) T

S1609 =

The coefficient 1/2 in (11) indicates SCH interval is only half of the channel time.

The numerator represents transmission time for sehding a data, and the denominator

represents average time wasted for'a transmission. The unit of saturation throughput is

a percentage which means maximum useful time for transmitting a data in a

reservation. Besides, let Trrs, Ters, Tparas @nd Tycx denote the time to transmit an
RTS, CTS, DATA , and ACK. So Tsand T with RTS/CTS are shown as follows.

Ty = Trrs + SIFS + Teps + SIFS + Tppra + SIFS + Tycx + DIFS (12)

TC = TRTs‘l‘EIFS (13)

Tsand T, without RTS/CTS are shown as follows.

T, = Tpra + SIFS + Tycx + DIFS (14)

24



TC =TDATA+EIFS (15)

3.5.2 Throughput Analysis for our proposed MAC

In our proposed MAC, the saturation throughput can be expressed as:

— Ce—tp—ts
SProposal = C: : Np : TDATA (16)

t—tp—ts

Similarly as analysis of 802.11p, the coefficient £ in (16) indicates

t

available transmission time ratio during a Beacon cycle. As discussed in previous
chapter, vehicles can switch to Service Channels to transmit data all the time except
Beacon slot interval (t;) and RSU’s specific slotinterval ().

That N, is the maximum;number of packet can be transmitted in a reservation.
It is expressed as (17). The numerator is reservation time and the denominator

indicates the total duration to transmit a packet.

_ reservation time
P DIFS+Tpara+SIFS+T ack

(17)

Above saturation throughput analysis for both protocols can be extended to
multiple SCHs environment. However, because RSUs only have one interface for
SCHs, saturation throughput of R2V communications will not increase when service

channel increase. In fact, other bandwidth can be used by V2V communications.

25



Chapter 4 Performance Evaluation

In this chapter, performance of our proposed MAC protocol and original 802.11p

MAC are evaluated by C/C++ and the results will be compared and discussed later.

4.1 Simulation Environment

The simulation environment is a quadratic road system as shown in figure 7.
There are two lanes and each length of the edge is 0.5 (Km). Four RSUs are placed in
the corner of square and their transmission range are 250 (m) so that four RSUs can
cover all vehicular environment. And it is a closed system, no entrances or exits exist

in the vehicular environment.
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=1l=2
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g
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=i
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A

== I

=i

—
fil

Figure 10 : Simulation environment
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At the beginning of simulation, all vehicles are placed in the quadratic road
system evenly, and move in anticlockwise direction. Speeds of vehicles are 60Km/hr
and 80Km/hr respectively in outside lane and inside lane. Then, all vehicles request
for streaming service through RSUs from the Internet. When a vehicle exits from its
original RSU and enters the next RSU’s coverage range, it will request again to keep
streaming service running. The bit rate of stream is set from 120Kbps to 440Kbps in
different simulated situations and packet size of data is 1024 bytes. The download
scheduling algorithm in RSU for 802.11p is round-robin for all vehicles, and FCFS
for our proposed MAC. Namely, in our proposed MAC, RSU will finish a demand of
the current vehicle and then serve the others. The reason is that 802.11p is a
distributed protocol so that it can’t serve vehicles centralizedly. Next, in this
simulation, in order to make it brief, we use two channels to transmit. One channel is
for CCH and the other is for -SCH. It can be easier to extend to multiple service
channels in vehicular network environment

The parameters used in the simulation arelisted in table 3. Table 4 and 5 are
EDCA parameter in 802.11p, and to calculate CW pin and CW pax the values aCWpyi, =
15 and aCW e = 1023 have to be used. Here we adopt AC1 for streaming packets

and AC3 for safety messages.
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Table 3 : Simulation parameters

Simulation time

60 seconds

Vehicle density 16~28 vehicle/km/lane
Transmission range 250 meters

Data rate 6 Mbps

Packet size 1024 bytes

Stream bit rate

120~440 Kbps

Cycle time 100 ms
Slot interval (proposed MAC) | 0.5 ms
Registration slot number 10

Table 4: EDCA’parameter set used on the CCH

AC aCW pin aCW ax AIFS
0 aCW pin aCW jnax 9
1 (aCWpint1)/2-1 aCW pnin 6
2 (aCWpint1)/4-1 (aCWint1)/2-1 3
3 (aCWmpint1)/4-1 (aCWmpint1)/2-1 2
Table 5 : EDCA parameter set on the SCH
AC aCW pin aCW ax AIFS
0 aCWin aCW nax 9
1 aCWin aCW max 6
2 (aCWpint1)/2-1 aCWnin 3
3 (aCWnint1)/4-1 (aCWmpint1)/2-1 2

28




4.2 Simulation Results

The performance is evaluated by throughput, receipt ratio, registration times, and
delay of safety messages. We set different stream bit rate and vehicle density in both
protocols to compare performances.

Figure 8 shows the saturated transmission rate of RSU versus simulation time.
The saturated transmission rate means maximum available data rate that a device can
send or receive in our proposed MAC and original 802.11p. We can see that
simulation results are close to theoretical values, and our performance is twice more
than 802.11p because our proposed MAC fully utilizes service channel; besides,
vehicles need not send RTS/CTS to avoid collision. The gaps between theoretical
results and simulated results in our proposed. MAC are caused by mobility of vehicles
and channel switch. For examplg, vehicles which®move out of RSU’s transmission
range will miss transmitting packet and vehicles which return to Control channel
during RSU’s specific slot will lose transmitting packet, too. With regard to 802.11p,
the gap is also caused by mobility of vehicles. In addition, we suppose random back
off numbers in theoretical analysis are always the minimum number, so the theoretical

results are optimal results, and that is the another reason causing the gap.
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Figure 11 : Saturated transmission rate of RSUs versus simulation time
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Figure 12 : Average throughput versus vehicle ID
Average throughput of each vehicle is shown in figure 9. In this simulation,
vehicle density is 20 (vehicles/km/lane) and streaming bit rate is set as 280 (Kbps). It
appears that average throughput of our proposed MAC almost meets demand of bit
rate and outperforms 802.11p a lot. Similarly, figure 10 shows receipt ratio of demand.

When the request of streaming bit rate is 280 Kbps, our proposed MAC can receive
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90% and original 802.11p only obtains 40% of total data amount. The phenomenon of
uneven performances among different vehicles is caused by scheduling algorithm,
which common FCFS is used in our proposed MAC in this simulation. In some cases,
if a vehicle enters a high-load area of RSU, it might not get chance to satisfy its
requirements before it exits. That is why the performances of some vehicles are poorer.

However, the difference of them is within 5%.
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Figure 13 : Receipt ratio versus vehicle ID

Next, figure 11 and figure 12 show throughput and receipt ratio versus request
streaming bandwidth. In this simulation, vehicle density is 20 (vehicles/km/lane), and
each vehicle request 120~440 (Kbps) stream service. Obviously, our proposed MAC
could offer more than 250 (Kbps) data rate, so receive ratio of 120 and 200 (Kbps)
stream could achieve near 100%. However, in 802.11p, maximum throughput of each
vehicle couldn’t get more than 120 (Kbps) and does not satisfy for all situations. In
fact, most streaming video applications need more than 100 (Kbps) bandwidth.
High-quality videos even need 200 or 300 (Kbps) to support QoS. Therefore, in
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current 802.11p protocol, in urban area where there are many vehicles, it is more
difficult to offer entertainment service to most vehicles, and modifying 802.11p to

enhance throughput requirement is necessary.
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Figure 14 : Average throughput versus streaming bandwidth
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Figure 15 : Receipt ratio versus streaming bandwidth
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Now, we discuss the relationship between vehicle density and the performance.
Figure 13 shows average throughput in different vehicle density. In this simulation,
streaming bit rate is set as 360 (Kbps). As vehicle density increases, the decrease in
throughput is reasonable. It is because more vehicles share the total resources. Figure
14 is corresponding receive ratio results, and similarly, our proposed MAC is better
than 802.11p. Regardless of vehicle density, performance of our proposed MAC is

about twice better than the original 802.11p protocol.
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Figure 16 : Average throughput versus vehicle density
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Figure 17 : Receipt ratio versus vehicle density

In the following, we discussthow many times vehicles need to register to a new
RSU till success. In figure 14, the index of y-axis indicates average registration times
when a vehicle meets its n-th RSU. This is;the RSU which vehicle meets first is the
vehicle’s first RSU, and then after the‘vehicle exits, the vehicle will meet its second
RSU. At the beginning of simulation, all vehicles have not yet registered to RSUs, so
they need to content with all the others to register successfully. As a result, the
average number is higher than later RSUs which they would meet. As vehicle density
increases, registration times would increase as well. Thereafter, when vehicles meet
their second RSU, they need not content with so many vehicles for registration. When
a vehicle meets its first and second RSU, other vehicles have not all finished their first
registration, it can be regarded as initial state. After initial state, all vehicles have
finished their first registration, so new coming vehicles just need to contend with
other new coming vehicles and it will become a stable situation. In figure 18, we can

observe that vehicles only need to register for approximately one time for the third
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RSU and fourth RSU which can be regarded as stable state above. The results are
consistent with our analysis in previous chapter. In our simulated environment, there
can not be more than two vehicles entering a RSU’ range simultaneously in a cycle
time. Here we set registration slots as 10 which is enough to handle in most cases, so

the factor of vehicle density does not influence the result.
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Figure 18 : Average registration times versus vehicle density

In figure 19, average delay of safety messages is shown as follow. This period is
defined from the time an accident happened to the time all neighboring vehicles
receive messages successfully. Simulation results show delay time in our proposed
MAC is about 50 (ms) in average traffic situation and delay time in 802.11p is
approximately 10 (ms). The value of 802.11p is less because the original protocol
aims at reducing accidents, and that is why half of cycle time would be designed as
CCH for high priority messages. As our previous analysis, average delay of safety
messages is direct proportion with vehicle density, but vehicle density in our
simulation is not heavy so that it does not reflect on the result well. The result of delay
time is about half of cycle time, which is 50 (ms). However, 50 (ms) of delay time is

under maximum allowable latency of safety messages (100 ms to 150 ms), which
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shows the pursuit of safety would not be sacrificed to enhance throughput in our

proposed MAC.
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Figure 19 : Average delay of safety' messages versus vehicle density
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Chapter 5 Conclusion and  Future
Work

In this thesis, we propose a novel MAC protocol to enhance system throughput.
The main improvement is that we enhance channel utilization compared with original
802.11p whose channel utilization is half at best. Then, we discuss registration
process, channel reservation process, transmission data or safety message process, and
analysis performance such as registration failure probability, delay time of safety
message, and throughput. In our simulation, we prove that our throughput
outperforms IEEE 802.11p. Moreover, compared in different situations, throughput
and data receipt ratio in our proposed MAC aré¢ better. Besides, we also show average
delay time of safety message in these twoprotocols:“Results show the performance of
802.11p is better, but both simulation results are in-accordance with our theoretical
analysis and both are under maximum allowable latency.

In this thesis, we only consider V2R environment, i.e., there must be RSUs
equipped on the road. However, it is impossible to equip RSUs everywhere, especially
in rural area. In that case, one of the vehicles has to act as cluster head and manage all
the registration and reservation. Therefore, how to coordinate between RSU-based
and cluster-based environment will be a future work. Furthermore, because our
proposed MAC is a centralized structure, scheduling algorithm and admission control
will be critical issues. How to schedule different flows or make admission decision

according to the characteristic of VANETSs applications can also be future work, too.
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