A IR T A AL RELFER 5C P2P SIP ks

A Hierarchical-Social'Network-based P2P SIP System
for Mobile Environments

SRS

hERE IR #L

F[[‘aj'- Sl o Jeq{ 5 & 4



FERE T ANAL T R IF K 5 P2P SIP ks

A Hierarchical Social Network-based P2P SIP System
for Mobile Environments

MopoA i Ehw Student : Bo-Wei Li
i EFR 2 AH Advisor : Kuochen Wang
W

Fil A, <
A Thesis

Submitted to Institute of Network Engineering
College of Computer Science
National Chiao Tung University
in Partial Fulfillment of the Requirements
for the Degree of
Master

in

Computer Science
June 2008

Hsinchu, Taiwan, Republic of China

PEARAY LS ER



FETRE T A AL eEL2 PR R P2P SIP i &

F3 0 32hd BB IR #2

Bob AT Y > d 3t P2PSIP i s PR B 4L SIP k sLehak gk o o1 s P2P
SIP s ieefia g o & 4 — BaTARE o % % #cen P2P SIP % s 80 0 A g5
$e7% % (DHT)eh Chord Bed j@ B2 F 17> @ Hav fadk s L S v fife®
Moo R MAHFT L T AP EY g B T s S BAT AR T EE
Blth oo A S BEBEZARLLS GH R BE RIS R
hid o ¥ oo d it 5 BB RR G Hchut B B ERAEy [k PRl o
EHE X A R AR 2 T o L0 R hEEEA ST B g

Boo#¢ 3R L - BT DHT i 0 @ ¢ H b e



SRR o A AT Y o NPR N - B ATAE T R 2 FR S P2PSIP

R

Ly

B B ¥ AR R e A S S 2P 3 aE 2 i FEPE R AT
R E SRR/ )RR ER LAY ST ¥ r g
el o BB S BT 0 Rt 1@ 5t Chord 28 # <0 P2P SIP i 5t > 24 i iy

AP PR AT B A2 AREERER > X2 RS L2 5t

i
&
%

RPN - S Tl R b AP BFREF S ek d O(logN)# 2 I

O(1)» 27 N % DHT i an& ghiich -

il

Mk @ RE > S BPEFR RS 2 P2PSIP s AL R o

I\



A Hierarchical Social Network-based P2P SIP
System for Mobile Environments

Student : Bo-Wei Li Advisor : Dr. Kuochen Wang

Department of Computer Science
National Chiao Tung University

Abstract

P2P SIP (peer to peer session initiation protocol) systems have emerged as a new trend in
multimedia realm due to their abilities to overcome the shortcomings of conventional SIP
systems. Most of P2P SIP systems were implemented using Chord, a Distributed Hash Table
(DHT) based routing algorithm which can-provide scalability and reliability. Previous studies
on P2P SIP systems did not consider-node heterogeneity, location information and mobility
issues all together. For node heterogeneity, nodes with different capabilities (processing power,
storage and bandwidth) should be treated suitably. For. location information, the signaling
latency is correlated with the geographic.distance between end users. This will influence call
setup latency greatly. As to mobility, the node churn property will involve additional messages
to maintain a stable DHT-based network and increases call setup latency. To conquer these
problems, we propose a hierarchical social network-based P2P SIP system. The social
network property can increase routing efficiency when calling friends. In addition, the
proposed hybrid (structured/unstructured) overlay is more resilient to cope with node churn.
Simulation results show that our approach can improve 32% call setup latency with
non-buddies and reduce 63% maintenance cost in comparison with the conventional
Chord-based approach. In addition, we improve lookup efficiency from O(logN) to O(1) when

making calls with buddies, where N is the number of nodes in a DHT-based network.

Index Terms — call setup latency, mobile environment, P2P SIP, social network.
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Chapter 1

Introduction

1.1 Basic concept of SIP

In recent years, voice over IP (MoIP) has become a very popular Internet service. Session
Initiation Protocol (SIP) [1] which was defined by Internet Engineering Task Force (IETF) is
widely applied to VoIP because its simplicity and expansibility. SIP is an application layer
signaling protocol, which is used for .establishment, maintenance, and termination of a
communication session between two or.more participants. In conventional SIP, it is a
centralized architecture which includes user agent, proxy server, registrar server, redirect
server and location server. Unlike some proprietary protocols, such as SKYPE [2], SIP-based
IP telephony has an additional advantage of achieving interoperability. It means a SIP-based
system can inter-work with any existing " SIP-based system. However, the centralized
architecture results in some shortcomings, such as limited scalability, high cost of

development and maintenance as well as a single point of failure.

1.2 Basic concept of P2P

Peer-to-Peer (P2P) networks share resources such as processing power, storage and
bandwidth between peers. Nodes reside in P2P networks are interconnected with each other
[17]. In large P2P networks, each node directly connects to a group of neighbors and uses
these connections to reach the other nodes in the network. P2P systems inherently have
scalability, low maintenance cost and high fault tolerance because of no centralized server and

self-organized nature.



1.3 P2P classification

In general, P2P networks can be classified into unstructured and structured ones.
Unstructured P2P networks, such as Kazaa [3] and Gnutella [4], build a random graph and use
flooding or random walks on that graph to discover data stored by overlay nodes.
Broadcasting messages using by these systems will burden the network with unnecessary
traffic. However, unstructured P2P network is more resilient to cope with node churn (the
continuous process of node arrival and departure) [23][24]. On the other hand, structured P2P
networks use DHT-based algorithm such as Chord [5], CAN [6] and Pastry [7] to provide a
lookup service in a distributed fashion. Nodes construct an overlay with a predicable way and

adopt efficient routing instead of blind and unpredictable search by flooding.

1.4 Basic concept of P2P SIP

P2P SIP studies have emerged as a new trend in-multimedia realm. The combination of
SIP and P2P can overcome the shortcomings of conventional SIP systems. IETF P2P SIP
Internet drafts define a Chord-based.P2P SIP system [21][22]. A node in a P2P-SIP system
acts as a conventional SIP-UA (SIP-user agent), registrar as well as a proxy/redirect server.
Traditional SIP lookup service has been replaced by P2P overlay lookup service. Therefore, a
node in a P2P SIP system can perform all functions of traditional SIP-UA without a need of a
centralized SIP server. P2P SIP systems benefit from scalability and reliability offered by P2P.
However, P2P SIP overlay based on Chord, the resource lookup procedure takes O(logN) hops
which is larger than traditional SIP’s lookup latency of O(1), where N is the number of nodes
in the overlay [8]. Therefore, our design goal is to speed up the lookup procedure as close to

that of a traditional SIP system as possible.

1.5 Proposed P2P SIP system consideration

Node heterogeneity is an important issue that should be considered. In a pure P2P



network, all nodes are treated equally and there is no difference between nodes. However, in a
real world, nodes have different capability, such as different processing power, storage and
bandwidth. Furthermore, node availability also affects indirectly the availability of a P2P
system [18]. For example, if a node has longer uptime and better fault tolerance in the system,
other nodes can use its service much more to reduce the churn rate. Thus, nodes with greater
resources and desirable features should be grouped as super nodes (SN) while the rest of
nodes are categorized as ordinary nodes (ON). In addition, lookup routing in DHT networks
may be through public Internet, which may introduce significant call setup latency [20]. Fig. 1
shows a routing example operating on PlanetLab [15][25]. In this figure, node numbers 1
through 5 represent a routing sequence. The physical locations of nodes in a DHT overlay are
unpredictable so that the routing path. may not be optimal, which significantly increases the
call setup latency. Thus, an efficient lookuprmechanism has to be considered in DHT-based
systems. Besides, node mobility: is another critical issue that should be paid attention to. Node
churn involves additional maintenance messages to ensure a stable DHT-based network, and it

increases call setup latencies [11].
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Fig. 1. A routing example operating on PlanetLab [15][25].



In this thesis, we propose a hierarchical social network-based P2P-SIP system. In our
system, nodes are categorized as an SN or ON according to their capability. SNs form a main
net based on Chord and each SN manages a group of ONs, called a sub net. For a specific SN,
all ONs in the same sub-net are its part of online friends, called buddies. The concept behind
this proposed system is that users usually call their friends instead of strangers. In addition,
people’s friend relationships are closely associated [11]. For example, if we want to call a
friend without his phone number, we can still ask our common friends to get the phone
number. Thus, in our system, nodes can contact friends by referring to their contacts (common
friends) to speed up the look up procedure.

The rest of the thesis is structured as follows. In the next chapter, we review related work
and list features that should be involved in a' P2P.telephony system. In Chapter 3, we present
the design approach of our system. Chapter 4 evaluates simulation results. Finally, Chapter 5

gives conclusion and future work:



Chapter 2

Related Work

2.1 Features of a P2P telephony system

Based on existing P2P SIP systems, a P2P telephony system should include the
following features: zero configuration, node heterogeneity, efficient lookup, advanced
services, interoperability as well as churn handling, which are defined as follows [8]:

Zero configuration: The system should automatically construct an overlay.

Node heterogeneity: Nodes with.different capabilities should be treated suitably.

Efficient lookup: Blind search based on flooding is not-suitable for IP telephony systems.
DHT-based routing is a better-way to optimize the lookup-service.

Advanced services: Offline voice messaging, multi-party conferencing and instant messaging
etc. should be supported in the system.

Interoperability: It should easily integrate with existing protocols and IP telephony systems.
SIP can support this property.

Churn handling: It should be resilient while nodes join/leave the overlay frequently.

2.2 Feature comparison between various P2P SIP systems

The features comparison between the proposed system and other approaches is shown in
Table 1. SOSIMPLE [9] used SIP and Chord [5] to build a decentralized and standards-based
system for SIP communications. However, SOSIMPLE did not consider node heterogeneity
and churn handling. DChord [10] considered node heterogeneity and location information of

nodes to build a full distributed and open P2P-SIP system. Yet, node churn still burdens the



system with extra maintenance messages. UP2P SIP [11] proposed an unstructured P2P SIP
with regard to mobility churn and friend relationships. This approach outperforms the
conventional Chord-based P2P SIP approach in terms of call setup latency and maintenance
cost. However in an unstructured environment, it still involves unnecessary flooding
messages when calling for non-buddy nodes and initiating the network. Furthermore, UP2P
SIP did not consider node heterogeneity and advanced services such as off-line messages. In
addition, UP2P SIP needs an extra host server to build an unstructured P2P network for
non-buddies. Table 2 shows the comparison of search overhead and search time between
different P2P SIP systems. The search overhead refers to the number of hops that involve in
one search. For Chord-based systems, such as SOSIMEPLE [9] and DChord [10], the search
overhead and search time are both O(logN). For DChord, because its unstructured nature, the
flooding message will involve O(N) hops, and its non-buddies network can guarantee O(logN)
search time. As to our proposed SP2P SIP (Social P2P SIP) system, the search overhead and
search time are same as those of Chord-based approaches when making calls to non-buddies.

However, for calls to buddies, our approach can achieve O(1) for both metrics.



Table 1. Features comparison between different P2P SIP systems.

Approach
SP2P SIP
SOSIMPLE [9] | DChord [10] | UP2P SIP [11]
(Proposed)
Feature

Zero configuration Yes Yes Yes Yes
Efficient lookup Yes Yes No Yes
Interoperability Yes Yes Yes Yes
Node heterogeneity No Yes No Yes
Advanced services Yes Yes No Yes
Churn handling No No Yes Yes

Table 2. Comparison of search overhead and search time between different P2P SIP systems.

Approach Search overhead Search time
Chord-based[9][10] O(logN) O(logN)
UP2P SIP [11] O(N) O(logN)
SP2P SIP with non-buddies (proposed) O(logN) O(logN)
SP2P SIP with buddies (propesed) 0(1) 0(@)




Chapter 3

System Design

In this chapter, we present our system architecture as well as design considerations

behind the proposed SP2P SIP (Social P2P SIP) system.

3.1 System overview

In our system, the overlay network, as shown in Fig. 2, is constructed in a hybrid
(structured/unstructured) fashion. Considering. node heterogeneity, nodes are categorized as
super nodes (SNs) or ordinary nodes (ONSs) according to their capability. SNs form a
structured overlay, called main net, which is based on Chord. Each SN manages a group of
ON:s that form an unstructured-overlay, called sub.net. Each SN maintains a finger table, a sub
node table as well as a resource table to support resource publishing and location. A finger
table is designed for Chord algorithm to speed up the lookup procedure. A sub node table is
used for managing ONs, and a resource table is used for managing resource publishing data.
In addition, as shown in Table 3, each node maintains a contact table, which comprises
buddies and contact’s IP address, to achieve better lookup efficiency when calling buddies.
The reason for choosing such a hybrid overlay is that structured P2P networks (DHTS) are
much suitable for IP telephony due to its better ability to locate rare files than unstructured
P2P networks [13][14]. Besides, unstructured P2P networks are more resilient to cope with
node churn [12].

The node social relationship of our system is illustrated in Fig. 3. For a specific ON 4V, if

node 9v wants to call a friend, it can ask their common friend, called a contact, to get the



contact information. SNs consist of non-buddies and contacts, whereas ONs comprise buddies
and non-buddies. Node &maintains a list of contacts so that it can locate buddies in O(1) hop
by referring to these contacts while locating non-buddy nodes is done in O(logN). Therefore,
our approach can significantly reduce call setup latency which is an impotent request in IP
telephony applications. In addition, the time to access a contact is less than time to access an
unpredictable node in Chord because friends usually stay close geographically, for example,
in the same school or the same country. In practice, it requires a smaller number of physical

hops to access a contact than an unpredictable node in Chord.

@ :Super node

O :O0rdinary node

Fig. 2. Overlay network for the proposed SP2P SIP system.



@ :Node

@® O : Non-buddy

Fig. 3. Node sv’ssocial relationship with other nodes.

3.2 Contacts initiation

A node sends queries to all buddies by contacting a pre-configured bootstrap node or a
previously contacted node to build a ‘contact table when the node first starts up. The contact
table is shown in Table 3. Each entry is a mapping of a buddy and the IP address of a contact.
A contact is the super node of the buddy. If a buddy is a super node, its contact will be itself.
We assume that a node can get a buddy list. In practice, user information, such as a buddy list
and preferences, can be managed by a centralized authentication server or stored as an

encrypted file within the overlay [9].

3.3 Super node selection

When a node s wants to join the overlay, it has to select a super node among contacts.
The first priority is the one who was last connected. If the last contact is not available, a super

node should be the one who includes the most number of buddies of . For example, in Table

10



3, the super node should be the IP name pair 140.113.90.88/Alice. By this rule, one can build
a minimal number of contacts.

Table 3. Contact table for speeding up the lookup procedure.

Buddy Contact

Alice 140.113.90.88/Alice
Bob 140.113.90.88/Alice
Carl 140.113.90.88/Alice

David 140.113.100.200/Fred
Eric 140.113.100.200/Fred

3.4 Node startup, node registration and user registration

The node startup procedure is shown in Fig. 4. Once a user enters his/her SIP URI, such
as alice@p2psip.com, a user identifier, Resource-ID, will be calculated first by hashing the
SIP URI. The default hashing algorithm in.Chord is SHA-1 [26], which can produce
consistent hashing results. Second, the-user performs the super node selection. If there are no
contacts to select, contacts initiation will proceed. When-there are no buddies in the overlay,

contacts initiation will fail. Then, node registration-will be executed.

11
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Fig. 4. Node startup procedure for the proposed SP2P SIP system.

Node registration refers to a node that joins the main net and acts as a super node. The
new node uses Resource-1D as its Node-ID. Next, it uses SIP REGISTER and “302 Moved
Temporarily” messages to locate the closest successor, which is responsible for accepting the
joining node. It is an iterative routing fashion. However, in practice, our main net DHT
overlay is much stable so that using recursive routing style is another good way to improve
routing efficiency. Fig. 5 illustrates the difference between them. In iterative routing, as
shown in Fig. 5(a), the joining node with Node-I1D 80 first sends a REGISTER message to the
bootstrap node, which has Node-ID 44 (step 1). For a specific Resource-ID k in Chord, the

first node with Node-1D equal to or greater (mod the size of the namespace) than k is the

12



responsible node for k. The bootstrap node is not currently responsible for the joining node so
it returns a “302 Moved Temporarily” message, which includes information about the node
that might be responsible for the joining node, in this case, node A (step 2). Then, the joining
node repeats this procedure to send a REGISTER message to node A. Also, node A is not
responsible for it (steps 3-4). Finally, the correct node, node B, is indicated, and it response a
“200 OK message” to the joining node, and then the node registration is finished (steps 5-6).
Node B is also the location where offline messages for the joining node should be placed. On
the other hand, in recursive routing as shown in Fig. 5(b), the bootstrap node and node A acts
as SIP Proxy Servers to relay the REGISTER message to node B. After the node registration,
the joining node becomes a super node, and Node Startup is done. The differences between
recursive and iterative routing are described as follows. First, iterative routing can easily keep
track of the lookup route and can react to routing problems rapidly. Second, when a node on
the routing path fails, iterative routing can skip all previous hops and continue the lookup
somewhere next to the absent node; Third, wrong finger table entries are the main problem
with recursive routing. However,«in an error-free environment, recursive lookups require only
60% of the lookup time compared to iterative routing [19].

When a node gets a super node in Super Node Selection, it will become an ordinary node,
and proceeds User Registration. User Registration refers to a node publishing its location
information (the mapping of Resource-ID and IP address) so that other nodes can locate it.
There are two places where the location information should be registered to. One is the node’s
SN, the other is the node that is responsible for it in the main net. The iterative fashion is
shown in Fig. 6(a). The joining node first registers itself to its SN, node A. Node A then adds
the joining node to its sub node table, and response “200 OK” message (steps 1-2). Next, the
message is relayed to node C, which is responsible for the joining node (steps 3-5). Finally,

node C puts the location information to its resource table, and returns a “200 OK” message to

13



node A. The routing process is the same as in node registration. On the other hand, recursive
routing fashion is shown in Fig. 6(b). SNs act as SIP Proxy Servers to relay the REGISTER

message.

Node B {Node-id 100, responsible for joining node)

(5) REGISTER

{4} 302 to node B

(3) REGISTER

Joining node
After join
(Node-Id 80

i, Joining node
»  (Node-id 80}

Node A . {1) REGISTER
{Node-id 76, (2) 302 to node A
nat responsible}
Bootstrap node
(Node-id 44, not responsible)
(a) Iterative routing
Node B {Node-id 100, responsible for Jolning node)
Joining node (4) 200 OK
After join '
(Node-id 80 3
/(3) REGISTER ® Joining node

{Node-id 80)

Node A
(Node-id 76,
not responsible)

(1) REGISTER

/
\

(b) Recursive routing

Bootstrap node
{Node-id 44, not responsible)

Fig. 5. Difference between iterative and recursive routing when a node proceeds to node
registration.
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3.5 Session setup and user location

When a node wishes to establish a session, the target node must be located. This process
is called User Location. For example, if Alice wishes to locate Bob, she first calculates Bob’s
Resource-I1D by hashing Bob’s SIP URI. There are two cases of User Location. One case is
that if Bob is one of Alice’s buddies, Alice can refer to Bob’s contact to locate Bob’s IP
address, as shown in Fig. 7. Alice first sends SIP MESSAGE or INVITE message to Bob’
contact for an instant message or a multimedia call, respectively (step 1). Then, the contact
responds 302 Moved Temporarily message to indicate Bob’s IP address (step 2) so that Alice
can send INVITE to Bob, and Session Setup is completed. The other case is shown in Fig. 8.
If Bob is a non-buddy node, Alice first finds the node that is responsible for Bob to get Bob’s
location (steps 1-4). This process is same as User-Registration. Once Bob is located, the

session is initiated (step 5).

15



Node C (Node-id 100
, responsible for joining node)

Node B
{Node- 76,
not responsible)

- loining node
{Resource-id 80)
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(b) Recursive routing

Fig. 6. Difference between iterative and recursive routing when a node proceeds to user

registration
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Fig.7. Session setup with a buddy node.

® . Alice

® : Super node

Node B © :Bob
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Fig. 8. Session setup with a non-buddy node.
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Chapter 4

Simulation

4.1 Simulation setup

In this chapter, the performance of our proposed system is evaluated and discussed. Most
of P2P SIP systems were implemented with Chord, and Chord is a DHT-based algorithm
which was defined in IETF Internet drafts [21][22]. The Chord-based approach is a
representative approach so that we chose. it for.comparison. We used Overlay Weaver [15] as
an overlay generator to construct a standard.Chord-based P2P SIP system and the proposed
system. By the default setting of Overlay Weaver, the-namespace of Chord used in both
systems is 2'°° and the routing style is an iterative fashion. Besides, in order to closely relate
to real people’s social relationship, we developed a.crawler to extract the buddy relation from
[16]. There are two assumptions in our simulation. First, in most situations, the proposed
system is not the first launch. Second, SNs are very stable in the overlay so that a node can be
connected to the previous SN most of the time. Based on the two assumptions, the overhead

of contacts initiation will not be included.

4.2 Simulation results

The call setup latency is a critical property for telephony system. In DHT-based P2P SIP
systems, the call setup latency consists of lookup latency and INVITE transaction latency.
Lookup latency takes up about 80% of call setup latency [20], so we simply measure call
setup latency in terms of lookup latency. In general, most of our friends are in the same

country, so we assume connections between a specific node and its contacts are in domestic

18



networks. Besides, we assume routing in DHT overlay is through the global Internet because
physical positions of those nodes on the routing path are unpredictable. In addition, according
to realistic statistics [20], we set average hop latency in the domestic network and the Internet
to 90 ms and 400 ms, respectively. Fig. 9 shows the call setup latency against the number of
nodes in the system with different percentages of calls to buddies. It is obvious that the more
calls to buddies the lower call setup latency on average. Our approach outperforms the
standard Chord-based system in all scenarios. For example, in 10,000 nodes overlay, the
proposed SP2P SIP system improves 86% of call setup latency compared to the standard

Chord-based system while making 30% of calls to buddies.

—4#— Chord-based

—M— SP2P SIP with.no-buddies (proposed)
== SP2P SIP with 30% of buddies (")

4 —{ —@— SP2P SIP with 60% of buddies (")

35 || =©= SP2P SIP'with.90% of buddies (")
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Fig. 9. Comparison of call setup latency under various number of nodes.

We also evaluate the maintenance cost of two schemes by measuring number of control
messages which is needed to build a DHT overlay, as shown in Fig. 10. The messages of our
approach increase gently as the number of nodes increases because our approach can reduce
the number of nodes in the DHT overlay. For example, in a 10,000 nodes overlay, our system

requires only 37% of maintenance cost compared to the Chord-based system.
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Fig. 10. Comparison of maintenance cost under various number of nodes.

To evaluate the effect of node mability; we first established a network of 1,000 nodes.
We churned nodes with various churn rates.in-a period of 1 minute, which meant nodes
continually join/leave overlay-with various time.intervals,-maintaining the total overlay size at
1000. Fig. 11 shows the effect of various churn rates on call setup latency. Higher churn rate
will increase call setup latency in the traditional Chord-based P2P SIP system. However, the
churn rate affects our system slightly. That is because most nodes in our system are ONs and
ON s join/leave the system would not affect the structure of the main net. Thus, the main net

can remain stable and is more resilient to cope with node churn.
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Fig. 11. Comparison of call setup latency under various churn rates. (Churn rate increases to
the left)
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Chapter 5

Conclusions and Future Work

5.1 Conclusions

In this thesis, we have presented a hierarchical social network-based P2P SIP system.
The idea behind the system is that people’s friend relationships are closely associated so we
can ask a known friend to get more information about other friends. In addition, friends are
close geographically so that we can speed up .the lookup procedure. Simulation results have
demonstrated that the proposed. P2P SIP.system improves 32% of call setup latency with
non-buddies and reduce 63% of maintenance cost in-comparison with the conventional
Chord-based approach. We also improve lookup efficiency from O(logN) to O(1) when
making calls with buddies, where N is the number.of nodes in a DHT-based network. As to
mobile environments, the proposed hybrid (structured/unstructured) overlay is more resilient

to cope with node churn.

5.2 Future work

Since the numbers of buddies among super nodes are not uniform, the load balancing of
super nodes is an issue. In addition, there is a security issue when using P2P SIP architectures

for real-time communication [27]. Both of the issues deserve for further study.
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