AR AN

T~

A TR

2

B AR P DR ER R R D] W ORIA B s ]

Mobility Group Detection Using Hypothesis Testing in Wireless
Networks

.
—_—

RES S RN R 2

,{;H;Z 4’55@%

HTERBE Lt A LA



B AU RSP A B L T RS B e i 4

Mobility Group Detection Using Hypothesis Testing in Wireless

Networks
Boyo4 ke % Student : Wen-Shin Chang
hERE Mm@ Advisor : Chien Chen

A Thesis

Submitted to Institute of Network Engineering
College of Computer Science
National Chiao Tung University
In partial Fulfillment of the Requirements
For the Degree of
Master

In
Computer Science and Engineering
July 2009

Hsinchu, Taiwan, Republic of China

R

il



R 4

remv P d A EARRERD QI - F- A BRaniThKE 2 Fogeg s

iR R KBRI B Y- BRI —flj’* P B Lj\i\géc 18 B et Fx
F oW F B AR NP FE 0 A A F ' RA#HZLAWIMAX /3G ks 2

& 7 A= X SHMANET (Mobile Ad Hoe Network ) +/ VANET ( Vehicles Ad Hoc
Network ) $RA_P % 49 § £ & chf? § 3RAL © EWIMAX /3G kst > 2B fad %
¥ #%%F € 2 BS (Base Station) i 8. £ ;ﬁﬁ BSit ' it o § THEE K- B
SHEINT - B L0 MFR T AR LR AR S R A R AR T

F - BIMBRFBS o drk f - HAB LR QAR S w HH o bldois B &

RPFeh- HE L WP ¢ b BB g s Pl 3%EEmRY 97
TEF O L B Bl ix Barip g AL T AR T

Ak AP E LR - F oA E e ER LY oA Rl PR - BEES PR
fr“f]&? M ArF e LR R KB~ B R L A2 A 0 @ handoffin f R M o B
MANET /VANET } » & £ E 2 EFFWOFTR - THEE D fFd 28K
Boordp it =% 2 B ki vR— @SR £ B o AMANET / VANET
PoEROT AT URATH FTRL G R ook v ougnliiFed ohf - 2o

;hffs?_l'lﬂ:ﬁ-?%}.’i'—fﬁ |3 e P - zl}i"l‘_hiﬁ’»xlvﬂ-:-p FLECH P = — BEEY o ¥ 0k 7

il



?{ﬁ?ﬁﬁﬁy,»ﬂw?a,%#ﬁ "

A m A FE- B % L7 < glong range Interface k i > i%fifl%ﬁ 53 %
R R e F o B A AHE L AWIMAX /3G ks o g A A#HE K e

MANET /VANET™ » # 2 Rl (AE L T ] o dih= ¥ > AP RIFIFAoR
flrFep FHEE 2 Bl 23 BN - F- LB arsEE T4 2k
DT A PR AT B RRT f RR AR A Y AP R
T G (D) A#HERNERT > ¢ drLeader 3 0% > 14 Centralized e 3¢
R diEe Q)@ R Ve » A FrLeader 3 s/ » 14 Centralized 5
SN M EE > Q) AR N EET 0 U Distributed s FN R 1 0 10iE T

B f fE e

%’33\
™

VR ARG o rin ) 3 e e B 1 P WCRRS T SR 0 e K o

B LEF : WIiMAX > 3G > MANET > VANET ~ Handoff ~ Base Station

v



Mobility Group Detection Using Hypothesis Testing in Wireless

Networks

Student: Wen-Shin Chang Advisor: Dr. Chien Chen

Institute of Network Engineering

National Chiao Tung University

Abstract

The purpose of this thesis is to identify a set of mobile devices which are moving
as a group in wireless networks. Wewse the statistical hypothesis test to improve the
correct detection rate. With the rapid development of wireless networks, the advance
research in both infrastructure based WiMAX / 3G systems, and Mobile Ad Hoc
Networks (MANET) / Vehicles Ad Hoc Netwotrks (VANET) are very important. In
the WiMAX / 3G systems, every mobile devices access to the networks by connecting
with Base Stations (BS). In order to maintain the constantly connectivity to the
networks, a moving mobile device must handoff from a BS to other BS with better
coverage. However, if a group of mobile devices in the same direction, such as a
group of passengers in the bus or a rapid train, they may initiates a handoff process
individually at the same time. As a result, the number of handoff messages, which the
BS needs to handle simultaneously are enormous. It may cause a handoff delay or
even multiple calls drops. Therefore, if we can detect a group of mobile nodes in
advance and treat them as a group instead of individual nodes, then we can initiate a
group handoff to trim down total handoff overhead for a mobile group, In MANET /
VANET, a mobile device is unable to obtain global information such as positions,

direction and velocities of all nodes. A mobile device detects its group member only

A\



by local information of its neighbored nodes. In MANET / VANET, group knowledge
can help to spread information more efficiently. We can send a copy of information to
one node of each group of mobile devices instead of spread information to every node
if a group of nodes can be identified. Furthermore, group knowledge can help on
energy management, which is an essential fact for the long duration operation of the
MANETs. Since a mobile device of the MAVET is powered by the battery, if a node
can know its group member, it can communicate with its group member using a short
range interface instead of a more power hungry long range interface. In addition, we
can use our method to implement cluster based algorithm for efficient routing and
load balancing in MANET / VANET. Therefore, the group detection is an important
research for both infrastructures based WiMAX / 3G systems, and MANET / VANET.
In this thesis, we will explore the relationship between mobile devices to identify a
group of nodes which travel as'a group more accurately. We can make use of the
group mobility to improve network performance. In this thesis, we focus on the
following three topics: (1) Deign a centralize algorithm to detect a set of nodes which
are traveling together in infrastructure based networks with a group lead. (2) Deign a
centralize algorithm to detect a set of nodes which are traveling together in
infrastructure based networks without a group lead. (3) Deign a distributed algorithm
to detect a set of nodes which are traveling together in non-infrastructure based
networks. Finally, simulation results show that our proposed approaches have a good

group detection rate

Keywords: WiMAX ~ 3G ~ MANET ~ VANET ~ Handoff ~ Base Station;
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Chapter 1: Introduction

The main purpose of this thesis is explore how to effectively detect a set of
mobile devices which are moving as a group in both infrastructure based WiMAX /
3G systems, and Mobile Ad Hoc Networks (MANET) / Vehicles Ad Hoc Networks
(VANET).

Due to the recent rapid development of wireless networks, there are more and
more people using wireless mobile services through mobile devices nowadays. Today,
wireless networks are classified into 2 categories, the infrastructure based networks,
shown in Fig.1, and non-infrastructure based networks, shown in Fig.2. In Fig. 1, we
show an infrastructure based wireless networks consists of a number of mobile
devices that connect to the internet through the access to the fixed wireless based
stations (BSs), such as WIMAX and3G. The non-infrastructure based networks consist
of a number of mobile devices that connect with each other in the absence of fixed BS,

such as MANET and VANET:

/&8 o X

Fig. 1 ~ Infrastructure based networks



Fig. 2 - MANET / VANET

In infrastructure based WiMAX / 3G systems, a group of mobile devices move,
the active connections established between those mobile devices and the present BS
may need to be transferred or handoff to other BS: If the handoff request is initialed
by each mobile device, the numbers of handoff messages that the BS need to handle
are enormous. It may cause a-handoff delay or even multiple calls drops due to limited
messages processing capability of the BS. For example, the passengers in the same
bus or train are traveling in the same’direction. If some of them use the mobile
devices, they will handoff to the same BS almost at the same time. Thus the BS has to
process a large number of handoff messages simultaneously. It may cause a handoff
delay or even a call drop, if the BS is overloaded with the excessive number of
handoff messages. In order to reduce the number of handoff messages, we can treat a
set of mobile nodes as a group instead of individual nodes, then handoff through the a
group handoff method.

In addition, in the non-infrastructure based MANET / VANET, the knowledge of
a set of mobile devices which travel together in a period of time such as a car fleet can
help to distribute the information more efficiently. In order to ensure the information

can be spread out in MANET, the information must be distributed to each mobile



device. Therefore, it will waste a lot of resources, and one mobile device may receive
duplicate information. However if a group of mobile devices can be identified, we can
send a copy of information only to one mobile device instead of a group of mobile
devices. Today, most of devices have more than two network interfaces, for example,
WiMAX / Wihi or WIMAX / Zigbee. If a mobile device can know its group member,
it can communicate with its group member using short range interface instead of more
power hunger long range interface. In addition, we can use the group knowledge to
implement a better cluster based routing algorithm for efficient resource utilization in
MANET / VANET. A cluster based routing relies on the connectivity of the cluster
heads (CH). With group knowledge we can have a better choice of cluster heads and
maintain more stability of the clusters.

The purpose of this study is to-exploreé how to detect a set of mobile device by
their characteristic of movement and appropriate threshold. For example, in the bus,
we regard a set of mobile device carried by the passengers as the same group.
Therefore, we can improve handoff .overhead by performing group handoff seamless.
In addition, in MANET/VANET we can distribute data more efficiently with group
knowledge. For example, we can spread the information to a specific MN instead of

all MNs..

Fig. 3 ~ (a)The BS has the bus information;(b) The BS has no the bus information



In the WiMAX / 3G systems, we make use of mobility information of mobile
devices such as position, speed and moving direction to detect a group of mobile
devices which are travel together. The issues of group detection in
infrastructure-based wireless network can be classified into two categories: with
group leader and without group leader. As shown as Fig.3(a), the bus has a mobile
device which can be identified by the BSs as a group leader. Opposite, as shown as
Fig.3(b), the bus carry no mobile device, thus the BSs have no information of the
group leaders. Suppose that the BS has the information of the group leaders, the BS
can detect a group by using the group leader’s mobility information as benchmarks to
match up with the mobility information of other mobile devices. However, if the BS
has no information of the groupleaders; there are no benchmarks for comparison.
Therefore, the mobility information of all mobile devices. must be compared with each
other which will increase the complexity of detection.

In the MANET / VANET, mobile device is unable to obtain global information
such as positions, direction and velocities of all nodes. A mobile device detects its
group members only by local information of its neighbored nodes.

According to the above descriptions, this thesis will explore how to detect a
group of mobile devices by their mobility pattern in the infrastructure based networks
and non-infrastructure networks. We employ statistical hypothesis test to obtain the
suitable thresholds for an effective detection. In this thesis, we forces on the following
three topics: (1) Deign a centralize algorithm to detect a set of nodes which is
traveling together in infrastructure based networks with a group lead. (2) Deign a
centralize algorithm to detect a set of nodes which is traveling together in
infrastructure based networks without a group lead. (3) Deign a distributed algorithm

to detect a set of nodes which is traveling together in non-infrastructure based
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networks. First, we collect the positions of mobile nodes by signal strength. Then, we
measure the difference of distance, moving angle and moving distance between two
nodes. Calculate three confidence indexes by above measurements and appropriate
thresholds. These thresholds are important. In order to improve the accuracy of the
confidence index, we use the statistical hypothesis test to find the appropriate
threshold. Finally, a probability of the same group between two nodes is obtained by
confidence indexes and history data.

The remainder of the thesis is organized as follows. In chapter 2, we introduce some
related works. In chapter 3, we present the existing group mobility models. In chapter
4, we describe how to calculate the confidence indexes and how to use the hypothesis
testing to obtain the appropriate threshold. In chapter 5, we propose the mobility
group detection. In chapter 6, we show the results of simulation experiments. Finally,

in chapter 7, we summarize this paper.



Chapter 2: Related work

In terms of researching group mobility in wireless networks, we can divide it into
four cases. The first one is to do the group mobility model. The second one is to detect
the group. The third one is to predict the group. The fourth one is the clustering. We
will discuss these four cases in the following.

The Group Mobility Model uses the group characteristics to simulate the
relationship between nodes. So this model can simulate the group mobility. Therefore,
it can further simulate the impact of specific network application or protocol. [1]
introduce the Reference Point Group Mobility (RPGM) Model. In this model, each
group has a reference center to be standard. [3] introduce the Reference Velocity
Group Mobility (RVGM) model. This model is-extéending from the RPGM model. The
difference between two models is that the RPGM model use reference point to be
standard and the RVGM model use reference velocityto be standard. [10][11][12]
also propose the different group mobility model.

The clustering is grouping ‘the mobile-nodes or fixed nodes. The most of
clustering is grouping nodes by density, position or velocity. Therefore, it can not
identify a set of nodes which is traveling together. It only know that the nodes
together at some time. [6] propose a distributed clustering algorithm to grouping the
mobile nodes by the mobile characteristic. [2][8] propose the clustering algorithm to
improve the efficiency of hybrid routing and spread duplicate data. [14][15] also
propose the different clustering for some specific application more efficiently.

The detection and prediction is to let the some application more efficiently. For
example, routing, handover...etc. [5] propose the distributed detection algorithm. This
algorithm different with our algorithm is that this algorithm is detect the group

according to the connection time. [3][9] propose the prediction algorithm. These



algorithms use the mobile characteristics of group to predict the partition time. These
algorithms make the routing more efficiently and completion rate of transfer data

higher.



Chapter 3: Group Mobility Model

In this thesis, the group mobility model is very important. Some researchers have
proposed group mobility models [1] [3]. The mobile node of group mobility model
are moved by different features, and based on group-based movement. We can use
this model to simulate. There are two kind of group mobility model. The reference
point group mobility model (RPGM) is based on reference point. The reference
velocity group mobility model (RVGM) is based on reference velocity. We will
introduce advantages and disadvantages of the two types of group mobility model in

the following.

3.1 Reference Point Group Mobility Model (RPGM)

The Reference Point Group Mobility model was developed by Hong et al. in [1].
In this model, mobile nodes are organized into group according to the logical
reference center of group. The logical reference center determines the group's motion
behavior, including position, direction,..veloeity...etc. Every member of group is
uniformly distributed in the neighborhood of the logical reference center. Every node
has the position of logical reference center and random motion vector. The random
motion vector is derived by randomly deviating from the group leader. Therefore, its
can present the movement of real behavior.

In the RPGM model, the group membership of a mobile node is represented by
its displacement from the group reference center. For example, at time t, the location

of node i in the group j is described as follows

Node location * X, (t)= Yj(t)+ Z,, (t)

Where Reference location - Yj(t) is the position of logical reference center,



Local displacement : Z () is the random motion vector.
The example is the movement of group in Fig. 4. Every node has a group motion

B —

vectorV, . In time 7 to t+1, node moves to RP(r+1) from RP(r) according to the

group motion vector GM =V, and random motion vector RM . Its will generate

the new position of mobile node.

Fig. 4 ~ Reference Point Group Mobility Model

The topologies can be generated with group-based node mobility in RPGM
model. For partition prediction or mobility prediction, the RPGM model has a
disadvantage. Only having instantaneous information of nodes position is difficult to
predict the trend of changes in topology of the mobility group. Hence, when the group
partition occurs, its can not have effective prediction, and the communication may be
broke down.

Our research environment is through the BS to obtain all of the information, and



the information is the position of mobile node. So, this disadvantage will not affect

our research. Therefore, our simulation model is the RPGM model.

3.2 Reference Velocity Group Mobility Model (RVGM)

The Reference Velocity Group Mobility model was developed by Wang et al. in

[3]. The RVGM model represents the mobile model as its velocity V' = (Vx,Vy ), where

V. and V  are the velocity component in X and y directions. The RVGM model

extends the RPGM model by proposing a velocity to present the mobility group and
the mobility nodes. In this model, each group has a group velocity, and mobile nodes
are organized into groups according to their logical reference velocity of group. Each
mobile node has a group velocity and a random metion vector. The random motion
vector is the local velocity deviation which can preésent the movement of real
behavior.

In the RPGM model, the group membership of a mobile node is represented by
the group velocity. For example, at‘time t, the velocity of node i in the group j is

described as follows

Node velocity * V,, =W, (t)+ U, (t)
Where Group velocity : W, (t) and Local velocity deviation : U Y (t) are random

variables.

The RVGM model has an advantage. The information of this model is velocity,
so we can obtain the mobility of node immediately, and don’t need use the position to
calculate the velocity. In Fig. 5, there are three difference groups. In a), it express the
group distribution using the position of node. Every groups overlap, and the mobile

nodes are scattered with no clear grouping. In b), the mobile nodes are concentrated

10



around the mean group velocity in their respective mobility groups, and the mobility
groups are clear apparent.

The group can be separate immediately according to the velocity, but has a
disadvantage. If there is a node which velocity is same as the group’s velocity, then
this node belongs to this group, but this node so far away from the group. Therefore,

we also need the node’s position.

a) Mobile nodes in the x—y plane b) Mobility clusters in the velocity plane
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Fig. 5 ~ Mobile Nodes Represented by.Their a) Physical Coordinates and b)Velocity
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Chapter 4: Calculate Confidence Index Method

This thesis proposed three methods to detect a set of mobile groups in wireless
networks. Both of these methods need to derive a probability of the same group
between two nodes. The same group probability can be obtained by three confidence
indexes and some history data. In this chapter, we introduce how to calculate
confidence indexes. In order to improve the accuracy of the detection probability, we
use the statistical hypothesis test to find the appropriate thresholds. The detail

description of our method is as following.

4.1 Calculate Confidence Index

We define three confidence.indexes as indicates of the same group probability
between any two nodes. The first-confidence index-c; is based on the distance
between two nodes. The second confidence index ¢, 1s based on the difference of
traveling direction between two nodes: And the third confidence index c; is based on
the difference of moving velocity between two-nodes.

The equation for the differences of distance between Node i and Node j is

given as follows:

dij(t) = Li(t) - Lj(t) (D

Where d;;(t) is the distance between node i and node j at time ¢, and
Li(t)=(Xi(1),Yi(t)) and Lj(t)=(X;(?),Y;(t)) are the positions of node i and node j at time ¢
respectively.

The equation for the difference of traveling direction between two nodes is given

as follows:

12



ai () = min{ ait)-a(t), 2n-(ai(t)-ay) ) (2)

Where a;(?) is the difference of the moving angle between node i and node j, and
a;(t) and ag;(t) are the moving angles of node i and node j between time ¢-/ to t.
The equation for the difference of moving distance between node i and node j is

given as follows:
md;j(t) = | mdi(t) - mdj(1)| (3)

Where  mdi(t)=((Xi(0)-Xi(t-1))’+(Yi0)-Y,(t-1)))"”  and  mdy(t)=((X;(0)-X;(t-1))’+
(Yi(1)-Y;(t-1 ))Y))? is a moving distances of node i and node j during time #-7 to ¢.
correspondingly.

For each parameter, we define a linear equation for the confidence index between

node i and node j as following:

if k<T=c=1

if 2*T<k<T=c=02*T-k)/T A
if k>2*T=c¢=0 (4
kzdw.(t), al.’j(t) or mdl.J(t), T = threshold

We use the following Fig. 6 to explain the linear equation. If the difference (k)

smaller than threshold (7)), then the confidence index (c) is 1. If £ between T and 2*T,

then the c is linear decrease to zero. If k£ bigger than 2*T, then the c is zero.
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0.8 | —
0.7 —
0.6 —
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0.4 | —
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0}

Fig. 6 ~ The value of confidence index use linear equation

Where the exponential equation for the confidence index between node i and

node j is as follows:

if k<T=c=1

if k>T=c=e 2

k=d,, (t), a, (t) or md, ; (), T=threshold
z = threahold /9

(5)

We use the following Fig. 7 to explain the exponential equation. If the difference (k)
smaller than threshold (7), then the confidence index (c) is 1. If k bigger than 7, then

the c is exponential decrease to zero.
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Fig. 7 ~ The value of confidence index use linear equation

If the mobile node belongs to the group, then this node will move with this group
and the difference of distance, direction.and velocity between node and leader will
smaller than Threshold. If the ‘differences are bigger than threshold, it means the
probability of same group is small.-We use two kind of equation to calculate the
confidence index. The exponential equation is more rigorous than linear equation. We
will observe the differences that .use the linear equation or exponential equation in
chapter 6.

Therefore, we can obtain three difference values (k) by above Equation 1, 2, 3,
and use the Equation 4 or Equation 5 to calculate three confidence indexes cy, ¢, C3.
Then, the detect value can be calculate and to determine whether two nodes belong to
the same group or not belong to the same group. Equation 4 is the linear equation.
Equation 5 is the exponential equation. The mobile nodes have the specific difference
of distance, moving angle and moving distance with members. If the difference value
which between two nodes bigger than threshold, two nodes maybe not belong to the
same group. That is why we use the exponential equation. In the difference situation,
the method of calculating the detect value is difference. These methods will show in

chapter 5.
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4.2 Hypothesis Testing

In order to obtain above three confidence indexes, we must have three thresholds.
These thresholds are important to improve the accuracy of the detection rate. We use
the statistical hypothesis test to find the appropriate thresholds. A statistical
hypothesis test is a method of making statistical decisions using experimental data.
The statistical hypothesis testing has been widely applied to different areas for
establishing a set of statistical rules to reject or accept a hypothesis. The method of
hypothesis testing involves a parameter 6 whose value is unknown but must lie in a
certain parameter space . The certain parameter spaces 2 can be partitioned into two
disjoint subsets Qo and Q;. The unknown value of 0 lies in Qp or in Q;. The
hypothesis testing involves six steps-which include: 1. Establish two assumptions, let
H, denote the null hypothesis that 0 lies in £y and H; denote the alternative hypothesis
that 0 lies in Q. 2. Set significance level a, it 1s a fixed probability that guaranteed
low probability of the hypothesis wrongly. 3. Choice a appropriate test statistic. 4.
Decide the Rejection Region. 5. Take some sample to calculate the test statistic. 6.
Conclude that our assumption is correct or not. Therefore, we can obtain the
appropriate threshold. We give a example to explain the steps of the statistical
hypothesis test as follows.

Step1: Establish the null hypothesis (Ho) and the alternative hypothesis (Ha). First,
we assumption that there are more than 90% group members satisfy that the distances
between members and leader are smaller than the threshold which is 81. Then, Ho :
u=<p, vs.Ha: pu>pu,, where u, =90% and pu isthe value that we calculate. In
this case, 2¢=[0,90] and2,=(90, 100].

Step2: Set significance level. Usually, the significance level a is chosen to be 0.01.

The significance level as small as possible in order to guaranteed low probability of
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the hypothesis wrongly

/; ) /f

sample average, o is standard deviation, n is sample sizes.

Step3: Choice a appropriate test statistic Z-test, Z = , where X is

Step4: Decide the Rejection Region. Ho @ 12 <90% vs. Ha : u>90%, so this is the

X —
one-sided test. In fig.8, if Z = #o

=27

then reject Ho. Here, 0=0.01 and

a

o)

n

Z, =0.504.

Rejection
Region
1%

U 0.504

Fig. 5 ~ Rejection Region and Accept Region

Step5: Calculate the test statistic. Take 90 random samples. The x=0.904 and
X —p,  0.904-0.9

%/; a 0.04502%/%

Step6: Conclude that is our assumption correct. We can reject Ho, because

o =0.045038,s0 Z = =0.842558

7=0.842558 is bigger thanZ_ = 0.504 . Therefore, the threshold of the difference of

17



distance is 81.

We use the statistical hypothesis test to get the appropriate threshold, and then it
will improve the accuracy of detection. Therefore, we can judge the groups accurately.
If we don’t use the statistical hypothesis test to get the appropriate threshold, then the
accuracy of mobility group detection will reduce. In chapter6, we will propose the

simulation result to verify.
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Chapter 5: Mobility Group Detection

This thesis uses two modes to detect the groups, because there are two kinds of
networks. The communication of WiIMAX / 3G systems is centralized, and the
communication of MANET / VANET is distributed. Therefore, the problem is

classified into 2 categories.

The purpose is
effectively detect the group

Centralized Mobility Group Distributed Mobility Group
Detection Detection

Infrastructure based

networks Ad hoc networks

Fig. 6 ~ The method of research and the purpose

5.1 Overview

In WIMAX / 3G systems, the BS collect the mobility information of mobile
nodes, and use the trace information of each mobile node such as position, velocity
and direction to detect the groups. There are two mobility group detection scenarios.
First, Deign a centralize algorithm to detect a set of nodes which is traveling together
in infrastructure based networks with a group lead. Second, Deign a centralize

algorithm to detect a set of nodes which is traveling together in infrastructure based
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networks without a group lead.

In MANET / VANET, every MN connects with each other in the absence of
fixed BS. The MN can not obtain the trace information of all MNs. The MN only
exchange local information such as relative position and relative velocity with its
neighbor nodes. Therefore, a distributed mobility group detection method is proposed

to detect a group of MNss.

5.2 Centralized Mobility Group Detection with Leader

In infrastructure based networks with a group lead, for example, in the bus, train
or high-speed train, there are wireless device which as the leader of this group. In
order to find the members of this group efficiently by the information of leader, we
can collect the position of all nodes and leader in each time. We can calculate the
velocity and moving direction by the position, and then to do comparison between
leader and each of MNs. Therefore, we can detect a set of MNs which is traveling

together in infrastructure based networks.

Algorithm 1 Mobility Group Detection Algorithm With Leader
1 : Input : The position of all nodes P = [Py, ...,P,]
: Output : Aset of k groups G =[Gy, ...,Gi/

[\

3 : DETECT MOBILITY GROUPWITH LEADER

4 : Choose one leader as reference node 1

5 : fori €1 to num_of groups do

6 : forj<1tonum of nodes do

7: Obtain detect; j(t) between node j and reference node i from
Pas(1)-(4)and (6) - (7) or (1) -(3), (5) and (7)

8 : if detect; (1) <dthen

9 node i and node j belong to the same group;
10 : else

11 node j belong to the other group;

12 : end if

13 ¢ end for
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14 : end for
15 : Obtain a set of k groups G = /Gy, ...,Gi/
16 : END DETECT MOBILITY GROUP WITH LEADER

Fig. 7 ~ Centralized Mobility Group Detection in infrastructure based networks with a

group lead

Centralized Mobility Group Detection in infrastructure based networks with a
group lead, show in Fig.10, first, the BS collect the information of all MNs, and then
let leader as the reference node to compare with each of the other MNs. It can
calculate the detect values. The BS starts to judge that which MN belong to this group.
The detect value compare with the threshold 6. If the detect value bigger than the
threshold, the MN belong to this group. If the detect value smaller than the threshold,
the MN belong to the other group.

The equation for calculate the detect value is as follows, we use the confidence

indexes that is introduce in chapter 4 and the history to calculate the detect vale.

cij()=(a*citf¥ert(1-a-f)%cs) (6)
detect;j(t)=y*c;;(t)+(1-y)* detect;;(t-1) (7)

Where c;j(t) is the confidence index between node i and node j at time . ¢, ¢
and c; are three confidence indexes as indicates of the same group probability
between node i and node j. defect;(?) is the detect value which is the probability of the

same group between node i and node j at time ¢.

5.3 Centralized Mobility Group Detection without Leader

In infrastructure based networks without a group lead, for example, in the

concert or the parade, we can not obtain the information of leader. In order to find the
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members of this group, we have to collect the position of all nodes in each time and
calculate the velocity and the moving distance by the position. Then, we can detect a
set of MNs which is traveling together in infrastructure based networks by the
relationship between each MNs.

Centralized Mobility Group Detection in infrastructure based networks without a
group lead, show in fig.11, first, the BS collect the information of all MNs, and then
arbitrarily choose one node as the reference node to compare with the other randomly
selected node j. If their detect value smaller than threshold 6, let node j be the
reference node of other group. If their detect value bigger than threshold o, they
belong to the same group and let node j to join this group. Then, we continue to
arbitrarily choose one node to compare with €ach of the other reference nodes and
judge that this node belongs to which group. Until all nodes are to be selected, we
have to do merge action. Finally, we can detect a number of set of nodes which is
traveling together in infrastructure based networks.

In this case, the calculation of detect value“is different from above case. The
difference is history. We have to use ‘a mxn matrix to record the information
between each MNs such as Equation8 where N is the number of MNs. Then, use
Equation9 to calculate the detect value. If the detect value bigger than threshold d,
they belong to the same group. If the detect value smaller than threshold 6, they do

not belong to the same group.

M()= y*(mij(t))n<n+(1-y) *(mij(t-1)) Ny (8)

detect; j(t)=y*c; ;(t)+(1-y) *m;;(t-1) (9)
Where M(t) is a nxn matrix to record the information between each MNs at time

t. m;;(t) 1s the probability of same group between node i and node j at time t. detect;;(t)
is the detect value which is the probability of the same group between node i and node

j attime ¢. ¢;j(t) is the confidence index between node i and node j at time .
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Algorithm 2 Mobility Group Detection Algorithm Without Leader

1:
2

N N B

O o0

10 :
11:
12 :
13:
14 :
15:
16 :
: end for
18 :
19 :

17

20 :

21

Input : The position of all nodes P = [P, ...,P,]
Output : A set of k groups G'=[G’}, ...,G'x/]

: DETECT MOBILITY GROUPWITHOUT

LEADER

- Arbitrarily choose one node as reference node i;
: forj €1 to num_of nodes do

repeat
Obtain detect; j(t) between node j and Reference node i from
Pas(1)-(4), (6)and (9) or (1) —(3), (5), (6) and (9);
if detect; j(t) <othen
node i and node j belong to the same group;
else
node j belong to the other group;
end if
until all reference node already be choose
if node j is not group member.of all reference node then

Let node j be a reference node;
end if

Obtain a set of k£ groups G =[G, ...,Gi/;
MERGE(G, G’)

Obtain (m;(t)),x, from G, if node i and node j belong to the

same group then m;;(t) = 1, else m; j(t) =0;

- Obtain M(2) from (m;;(t))nx, and (m;j(t-1)),xn as (8)
22
23

Obtain a set of k groups G’ =[G}, ...,Gi/;
END DETECT MOBILITY GROUPWITHOUT LEADER

Fig. 8~ Centralized Mobility Group Detection in infrastructure based networks without

a group lead

Because we can’t prove that the reference node is in the center of group, a group

may be divided in to small groups. Therefore, we have to do merge action. First, we

have to calculate the center of each group. Then, let the center to be reference node

and judge that which groups need to be merged. Show in fig.12.
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The equation for calculate the detect value in merge action as follows:
alel‘ectl,J(z‘):)/*(Oc*c1 +p*c, +(l—a—B)*c,)
M 1.J (t B 1)
+(1-y)* W (10)

MI,J(t_l): _ Zmi,j(t_l)
iegroup,

Jegroup,

Where detect; j(t) is the detect value which is the probability of the same group
between group / and group J at time ¢. ¢;, ¢ and c; are three confidence indexes as
indicates of the same group probability between group / and group J. Where M; ;(t-1)
is history data record the information between group / and group J at time #-1. m; ;(t-1)

is the probability of same group between node i and node j at time t-1.

Function 1 MERGE(G,G’)

1 : Input : A set of k groups G =[Gy, .., Gy
2 : Output : Asetof &’ groups G’ =[Gy s G/

: MERGE

- for /€1 to kdo

Calculate the average of position.of group / from G;
- end for

: Obtain P’=[P’}, ...,P’];

. for /€1 to k-1 do

for J&1to kdo

10 : if Group J has not been merge then

O 0 9 N L W

11: Obtain detect; (t) between group J and group / from P’ as (1) —
(4), (6) and (10) or (1) - (3), (5), (6) and (10);

12 : if detect; j(t) <othen

13 : Merge group [ and group J;

14 : end if

15 : end if

16 : end for

17 : end for

18 : Obtain a set of k’ groups G’ =[Gy, ...,Gi/;

19 : END MERGE

Fig. 9 ~ Merge Algorithm
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5.4 Distributed Mobility Group Detection

In non-infrastructure based networks, for example, in the car fleet, in order to
find the members of this group efficiently, each node have to collect the position of all
neighbors in each time and compare with each neighbors. Therefore, each node can
detect that which node is belong to the same group, and then exchange the
information with each neighbors. It will expand the scope of judgment to 2 hops. The
distributed mobility group detection is show in fig.13. First, the mobile node collect
the positions of all MNs, and then compare with each of the other MNs. It can
calculate the detect values. The mobile nodes starts to judge that which MN belong to
this group. The detect value compare with the threshold 9. If the detect value bigger
than the threshold, the MN belong to this group: If the detect value smaller than the
threshold, the MN belong to the other-group: Because we just can obtain the one-hop
information. Therefore, we have to exchange the information of local detection. First,
we have to collect the information from one-hop member. Then, using the information

of one-hop member to judge which MN.is the two-hop member.

Algorithm 3 Distributed Mobility Group Detection Algorithm

1 : Input : The position of neighbors P = [Py, ...,P,]
2 1 Output : Aset M = [my, ...,my]

3 : DETECT MOBILITY GROUPWITH LEADER

4 Arbitrarily choose one neighbor j;

5:k€0;

6 : forj €< 1 to num_of neighbors do

7 Obtain detect; j(t) between node i and neighbor j from P as (1) - (5)
and (7) or (1) — (4), (6) and (7);

8: if detect;;(t) < J then
9 neighbor j and node i belong to the same group;
10 : else
11 neighbor j and node i do not belong to the same group;
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12 : k € k+1;

13 : end if
14 : end for
15 : end for

16 : Obtain a set of group M’ = [m’;, ...m’i];

17 . Exchange information with members;

18 : Obtain a Exchange Information Table EIT = [EIT}, ...,EIT}/;
19 : forc € 1tohdo

20 :  if (EIT—count)/ (k+1) > A then

21: node (EIT—ID) and node i belong to the same group;
22 else

23 node (EIT—ID) and node i not belong to the same group
24 endif

25 : end for

26 : Obtain a set M = [my, ....my/;
27 : END DETECT MOBILITY.GROUP WITH LEADER

Fig. 10 ~ Distributed Mobility Group Detection in non-infrastructure based networks

In order to reduce the exchange information, the format of exchange information
is (ID, group-member). Where the ID is the node id, the group-member is the group
member id by the local detection. When node receives the exchange information, it
will be collected into the Exchange Information Table(EIT). The format of Exchange
Information Table is (ID, count). Where the ID is group member id in the exchange
information, the count is the numbers of group member that detect this node belong to

the same group.
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Chapter 6: Simulation

In this thesis, we use the Reference Point Group Mobility model as our group
mobility model. We write our group detection algorithms in the C language.. We use
RPGM model to obtain the mobility information of each mobility device. With
mobility trace of each mobile device we can detect a group of mobile devices which
are traveling together using our algorithms. The simulations are performed in four
parts. First simulation is to verify the importance of statistical hypothesis testing. We
use some samples to obtain the appropriate thresholds by the statistical hypothesis
testing. We compare detection rates with different thresholds and threshold obtained
from the statistical hypothesis testing. Second, we perform the simulation for the
Centralized Mobility Group Detection with Leaders. Third, we perform the simulation
for the Centralized Mobility Group Detection without Leader. Fourth, we perform the
simulation for the Distributed Mobility ‘Group Detection. We will discuss the

simulation environments, metrics, and results in the following subsections.

6.1 Simulation environment

We set up three simulation environments. In the first and second environments,
all nodes are distributed in the 7000 x1000m’ area. The first environment has 2 groups,
and the number of nodes per group is 20. The second environment also has 2 groups,
and the number of node per group is 20. Moreover, second environment adds another
300 individual nodes which move at random directions. The first environment has no
noise and the second environment has noise. The detail parameters of the simulation

are summarized in Table 1.
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Table 1. The parameters of first and second simulation environments

Simulation time 900 s
Number of group 2
Number of node per group 20
Maximum speed 20 m/s
Minimum speed 5m/s
Threshold]1 (distance) 56 m
Threshold2 (angle) 0.3
Threshold3 (velocity) 0.5 m/s
) 0.7
o 1/3
B 1/3

The third simulation environment is to-imitate a bus route in the 3000%3000m’
area. This bus route has five bus stops.and 26 mobile nodes which will get on and off
the bus at the bus stops. The detail arrival and departure times of the bus and mobile

nodes will get on and off at each stop are given in the following table.

Table 2. The bus simulation environment

Stop | Arrive | Departure Node ID Node ID
time time (Get in) (Get off)
1 0s. 20s. 0~17 -
2 170s. 190s. 18~25 10~15
3 430s. 450s. - 16,17
4 660s. 680s. - 22~25
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5 880s.

- 0~9,18~21

Table 3 ~ The parameters used in bus simulation

Simulation time 900 s
Number of node 26
Maximum speed 15 m/s
Minimum speed 1 m/s
Threshold1 (distance) S5m
Threshold2 (angle) 0.3
Threshold3 (velocity) 0.1 m/s
d 0.7

o 173

B 113
6.2 Metrics

We use the following two metrics to show the performance of our algorithm:

DetectRate = N—

Where N

group correctly while N

(11

corec; 18 the number of nodes that are detected as a specific mobility

, 1s the number of nodes that belong to this group. The

first metric reflects the proportion of the number of detection nodes to the number of

real nodes. This value equal to 1 is the best.

N
ErrorRate = —&°
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N, 1s the number of nodes that are detected as this mobility group in error.

The second metric reflects the proportion of the number of error detection nodes to

the number of real nodes. This value equal to 0 is the best.

6.3 Simulation of Hypothesis Testing

The this simulation, we verify that the hypothesis testing is important. The value
of v are 0.1. We using the hypothesis testing to obtain the appropriate threshold is
1*threshold. Then we use 0.5*threshold, 1*threshold, 2*threshold and 4*threshold to
calculate the confidence indexes. In following Fig. 14, 15, the equation for detect
value is linear. In following Fig. 16, 17, the equation for detect value is exponential.

We first observed the detect rate: As show in Fig. 14, when the threshold is a half
of the appropriate threshold, the best detect rate is 0.7 and the worst detect rate is 0.05.
As show in Fig. 16, the detect rate of a half of the appropriate threshold is also bad.
And the detect rate of the other thresholds is almost close to 1. It is because a half of
the appropriate threshold is more. rigorous than:the other thresholds. Then we
observed the error rate. As show in Fig. 15, 17, when the thresholds are bigger than
the appropriate threshold, the error rate is higher. Therefore, if we can’t obtain the

appropriate threshold, the detection will not be able to detect effectively.
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Fig. 11 ~ The detect rate with different threshold in first environment.
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Fig. 12 ~ The error rate with different threshold in first environment.
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Fig. 13 ~ The detect rate with different threshold in second environment.
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Fig. 14 ~ The error rate with different threshold in second environment.
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6.4 Simulation of Centralized Mobility Group Detection

with Leader

First, we use the first and second environment to simulate the mobility group
detection with leader. We comparing change of the detect rate and the error rate in
different detect value calculation and 7 . Where the value of ¢ are 0.1, 0.2 and 0.5.
First we observed the detect rate in the first environment. In the following Fig. 18,
when the equation is linear, the detect rate is 1. And when the equation is exponential,
the detect rate is almost close to 1. It means that our method can detect all group
members. Then we observed the error rate. As show in Fig. 19, the error rate is 0. It

means that our method can clearly distinguish two groups when they mixed.

40 g2 n20
101.00%

99.00%

97.00%

95.00%

—m—exp_0.1

93.00%
exp_0.2

detectrate

91.00%
—<—exp_0.5

89.00% —&—linear_0.1

87.00%

85.00%
1 5 9 1317212529333741454953576165697377818589

time

Fig. 15 ~ The detect rate of centralized mobility group detection with leader in first

environment.

33



40_g2_20

0.9

0.8

0.7
0.6

0.5

—s—exp_0.1

exp_0.2

error rate

0.4
0.3

—<—exp_0.5

0.2

—+—linear_0.1

0.1

1 5 9 1317212529333741454953576165697377818589

time

Fig. 16 ~ The error rate of centralized mobility group detection with leader in first

environment.

We observed the detect rate and-the error rate in the second environment. As

show in Fig. 20, the detect rate is 1. In the following Fig. 21, the error rate is almost

close to 0. It means that our-method can clearly distinguish the group in the noise

environment.
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Fig. 17 ~ The detect rate of centralized mobility group detection with leader in second

environment.
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Fig. 18 ~ The error rate of centralized mobility group detection with leader in second

environment.

Then, we use the third environment to simulate the mobility group detection with
leader. The following table is the simulation result:

Table'4 > The simulation result

Time Mobile node ID belong to the same group
10~189 s. 0~17

190~449 s. 0~9, 16~25

450~679 s. 0~9, 18~25

680~900 s. 0~9, 18~21

The node 0 is the leader in this environment, so there is only one group. First, we
collect the history data in time 0 to 9. At time 10, we start to detect the group. We use
the linear equation and exponential equation to calculate the confidence indexes. The

simulation results are the same. We observed the simulation result in the Table 4. Our
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method can correct detect all of the mobile nodes which in the bus. It means that our

method can clearly distinguish the group.

6.5 Simulation of Centralized Mobility Group Detection

without Leader

First, we use the first and second environment to simulate the mobility group
detection without leader. In the case of no group lead, we comparing change of the
error rate and the number of groups in different detect value calculation. Where the
value of 7 is 0.7. First we observed the error rate in the first environment. As show
in Fig. 22, the error rate is 0. It means that we ¢an distinguish the group when there is
no leader’s information. Then we observed the number of groups in the first
environment. As sow in Fig. 23, when the equation islinear, the number of groups is 2.
When the equation is exponential; the average of number of groups is 3.02. It is
bigger than the correct number: Because the exponential equation is more rigorous,

the group may divided into a number of subgroups.
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Fig. 19 ~ The error rate of centralized mobility group detection without leader in first

environment.
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Fig. 20 ~ The number of groups of centralized mobility group detection without leader

in first environment.

We observed the error rate in the second environment. As show in Fig. 24, when

the equation is linear, the error rate at beginning is 0.156 and reduced over time to O.
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When the equation is exponential, the error rate at beginning is 0.082 and reduced
over time to 0. It is because we use the history to be reference. Then we observed the
number of groups. As show in Fig. 25, the number of groups at beginning is smaller
than 302 and increase over time to 302. It means that our method can clearly

distinguish the group in the noise environment.
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Fig. 21 ~ The error rate of centralized mobility group detection without leader in

second environment.
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Fig. 22 ~ The number of groups of centralized mobility group detection without leader

We use the third environment to-simulate the. mobility group detection without

340 g2 _n20

1 5 91317212529333741454953576165697377818589

time

in second environment.

leader. The following table is-the simulation result:

Table 5~ The simulation result

Time Mobile node.ID belong to the same group
10~179 s. 0~17
18~25
180~189 s. 0~25
190~449s. 0~9, 16~25
10~15
450~679 s. 0~9, 18~25
10~15
16, 17
680~900 s. 0~9, 18~21
10~15
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16, 17

22~25

First, we collect the history data in time 0 to 9. At time 10, we start to detect the
group. We use the linear equation and exponential equation to calculate the
confidence indexes. The simulation results are the same. There is no leader
information in this environment, so we detect more than one group. We observed the
simulation result in the Table 5. Our method can correct detect all of the mobile nodes
which in the bus or moving together. It means that our method can clearly distinguish

the group.

6.6 Distributed Mobility Group Detection

In the case of Distributed Mobility Group Detection, we comparing change of
the detect rate and the errorrate in different detect value calculation and 7. Where
the value of 7 are 0.1 and 0.5, the communication range is 100m. First we observed
the detect rate in first environment. As-show-in Fig. 26, when the equation is linear,
the detect rate is almost close to 1. When the equation is exponential, the average of
detect rate is 0.861. It is because the exponential equation is more rigorous. Then we
observed the error rate in first environment. As show in Fig. 27, the error rate is
almost close to 0. When the equation is exponential and 7 =0.5, the error rate at
time=900 1s 0.015 which is bigger than the other cases. It is because the value of 7y

is 0.5. The history information is much less.
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Fig. 23 ~ The detect rate of distributed mobility group detection in first environment.
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Fig. 24 ~ The error rate of distributed mobility group detection in first environment.

We observed the detect rate in second environment. As show in Fig.28, the

average of detect rate by linear equation is big 0.124 than the average of detect rate by

exponential equation. It is because the linear equation is much loose. Then we

observed the error rate in second environment. As show in Fig.29, when the equation

is linear, the average of error rate is 0.0014. When the equation is exponential and 7
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=0.1, the average of error rate is 0.0006. When the equation is exponential and y =0.5,
the average of error rate is 0.0015. The error rate is lowest in exponential equation and

v =0.5. It is because that the exponential equation is rigorously.
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Fig. 25 ~ The detect rate of distributed mobility group detection in second

environment.
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Fig. 26 ~ The error rate of distributed mobility group detection in second environment.
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Chapter 7: Conclusion

In the infrastructure based networks, the handoff procedure is closely related to
the number of handoff message. If the number of handoff message is large, it may
cause the handoff delay. In the non-infrastructure based networks, the efficiency of
information dissemination is closely related to the routing. In order to improve the
efficiency of handoff and information dissemination, it has to join the concept of
group mobility.

This thesis proposed three methods that are to detect a set of nodes which is
traveling together in the infrastructure based networks and non-infrastructure based
networks. These three methods need the threshold to calculate the confidence index.
Therefore, we use statistical hypothesis testing to get the appropriate threshold. In the
infrastructure based networks;.the problem can be classified into 2 classifications, the
Centralized Mobility Group-Detection with a group lead, the Centralized Mobility
Group Detection without a group lead. The BS-use difference method to detect the
group in difference situation. In the non-infrastructure networks, MN can not obtain
the global information. Therefore, each MN has to use the local information to detect
the group member and exchange data to get more information. In our simulation, we
can observe that use our method can achieve well detect rate and accuracy in wireless

networks.
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