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A Decoding System of MaxiCode using the Camera Mobile
Phone
Student: Yi-Cheng Kuo Advisor: Dr. Ling-Hwei Chen
Institute of Multimedia Engineering

National Chiao Tung University

Abstract

In this thesis, we construct a MaxiCode:decoding system, and we implement it
on the camera mobile phong."MaxiCode is a fixed-size,matrix 2D barcode, and it is
often used by transportation ‘industry to record the trahsportation information of
packages. In our system, we processithe MaxiCode’s/ picture which is taken by the
camera phone. Firstly, the edge pointsof the picture are used for the image
binarization. Next, we use the thinned connected components to locate the Finder
Pattern of MaxiCode, and we find the Orientation Pattern of Maxicode to rotate the
code into the right position. Then we extract the boarders of MaxiCode, and we use
inverse perspective transformation to rectify the code shape. Finally, the run-length of
data points are extracted by horizontal projection, and the modules corresponding to
the run-length are taken to decode. Experimental results show that the system can

decode the MaxiCode image correctly and efficiently.
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CHAPTER 1

INTRODUCTION

1.1 Motivation

In recent years, the 2D barcodes have been broadly used in public. By reading the

information stored in the 2D barcode, we do not need to access a database. Due to its

convenience and large capacity, many kinds of barcodes with different uses and

services have been provided, such as MaxiCode, PDF-417 and QR Code [1-3].

The camera mobile phones have been widely used as new input interface to access

2D barcodes. With the portability and popularity;.camera mobile phone is considered

as the most convenient device for people to s¢an 2D barcode. Using the technology of

image processing and the computing ability of the mobile phone, it is possible to read

all kinds of 2D barcode by the camera mobile phone. However, most applications for

reading 2D barcode focus on QR code only nowadays. If a user wants to decode

another kind of 2D barcode, such as MaxiCode, a barcode scanner is needed, which is

hard to get. Due to these reasons, we propose a decoding system on the camera

mobile phone in this thesis.

1.2 MaxiCode

MaxiCode was designed for the United Parcel Service (UPS) [4] to track packages.



The physical size of MaxiCode is fixed, nominally 28.14mm wide x 26.91mm high.
Each MaxiCode is built up with 884 hexagonal modules around a central finder
pattern. The modules are arranged in 33 rows, and each row consists of maximum of
30 modules. The finder pattern is three concentric dark circles. Figure 1.1 shows an

example of MaxiCode.
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Fig. 1.1 An'example'of MaxiCode.

In 884 hexagonal modules, dark modules represent 1 and white modules represent
0. Six modules form a symbol character, which is used to represent an 8-bit code.
Since the value of a symbol character is only from 0 to 63, all 8-bit codes are
separated into five character sets for data representation. The ANSI X3.4 (ASCII code)
and ISO 8859-1 (Latin Alphabet No.l) can be interpreted by MaxiCode’s symbol
character.

In a MaxiCode, maximum of 93 symbol characters can be used for data



encodation. Furthermore, a Reed-Solomon error correction scheme is used to correct

at most 33 symbol characters.

1.3 Related Work

In 1999, Ottaviani et al. [S] proposed a common image processing framework for

barcode reading. They described a general concept of a system which is able to locate,

segment and decode common 2-D barcodes, including MaxiCode. In this system, the

barcode can be located, segmented and decoded automatically. They locate the

MaxiCode by finding several e¢dncentric arcs. Then.the MaxiCode is segmented by

convex hull computation. However, the system 1is just a'tough concept, and there is no

description of the detail parts ‘about the algorithm they proposed.

In 1999, Tanaka et al. [6] developed a hand-held code reader with a CCD camera

which can decode every type of 1D and 2D barcodes. This device, named FHT261, is

capable of capturing 2D barcodes with 30-Mega-pixel CCD camera and using

gray-scale image processing to extract and decode barcodes. The direction of reading

code is not limited, and the reading speed for 2D codes is 0.2 to 0.25 seconds. Though

FHT261 is a good solution for reading 2D barcodes, it’s not as popular as mobile

phone which people can bring all the time.

In 2004, Ohbuchi et al. [7] proposed a decoder for QR code in mobile phones.

They processed the QR code images captured from the camera phone. In their decoder,



the area of QR code can be detected by the three Finder Patterns on the corner, and
the shape of QR code can be rectified by inverse perspective transformation. However,
their decoder cannot be applied to MaxiCode because the Finder Pattern of MaxiCode
and QR code are totally different.

In this thesis, we propose a new system to decode MaxiCode and implement it on
camera mobile phones. This system allows users to take MaxiCode’s picture in
unstable lighting environments. The reading direction is not limited, and the slight
deformation of the code shape will be rectified.by inverse perspective transformation.
The data cell of MaxiCode,will be extracted by.a run-length counting method. The

system also provides a user-friendly interface’on mobile phones.

1.4 Organization of the Thesis
The rest of the thesis is organized as follows. Chapter 2 describes the proposed
system for decoding MaxiCode. The experimental results and the conclusion are

discussed in Chapter 3 and Chapter 4.



CHAPTER 2

PROPOSED METHOD

In our system, we process the image taken from a camera mobile phone.

Considering the limitation of computing ability of the mobile phone, the size of the

image is set to 640 x 480, and the MaxiCode is located in the central of the image.

The flow diagram of the decoding system is shown in Figure 2.1. The whole

process consists of five major phases: image binarization, finder pattern location,

orientation correction, code shape_reectification, and data extraction. In the image

binarization phase, Sobel [8] Operator is used as the border point detector, and the

histogram of border points'is used to decide:the threshold*value. In the finder pattern

location phase, a largest connected component-detection method is implemented to

locate the MaxiCode’s finder * pattern...In-the ‘orientation correction phase, the

MaxiCode’s orientation patterns are identified, and the image is rotated to the right

position according to the orientation patterns. In the code shape rectification phase,

the boarder of MaxiCode is detected, and the shape of MaxiCode is rectified by

inverse perspective transformation. In the data extraction phase, a run-length counting

measure is provided to extract the MaxiCode’s data, and then the data is decoded

according to the MaxiCode’s specification.



Input Image Finder Pattern Orientation Code Shape Data Decoded
» > = > >

Image Binarization Location Correction Rectification Extraction Message

Fig. 2.1 Flow diagram of the decoding system.

2.1 Symbol Description of MaxiCode

Each MaxiCode (see Fig. 1.1) consists of a central finder pattern surrounded by a
square array of rows of hexagonal modules. The 33 rows in the symbol alternate
between 30 and 29 modules in width. The MaxiCode is surrounded on all four sides

by quiet zone boarders.

2.1.1 Single Module
A single module in MaxiCode is used to encode one bit of data. The module is a

regular hexagonal shape. Figure 2.2 shows an example of a single module.

Fig. 2.2 An example of a single module.

2.1.2 Row of Module

Rows of single modules make up the shape of MaxiCode. In general, there are 30

6



modules in each odd row and 29 modules in each even row. The start position of the

first module in each even row is half module behind that of each odd row. Figure 2.3

shows an example of odd rows and even rows. There is a white gap between any two

adjacent modules. Figure 2.4 shows an example of adjacent black modules.

odd row

cven row

Fig. 2.3 An example of odd rows and even rows.

Fig. 2.4 An example of adjacent black modules.

2.1.3 Finder Pattern

The finder pattern is located in the center of MaxiCode. It is made of 3 dark

concentric circles and 3 included white areas. Figure 2.5 shows an example of the

finder pattern relative to the adjacent modules.



Fig. 2.5 An example of the finder pattern relative to the adjacent modules.

2.1.4 Orientation Pattern

Orientation patterns give the orientation information of MaxiCode. There are 6

orientation patterns in MaxiCode, each consists of 3 modules. These patterns surround

the finder pattern with the position in<l, 3, 5,7, 9, 11 Q’clock. From the aspect of the

finder pattern, the angle between two-neighboring patterns is 60°. In each pattern,

there is a module nearest to the outside circle of the finder pattern. The distance

between the outside circle and this nearest module is the length of a single module.

Figure 2.6 shows an example of the orientation patterns relative to the finder pattern.



Fig. 2.6 The orientation patterns relative to the finder pattern, the orientation

patterns are marked by W and B.

2.1.5 Quiet Zone
Each MaxiCode is sutrounded by four quiet zone boarders. Each boarder consists
of several long white runs, and the number of white.runs is the length of a single

module. Figure 2.7 shows an example of the quiet zone.
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Fig. 2.7 An example of the quiet zone surrounded by the red dotted lines.



2.2 Image Binarization
The image binarization plays an important role in the decoding system. A good
binary thresholding method can reduce the degradation of poor quality image under
an unstable lighting environment. Before thresholding, we convert the image into gray
level by using
g(i,7)=0257*R(i, j)+ 0.504 * G(i, j) + 0.098 * B(i, j) + 16, (2.1)
where R(i,j) denotes the red value at pixel (i,j), G(i,j) denotes the green value at pixel

(ij) and B(i,j) denotes the blue Valu_e.at pixe_l:(idz._ In our system, an image is divided

- - £
i r ]

into several subimages Wlth mze 64 x 48'|,‘dﬁd alocal thI'GShOldlng algorithm is applied
._ . I 1 | b ';: '.. ;

to each subimage. Flgure 2 8 shows an examp].e of @ subimage. We use Sobel
i - =

. i :: ...-:, i =ip

operation to extract the e(fge poili_t,ih:,"a_w&mqge, and the information of these edge

':.;_ 7 " ) - .-: .-.l-
points are used to determine the threshold.value: "
) Lk

Fig. 2.8 An example of a subimage.
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2.2.1 Edge point extraction

One of the features of barcodes is that most of the barcode’s color is black, and
the barcodes are printed on white papers. This feature makes barcode’s edge
recognizable even under extremely light, dark or other unbalanced lighting conditions.
Weszka et al. [9] proposed a method to extract the edge points of an image. By the
concept proposed by Weszka, we use Sobel operators (see Figure 2.9) to extract edge
points. The Sobel value G of each pixel (i,j) in the subimage is defined as

G =

b

GX

+‘Gy

where
G, =(g(i+Lj-D=*2g(+1,j)+g@+Lj+1)
—(g(i-1,j-H+2g (=L HEETLT + 1)
and
G, =(gli-Lj+D+2g@,j+D)+gl+Lj+1)
—(g(i-1,j-D+2g@G,j-D+g@i@+1,;-1). (2.2)
G, is the magnitude of horizontal gradient and G, is the magnitude of vertical

gradient.

11



-1 0 1 1 2 1

Fig. 2.9 Two Sobel operators G, and G,.

Figure 2.10 shows an example of Sobel result. The numbers of Sobel values are
accumulated from low to high, and we find the value above the 80" percentile as a
percentage threshold. Figure 2.11 shows an example of accumulating diagram. A
point is regarded as an edge point if its Sobel value is higher than the percentage

threshold. Figure 2.12 shows an example“of éxtracted edge points.

(a) (b)
Fig. 2.10 An example of Sobel result. (a) Original subimage, (b) The Sobel result

of the subimage.
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Fig. 2.11 An example of Sobel value accumulating diagram.

(a) (b)
Fig. 2.12 An example of extracted edge points. (a) Sebel result, (b) Black points
represent the'edge points.

2.2.2 Minimum mean square error

After the edge points are collected, we establish the histogram of edge points,
and the threshold gray value is determined by minimum mean square error method.
This threshold separates the gray values into two clusters and the mean square error
between the two clusters is the minimum of those among other possible two clusters.
Figure 2.13 shows an example of gray value histogram of edge points. The following

steps applied to all edge points show how the method works.

13



Step 1. Let Min be the minimum gray value, Max be the maximum gray value

and P(i) be the number of edge pixels with gray value i.
Step 2. For each value k with Min < k <Max, use k to divide the histogram of the
edge points into two parts. Calculate the two mean values /4y ; for the left part and 4y >

for the right part, and the mean-square error £ through the following three formulas:

> ix P(i)

_ i<k

by, = W (2.3)

i<k

> ix P(i)

i>k

by, = W (2.4)

i>k

E, = Z PYx (i=h ) + Z P> (i=h,)" (2.5)

i<k i>k

Step 3. Take the valuespiy .. = atgMing {E | Min < k<Max} as the threshold.

Usually, in the background“area, the gray values will not vary too much, so the
square-error is low and the difference of two means (%;,42) of both sides separated by
kmin-err Will be small. Therefore, if |h;-h;| <c, where c is a pre-defined small value, the
subimage is considered to be a background area. In this thesis, ¢ is defined as 10. The
background area will be filled with white pixels. Figure 2.14 shows an example of

minimum mean square error thresholding.

14
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Fig. 2.13 An example of gray value histogram of edge points.
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Fig. 2.14 An example of minimum mean square error thresholding. (a) A
MaxiCode hjr-la_g,e. (b) The binary-in"lage of (a).

2.3 Finder Pattern Location

MaxiCode has a central unique finder pattern, which is used to locate the
MaxiCode. The finder pattern is made of 3 dark concentric circles and 3 included
white areas. In order to extract the edge of circles of the finder pattern, the thinning
morphological algorithm [8] is used. Considering the efficiency, only the central part
of the image is processed, and the result of the thinned image is stored as another

image for the next step. The size of thinning area is 1/3 image’s width and height.
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Figure 2.15 shows an example of thinning result.

We extract the black cofmected component in the thinning area, and calculate the
size of each component. Since the finder pattern occupie$s most part of the area, we
can easily recognize the component<of the finder pattern by the size. Figure 2.16
shows a thinned finder pattern“example..We pick  the component containing most
pixels as the outside circle of the finder pattern. By averaging the coordinates of all

pixels in this component, we can determine the coordinates of the central point of the

finder pattern.

central point

Fig. 2.16 A thinned finder pattern example with outside circle located.
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Fig. 2.15 An example of thinning result.
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2.4 Orientation Correction

The reading direction of MaxiCode is not limited because the orientation patterns

give the position information. Figure 2.17 shows the location of orientation patterns

and Figure 2.18 shows some examples of MaxiCode images taken from different

directions. We propose an algorithm to detect the orientation pattern. This algorithm

extracts the length of a single module, and finds the orientation patterns by scanning

around the finder pattern. After the orientation patterns are found, the image is rotated

into the right position.

Fig. 2.17 The location of orientation patterns marked by W and B. W is the white

module and B is the black module.

Fig. 2.18 Some examples of MaxiCode images taken from different directions.



2.4.1 Counting single module length

The orientation patterns are constructed by the basic modules of MaxiCode (See
Fig. 2.17). The length of a single module can be used to detect the position of
orientation modules. In order to calculate the length of a single module, we use a
statistical method to find out the most possible length. We calculate the black
run-lengths in the middle part of the image by horizontal scanning. The length of
black runs on the scan line will be recorded. For efficiency, the scanning horizontal
line’s frequency has a 3 pixels step _size: Figure 2.19 shows an example of horizontal

scanning.

. } 3 pixels

(b)
Fig. 2.19 An example of horizontal scanning. (a) The horizontal scanning lines. (b)

The step size of scanning lines.

The histogram of black runs’ length will be analyzed to extract the length of a

single module. Figure 2.20 shows an example of the run length histogram. Generally,

we choose the peak value in the histogram as the result. For avoiding local maximum
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value influencing the correct solution, we take 3 values as a group to smooth the
histogram. We compare each group by their sum, and the average value of the group

with the maximum sum will be taken as the length of a single module.

350
300 —
250 |
200
150 | |
100

SO*IZI |_|
2

Number of Runs

A==
3 4 5 6 7 8
Run Length

Fig. 2.20 An example of run length-histogram.

2.4.2 Locating Orientation Patterns

There are six orientation patterns-in.MaxiCode, and in this thesis, we only use
four of them to correct the orientation. The patterns in positions of 3 O’clock, 5
O’clock, 9 O’clock and 11 O’clock are used. Figure 2.21 shows the corresponding

patterns.

Fig. 2.21 The orientation patterns used in this thesis.
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We notice that the patterns in 5 and 11 O’clocks both have two continuous black

modules lying on the same line crossing the center point of the finder pattern, so we

use this feature to find these two orientation patterns. We take the central point of the

finder pattern as the original point, and generate the scanning line from the original

point with different angles. Figure 2.22 shows the concept of scanning lines. We

generate 360 lines with angles from degree 0° to degree 359°. The length of white runs

and black runs in each scanning line are recorded. We remove the first 6 runs of each

line since they are caused by the finderypattern, then we start to analyze the remaining

runs.

Fig. 2.22 The concept of scanning line.

2.4.2.1 Orientation pattern runs analysis

Firstly, we use the length of runs as a condition to choose the possible orientation
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pattern runs in each scanning line.All runs appearing in the same scanning line are
grouped into a run set. We prune the run sets by following rules:

Rule 1. The length of the first white run in a run set should be less than or equal

to the length of a single module.

Rule 2. The number of black runs in a run set should be more than or equal to 2.

Secondly, we group the neighboring run sets in the remaining run sets. Note that
two run sets appearing in two scanning lines SL; and SL, are called neighbors, if the
difference of the angles of SL; and, SLy isp 1°. Figure 2.23 shows an example of
neighboring run sets. Then we prune the run sets according to following rules:

Rule 3. The number“of run sets in a group should bé similar to the length of a

single module.

/6/

Fig. 2.23 An example of a group of neighboring run sets with 6 run sets.
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Next, we check the symmetry of the remaining run set. The orientation patterns

in 5 and 11 O’clock are symmetrical, that is, the difference of the angles of their

scanning lines should be 180°. We prune the run sets by their symmetry according to

following rules:

Rule 4. If a run set belongs to the orientation patterns, there should exist a

symmetrical run set in the remaining run sets.

After these pruning steps, we may have several pairs of run set groups. Figure

2.24 shows an example of pruning result.;Next, we use the feature of the orientation

patterns in 3 and 9 O’clock to'prune run set groups. In'these two patterns, the module

nearest to the finder pattern i$ always black,.and the anglés between 3 to 5 O’clock, 9

to 11 O’clock are both degree 607 Figure 2.25 shows,an example of finding 3 and 9

O’clock patterns. Therefore, we prune the group of run sets by following rules:

Rule 5. For a pair of groups of run sets, locate the first black module in the

degree plus 60° for the first run set of each group. The distance from the finder pattern

to these two black modules should be the same.

Figure 2.26 shows an example of the distance from the finder pattern to a black

module.
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Fig. 2.24 An example of pruning result. (a) The original image. (b) The remaining

run set groups pointed out by the arrows.

Fig. 2.25 An example of finding 3 and 9 O’clock patterns. The arrows point out

the 3 and 9 O’clock orientation patterns.

L]
i i

Fig. 2.26 An example of the distance from the finder pattern to a black module.
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By these rules, the two black modules of orientation patterns in 5 and 11
O’clocks are extracted. The final step is to identify the exact positions (5 or 11
O’clock) of the pair of two black modules. Note that the third module of the
orientation pattern is white in 5 O’clock and it is black in 11 O’clock. According to
this phenomenon, we generate a clockwise scanning arc to check the color of the third
module. We use the finder pattern center as the center point and the middle point of
the two black modules as the starting point of the arc. The radius of the arc is the
distance from the central point of theyfinden pattern to the central point of the two
black modules. Figure 2.27,shows an_example of scanning arc. By the color of the

third module, the exact position of the two black modules €an be determined.

. center point

starting point

starting point

center point

(a) (b)
Fig. 2.27 A example of the scanning arc. (a) The scanning arc crossing the third
module of the 11 O’clock orientation pattern. (b) The scanning arc crossing the third

module of the 5 O’clock orientation pattern.
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Finally, we rotate the image of MaxiCode to the right position according to the

found orientation patterns. Figure 2.28 shows an example of rotated MaxiCode image.

TQ:  BBSSEASIBROA
REYNOLDSBU

(b)
Fig. 2.28 An example of the rotated MaxiCode image. (a) Original image. (b)

Rotated image.

2.5 Code Shape Rectification

The MaxiCode image could have.a deformed shape since the position between
the barcode and the camera mobile phone is not paralleled. Figure 2.29 shows some
examples of deformation. In our system, slight deformation of MaxiCode image can
be recovered. Inverse perspective transformation is often used to rectify the code
shape. However, the four corner points of MaxiCode should be extracted before using
inverse perspective transformation. Thus, we provide an algorithm to extract the
boarders of the MaxiCode, and take the intersection points of boarders as the corner

points.
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Fig. 2.29 Some examples of MaxiCode image deformation.

2.5.1 Boarder Extraction

In the specification of MaxiCode, every MaxiCode is surrounded by a quiet zone
boarder. The color of quiet zoné 1s white, and the width of quiet zone equals to the
length of a single module.:n our algorithm,*the quiet zone will be roughly extracted.
In the region surrounded by the quiet zone, the most suitable boarder of MaxiCode

will be determined.

2.5.1.1 Quiet Zone Detection

To find the quiet zone, the objective is to find four white runs surrounding the
MaxiCode. Each of the white run should be a long run and the nearest run to the
MaxiCode. We horizontally and vertically scan from the central point of the finder
pattern, and find the first appearance of a group of long white runs. If the long white
runs continually appear with number 2 times of the length of a single module, we

recognize it as the quiet zone. Figure 2.30 shows an example of quiet zone. The quiet
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zone can be regarded as the rough boarder of the MaxiCode, and then we extract the

precise MaxiCode boarders in the region surrounded by the quiet zone.
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Fig. 2.30 An example of quiet.zone marked by red color.

2.5.1.2 Swing to find boarder

In order to use inverse perspective transformation, we need to find the four
corner points of MaxiCode precisely. We find the nearest point to each rough boarder,
and take this point as the pivot. Then we generate scanning lines which swing with
this pivot, and the swinging angle ranges from -3.0° to 3.0° degrees, adding 0.2°
degrees per move. Figure 2.31 shows an example of swinging scanning lines. We take
the scanning line touching the most modules as the precise boarder. Figure 2.32 shows
an example of MaxiCode with extracted boarder. Finally, we take the four intersection

points of four boarders as the corner points.
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chosen scanning line
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Fig. 2.31 An example of swinging scanning lines.
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Fig. 2.32 An example of MaxiCode with extracted boarder.

2.5.2 Inverse Perspective Transformation

The following equations calculate coefficients of perspective transformation [7]

which maps vertexes (x;,);) to vertexes (u;,V;) (i=1,2,3,4):

Cop XX, +Coy XY, +¢
u = 00 i 01 i 02 , (26)
Cog XX; +Cp XY, +Cypy

Cin XX.+Cyy XV. +C
y = Gt 1 =XV 12 2.7)
Cog XX; +C5y XY, +Cyy

Coefficients are calculated by solving linear system:
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(X vy 1 0 0 0 —xpu, =y [ co ] _uo_

xx »y 1 0 0 0 —-xu —yu |c u,

X, ¥y, 100 0 —xu, —yu,|cy u,

x3 ys L0 0 0 —xuy —yus |l e _| U ’ (2.8)

0 0 0 x yo 1 —xvg =y |cy Vo

0 0 0 x » I —xv —-yv|cp Vi

0 0 0 x, y, 1 —xv, —yw, ey Va
L 0 0 0 x3 y; 1 —xyv4 —ViV3 | Ca | [VYs]

where c;; are matrix coefficients, ¢, = 1.

Let f{x,y) represent the pixel value in position (x,)) in the rectified image, and

g(u,v) represent the pixel value in position (u,v) in the original image. The rectified

image is mapped from the original one by the following equation:

CopX +Co Y TCs  CioX + €,V +Cpy
S, y)=g(u,vy= g( ; (2.9)
CooXFCo ¥ +Cpy CryX +65) +Cypy

The resolution of the rectified 1mage.is-defined as 210 x 200. Figure 2.33 shows

an example of rectified MaxiCode image.

LI 4 8 eind F X
sadee - LAZX] * (X ¥ A% dd = L L ) Ll LR
$ 4s &4 & . se B L] LX) L L] a AEFERAA LR
D Y T TR Y YT Y Y3 W) e 4R Ea g s a pdpannd
9 ¥ 8 & P SN sEBsssE @ + ANED
RN T L EE T AT T DR LI I R 1 L L W]
* 8 s 8 s e e b b 2 8 e S un p o TR
md . ST N B B AR NN N
LIRS » 80 0 _»
Pl PP A A T L ] sl i P L T L T
b e e sanater b “ s am mew e a
v e es e 5 -.0 LTy " a ". Tt - l" LI 1
‘e s 4 @ Ak 4 % 4 ma
e v 20 ‘.. . .‘ e LR e » o4 A
LA I on. .. L A b LA B R . ‘i * - '1'
3 | .o.c- LI I R B L ] lO,'IO LI S T B W |
LI I . e e & & oA - A as B 4
LI I T Y] * 5 00 LR R T - w o
s o a8 W e s e e ca e s Wewdh™ o4 ss e
-
4 8 & 2 20 b 0 4 8 .c- - .0‘.00. 4 4 [ L B B R R R L)
LT
a e 4 & 8 ¢ 04 b 04 b e &
e saves o9 w | en see seaes LR T Ty T R r M A b A,
e > b ests & 4 0e@ LX) L} 4 apad B 4 Aey (L
o sed soemd wnddie LI L] L] L AREEg FRBEE ddd
4900008 & ¢ & _ 2 Sad (2] MAsgsre & o & ok JRA -
s ¥ § £ 9 S99 ¢  S0ees - B did deeR ¢ sESNE
¢ b ee we PdetRes H9400e Pl T i T PP AL A

Fig. 2.33 An example of rectified MaxiCode image. (a) Original image. (b)

Rectified image.
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2.6 Data Extraction

To decode the information embedded in the MaxiCode, we need to extract the
data from modules. There are 33 rows of modules in a MaxiCode, so we separate the
image into 33 parts in rows, and recognize the modules in each row by run length
counting. After all modules being recognized, the data are decoded by the
specification of MaxiCode. Finally, the result of decoding will be shown on the screen

of the mobile phone.

2.6.1 Module run length'counting

In a MaxiCode, there are. 30 modules in each odd row and 29 modules in each
even row. Black modules represent 1 -and white modules represent 0. We calculate the
white runs and black runs in each row;.and analyze how many modules in each row.
The finder pattern is removed at the beginning of this stage to avoid influencing the
counting of run lengths.

In each row, we choose the scanning line which contains the most number of
black pixels as the central line, and the data is regarded as the major data which is
obtained from the range of adding and minus 1-pixel on the central line. We extract
the horizontal projection length of the major data as black run length, and we take the

length between black runs as white run length. Figure 2.34 shows a horizontal
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projection example.

} 1 pixel

central line { EEmEEEE®

. projected length

Fig. 2.34 A horizontal projection example.

The theoretical length of each module is 7, since the width of the rectified image
is 210, and each odd row centains 30-modules. Based on this fact, the black and white
run lengths are recognized by the following rules:

Rule 1. If the black runiength 1s greater than 15 a:black module is generated, and

the run length minus 7.

Rule 2. If the white run length is greater than 5, a white module is generated, and

the run length minus 7.

The runs of the finder pattern will be skipped during recognition. Since the start
position of the first module of each even row is half module behind that of each odd
row, the first white run of each even row will first minus 3.

Finally, the generated modules will be decoded following the specification of

MaxiCode.
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CHAPTER 3

EXPERIMENTAL RESULTS

In order to evaluate the decoding rate of the proposed system, we generate 20

MaxiCode sample images. The camera mobile phone we used is Sony Ericsson C902

[10]. We build the system in J2ME platform [11]. In the experiment, we construct two

environment conditions, one is under controlled and another one is not. For each

image, the average decoding time is 14 seconds in the mobile phone, and less than 1

second in the PC (AMD64 3200+ CPU;2:0Ghz; 1GB memory). An image is said to

be decodable if the extracted data can be recovered by the Reed-Solomon code. If the

amount of the error data is‘over the tolerance’of the Reed“Solomon code, a request to

take another shot will be sent.

3.1 Controlled Environment

In the controlled environment, the pictures of each sample will be taken under

different conditions. Rotation, different lighting sources, oblique and different focal

distance are the controlled events for testing the system. Only one of the events is

adjusted in each testing.
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3.1.1 Rotation

In the rotation effect testing, each sample will be taken shot in 0°, 45°, 90°, 135°,
180°, 225°, 270° and 315° degrees. The lighting condition is stable and the camera is
parallel to the MaxiCode samples. The distance between the camera phone and the
MaxiCode samples is 7.5 cm, and the camera phone is turned to the Marco mode.
Table 3.1 shows the decoding rate in each rotation angle. Figure 3.1 shows some
examples of the images taken under different rotation angles. Under different rotation
angles, the decoding rate of the system iis: 100%. Experimental results show that the

system is capable of decodingMaxiCode images with rotations.

Table 3.1 The decoding rates under different rotation angles.

Rotation angle Decoding Rate

0° 100%

45° 100%

90° 100%
135° 100%
180° 100%
225° 100%
270° 100%
315° 100%
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(a) (b)

(e) &)
(2) (h)
Fig. 3.1 Some examples of the images taken under the different rotation angles. (a)

0°. (b) 45°. (c) 90°. (d) 135°. (e) 180°. (f) 225°. (g) 270°. (h) 315°.
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3.1.2 Different Lighting Sources

In the different lighting sources testing, each sample will be taken shot outside
and inside. In outside, the source of lighting is sunlight. In inside, the sources of
lighting are fluorescent lamp and desk lamp. Another test inside is taking the pictures
without any lighting source. The distance between the camera phone and the
MaxiCode samples is 7.5 cm, and each sample is taken shot without rotation. Table
3.2 shows the decoding rate in each lighting condition. Figure 3.2 shows some
examples of the images taken under lighting sources. Under different lighting sources,
the decoding rate of the system is_100%. Experimental tesults show that the system is

capable of decoding Maxi€ode images in differént lighting conditions.

Table 3.2 The decoding rates-under different lighting sources.

Lighting Source Decoding Rate
Sunlight 100%
Fluorescent Lamp 100%
Desk Lamp 100%
Inside (turn off light) 100%
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(2) (b)

_ d erent lighting sources. (a)
Sunlight. (b) Fluorescent Lamp k Lamp. (d)Inside (turn off light).

3.1.3 Oblique

In the oblique effect testing, the angle between the mobile camera phone and the
samples will vary from -40° to 40°, with interval 10° per move. The lighting condition
is stable and the distance between the camera phone and the MaxiCode samples is 7.5
cm. Each sample is taken shot without rotation. Table 3.3 shows the decoding rate in
each oblique angle. Figure 3.3 shows some examples of the images taken under
different oblique angles. From the experimental results, we can see that the decoding

rate is 100% with oblique angles between -20° and 20° it decreases with oblique
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angle 30° and -30°, and all the images are undecodable if the oblique angle over 40°
and -40°. The poor decoding rate is caused by the deformation of the MaxiCode.
Oblique angles make the shape of MaxiCode slanted in the image. Slanting makes
the orientation patterns deviate from their original positions, leading the system to be

unable to correct the orientation.

Table 3.3 The decoding rates under different oblique angles.

Oblique angle Decoding Rate

-403 0%

-30° 70%

-20° 100%
-10° 100%

10° 100%

20° 100%

oK’ 65%

40° 0%
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(a) (b)

(e) ()
(2) (h)
Fig. 3.3 Some examples of the images taken under the different oblique angles. (a)

~40°. (b) 40°. (c) -30°. (d) 30°. (e) -20°. (£) 20°. (g) -10°. (h) 10°.
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3.1.4 Different Focal Distance

In the focal distance testing, the distance between the camera mobile phone and
samples will be adjusted. The range of distances is from 5cm to 30cm. The lighting
condition is stable and the camera is parallel to the MaxiCode samples. Each sample
is taken shot without rotation. Table 3.4 shows the decoding rate in each focal
distance. Figure 3.4 shows some examples of the images taken under different focal
distances. Experimental results show that the system works well from distance of 6cm
to 30cm. In distance of Scm, the images arejall out-of-focus due to the limitation of
focusing ability of camera mobile phones, and.the MaxiCode is blurred in the images.
Blurring makes the modules 'of MaxiCode distorted, resulting in that the orientation
patterns cannot be extracted:

Table 3.4 The decoding rates-.under different focal distances.

Focal Distance Decoding Rate

Scm 65%

6cm 100%
Tcm 100%
&cm 100%
9cm 100%
10cm 100%
15cm 100%
20cm 100%
30cm 100%

39



: (1)
Fig. 3.4 Some examples of images taken-under the different focal distances. (a)
Scm. (b) 6cm. (¢) 7cm. (d) & (e Ocm.(g) 15cm. (h) 20cm. (i) 30cm.

3.2 Uncontrolled Environment

In the uncontrolled environment, we invite 10 users to take MaxiCode pictures.
For each MaxiCode sample, one picture will be taken. These users are not familiar
with MaxiCode, and they are not informed to stabilize the lighting condition or the
proper distance between the barcode and the mobile phone. Figure 3.5 shows some
examples of the images taken by users. Under the different lighting conditions,

different MaxiCode size in the image and different user’s habits, the decoding rate of
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our system is 81%.

Fig. 3.5 Some examples of images taken by users.

Most of the reasons make the picture undecodable are blurring and slanting of
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the MaxiCode in the picture. Figure 3.6 shows some examples of undecodable images.

Blurring is often occurred by the users’ hand-shaking or out-of-focus when taking

pictures. If an image is blurred, the shape of MaxiCode modules will distort in the

binarization step. Figure 3.7 shows some examples of binarization results of

undecodable images. The distortion of modules results in that the orientation patterns

cannot be extracted. Another reason for undecodable images is the slanting of images.

Slanting is the deformation of the entire shape of the MaxiCode in the image, and it is

often caused by the oblique position between the barcode and the camera. A slanted

image makes the orientation patterns deviate from their original position, leading the

system to be unable to correct the orientation.” Although”the system can rectify the

shape of MaxiCode during-decoding; the slanted image still can not be recovered if

the orientation patterns are missed.

The system will send a message to users if the image is undecodable, and ask

users to take another shot. The number of times users take shots are recorded. In our

system, a MaxiCode image can be decoded correctly by taking 1.2 pictures in

average.
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(b)
Fig. 3.6 Some examples of undecodable images. (a) Blurring. (b) Slanting.
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Fig. 3.7 Some examples %?Wsults of undecodable images.
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CHAPTER 4

CONCLUSION

The system provides users a convenient application on camera mobile phone to

decode MaxiCode. Users can take a MaxiCode image with slight restriction, and the

system can decode the information correctly within a reasonable time. In the future,

we will improve the system by reducing the decoding time. Furthermore, the

distortion of image is the main reason of erroneous decoding, so it is the target to

make the system more robust.
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