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ABSTRACT

In the recent years, forward errer-correction schemes is rising and flourishing due to
widespread increase of wireless communication applications. Among these standards, turbo
codes and convolutional codes are usually adopted at the same time because of their high
error correcting ability. However, to design the hardware functional block for each decoder is
inefficient. In this thesis, a unified turbo and Viterbi decoder architecture for 3GPP2 standard
is presented. The turbo decoding with a maximum block length of 20,730 and Viterbi
decoding with various code rates are implemented to provide maximum data rate of 4.52Mb/s
and 5.26Mb/s respectively at a clock rate of 100MHz. The memory access is reduced by the
input caching scheme, and the system complexity is lowered by the efficient interleaver
design. This chip is fabricated in a 0.18 um six-metal standard CMOS process. The chip die
size is 3.4 x 3.4 mm? with the core size of 2.7 x 2.7 mm?. It contains 115k gates excluding the
embedded memory. The measured power dissipation is 83mW while working at the clock rate

of 66MHz to decode a 3.1Mb/s turbo encoded data stream with six iterations.
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Chapter 1
Introduction

1.1 Motivation

In the last decade, the digital technologies were introduced for wireless communications
to replace analogy system due to increased traffic, speech privacy, new services (data
transmission), and robustness of transmission (enhanced coding technique). These include the
global system of mobile communications (GSM), which is a mobile radio standard with the
most subscribers worldwide. It :adopts- time-division multiple access (TDMA) system and
provides the maximum data rate of 9.6-Kb/s.. Obvidusly, this data rate cannot satisfy the
demand of multimedia document transfer in 21* century. Besides, the number of customer is
increasing much faster than expected. However, the TDMA system is a dimension-limited
system. The number of dimensions is determined by the number of time slot. No additional
users are allowed once all time slots are assigned. Hence, third generation mobile radio
systems are proposed to meet the market requirement with higher rate data service and higher

capacity.

Up to now, Third Generation Partnership Projects 3GPP [1] and 3GPP2 [2] defined detail
standard providing maximum data rate of about 2 Mb/s and 3 Mb/s, respectively. On the other
hand, code division multiple access (CDMA) proposal was brought up due to its higher
capacity. Unlike TDMA system, the number of CDMA channels depends on the level of total
interference that can be tolerated in the system. Forward error correction code plays an
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important role here since it can improve the tolerance for interference and thus increase the
capacity of CDMA system. In both 3GPP and 3GPP2 standards, turbo code and high
complexity convolutional code ((3, 1, 8) and (6, 1, 8) respectively) are instituted so that

transmission quality can be guaranteed.

In 3GPP2 mobile wireless communication standard, larger block length is specified in
turbo code while comparing with 3GPP standard (about 4 times larger). Besides, the code rate
of turbo code and convolutional code are reduced to 1/5 and 1/6 respectively. These make the
integration of Viterbi decoder and turbo decoder more difficult due to higher complexity.
Moreover, 3GPP2 standard provides higher data rate of up to 3.09 Mb/s, which indicates an
intensive demand of memory bandwidth. The above-mentioned will cause more challenge
while designing the unified decoder if embedded memory size and power dissipation issues
are taken into account. Hence,~we_would like to ‘address a solution for channel decoder
compatible with 3GPP2 standard-to solve both.area and power problems by proposing a novel
architecture to implement a dual mode._turbo/Viterbi decoder. Table 1.1 shows the main

difference of 3GPP and 3GPP2 standards in turbo code and convolutional code.

Table 1.1: Difference of FEC specification between 3GPP and 3GPP2 standards.

3GPP 3GPP2
Code Rate 1/3 1/5
Turbo Code
Maximum block length 5114 20730
Convolutional Code Code Rate 1/2, 1/3 1/2, 1/3, 1/4, or 1/6
Maximum Data Rate 2 Mb/s 3.09 Mbl/s




1.2 Design Specification

Our objective is to design a turbo and Viterbi decoder single chip for 3GPP2 standard.

The detail specification of turbo code and convolutional code is listed in Table 1.2.

Table 1.2 Specification of channel coding in 3GPP2 standard

Constraint length 4
1+D+D* 1+D+D?*+D°
Turbo Code i 1
Generator function { 12D2+D° 1-D2+D° }
Required data rate 3.09 Mb/s
Constraint length 9

Generator function (CR=1/6) | [457, 755, 511, 637, 625, 727](octal)

Generator function (CR=1/4) [765, 671, 513, 473] (octal)
Convolutional Code
Generator function (CR=1/3) [557, 663, 711] (octal)
Generator function (CR=1/2) [753, 561] (octal)
Required data rate 1.036 Mb/s

1.3 Thesis Organization

This thesis consists of 7 chapters. In chapter 2, we’ll focus on interpreting turbo coding
and decoding algorithm and its relative techniques. The reader is assumed to be familiar with
Viterbi algorithm and thus only a brief description is made in Chapter 3. Chapter 4 explains
how we decide the fix-point resolution in our design. Some simulation results will also be
shown here. In chapter 5, we present the proposed architecture. For clearness, operating flow
for turbo mode and Viterbi mode will be discussed separately. In addition, several
characteristic of our design will be stated here. Chapter 6 outlines the specification of our
implemented chip. We also provide some comparisons with other similar works. Finally,

conclusion and future work are made in chapter 7.
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Chapter 2
Turbo Coding and Decoding

The parallel concatenated convolutional code (PCCC), named turbo code [3], was first
proposed by C. Berrou, A. Glavieux, and P. Thitimajshima in 1993. It has been proved to have
a performance close to Shannon limit with simple constituent codes concatenated by an
interleaver. This new technique is now adopted in both 3GPP and 3GPP2 standards due to its
excellent error correction ability. In this chapter, we’ll describe the principle of both turbo
encoding and turbo decoding methods., .Fhe .error floor effect in turbo decoding and some

decoding techniques will also be interpreted here.

2.1 Principle of Turbo codec

2.1.1 Turbo Encoding

The turbo encoder is composed of two recursive systematic convolutional (RSC)
encoders, which are connected in parallel but separated by a turbo interleaver. The two RSC
encoders are also called constituent codes of the turbo code. The block diagram of the turbo
encoder is illustrated in Fig. 2.1. Note that the same input data are encoded by each RSC
encoder but in different order. In 3GPP2 standard, each input bit is encoded as one systematic
bit and two parity-check bits for each RSC encoder. Thus, the code rate of each component
encoder is 1/3. In order to increase the code rate of turbo code, the systematic bits of the
second RSC encoder are not transmitted. Therefore, the output encoded sequence should be

{X, Yo, Y1, Yo', Y1’}, and the overall code rate is 1/5.
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After encoding all input messages, we have. to generate several tail bits to set both
component encoders back to zero state.-However, it’s-impossible for a RSC encoder to return
zero state by inserting dummy zeros into the-encoder directly. Thus, a simple solution is
provided in Fig. 2.2. While encoding input messages, the switch is set to position “A”. Once
messages of whole block are encoded, the position of switch is changed to “B” for three

additional cycles. This will force all registers to zeros and thus back to zero state.
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1/?\/
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Fig. 2.2 Trellis Termination



2.1.2 Turbo Interleaver

The interleaver plays a very important role in turbo encoder. First of all, a proper coding
gain can be achieved with small memory RSC encoders since the interleaver scrambles a long
block message. Besides, the interleaver de-correlates the input of two RSC encoders so that
iterative decoding algorithm can be applied between two component decoders. Theoretically,
the block size of interleaver is one of the major factors to lower the upper bound on bit error
probability of the turbo code system. The performance upper-bound of turbo code
corresponding to a uniform random interleaver has been evaluated in [4]. The result shows
that the bit-error-probability upper bound of turbo code is approximately proportional to 1/N,
where N is the block size of turbo interleaver. The factor “1/N” is also called the interleaver

gain.

Fig. 2.3 shows the address generator of turbo intérleaver in 3GPP2 standard. It provides
a maximum block size of 20,730 and minimum bleck size of 378. Detail supported block

sizes and its corresponding “n” value are listed in Table 2.1.

n MSBs Add 1 n bits MSBs
» —»| and Select the > — > Discard
Multipl . Iscar
nLSBs l;r::jp y nbits | LSBs If Interleaver
Select the > Input= ;:jlgfeusg
(n+5)-bit < Table n bitS» nLSBs Nturbo
counter Lookup
L 5LSBs Bit 5 bits
Reverse .
(|4 Io) (IO. |4)

Fig. 2.3 Turbo Interleaver for 3GPP2 standard



Table 2.1 Turbo interleaver parameters

Turbo Interleaver Block size | Turbo interleaver parameter (n)
378 4
402 4
570 3)
762 5
786 5

1,146 6
1,530 6
1,554 6
2,298 7
2,322 7
3,066 7
3,090 7
3,858 7
4,602 8
6,138 8
9,210 9
12,282 9
20,730 10

2.1.3 Turbo Decoding

A general idea for iterative turbo decoding is illustrated in Fig. 2.4, where rs is the

received systematic information, rp; is the received parity information generated by the first
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RSC encoder, and ry; is the received parity information generated by the second RSC encoder.
The iterative turbo decoding consists of two constituent decoders, which are soft-in/soft-out
(SISO) decoders concatenated serially via one interleaver and one de-interleaver. An
additional interleaver is used to interleave the input systematic information and then provides
the interleaved data to the second SISO decoder. Two component decoders can be
implemented based on either soft-output Viterbi algorithm (SOVA) [5] or maximum a
posteriori probability (MAP) algorithm [6], which will be discussed particularly in the next
section. During iterative decoding process, each constituent decoder delivers the extrinsic

information Le(u) which is taken as a priori information for the other constituent decoder.
That is L, (u)=L,(,) and L ,(u)=L(u). As the number of iterations increases,

better coding gain is expected. However, the correlation between two SISO decoders is also
raised up. Therefore, there is no:significant-performance improvement if the number of
iterations reaches a threshold. Fig. 2.5 shows the performance comparison under different

iteration numbers in 3GPP2 standard.

Lex2(u) De_ Lexz(u)
Interleaver |
Lexl(u) Lexl(o)
> — Interleaver >
. SISO SISO ~
s Decoderl | L;(u) Decoder2 | Ly(U)
gy — T — —
» |nterleaver

Fig. 2.4 Turbo decoding flowchart



Performance of Turbo Decoder under different iteration number
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Fig. 2.5 Performance comparison under different iteration numbers in 3GPP2 standard

2.1.4 Error floor effect

Although turbo coding provides an excellent performance, the bit-error-rate certainly
starts to decrease quite slowly at high signal-to-noise ratio (SNR). This phenomenon can be
observed in Fig. 2.5. It is due to relative small free distance of turbo codes, and is called an
“error floor” [7]. Consider the relation of the minimum free distance and the bit error
probability in turbo coding, which can be expressed by

PbocQ( dereeR%J (2. 1)

0

where dsee IS the minimum free distance and Ep/No is the SNR. At low SNR, the major part of
errors can be corrected by iterative decoding since systematic information and parity

information can be regarded as highly independent events. However, as the channel provides
9



a reliable transmission, the dependency of the systematic and parity information grows up and
the interleaver does little contribution on iterative decoding. Thus, the error correction ability
is limited on the weak constituent code only. To overcome this issue, we can increase the
interleaver size to lower the position of the error floor or concatenate a block code, e.g. BCH

code, as an outer code to remove the left error bits. For more details, please refer to [4] [8].

2.2  MAP Decoding algorithm for Turbo Decoding

It has been proved that the MAP algorithm is the optimal decoding method for turbo
code while comparing with SOVA [9]. Unlike Viterbi algorithm which utilizes maximum
likelihood (ML) algorithm to find the codewords with minimum error probability, the MAP
algorithm minimizes the symbol (or bit), error probability. In this section, we’ll focus on
introducing the turbo decoding methods based.on MAP algorithm [6] [10]. Although SOVA is
also one of the commonly used techniques for turba decoding, we’ll skip it since it’s not
adopted in our proposed design. “To. understand-more detail about SOVA, please refer to [5].
And some comparisons of MAP algorithm and SOVA applied in turbo code system are shown

in [9].

2.2.1 The MAP algorithm

The main idea of MAP algorithm is to compute the log-likelihood ratio (LLR) of the
transmitted information bit uy conditioned on the received information r, for 1 <k <N, where

N is the block length of encoded message.

P(u, =+1r)

L(G)="L(u|r)= |09m

(2.2)

Here r is the vector of received soft values, and can be represented as [r1,r2, ..., '] where n is
the number of output bits for each encoded bit in the constituent code. Let’s consider the

trellis diagram of turbo code in 3GPP2 standard, which is shown in Fig. 2.6 as an example.
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Note that the solid lines represent the transitions corresponding to an information bit uy of -1,
while the dotted lines represent the transitions corresponding to an information bit ug of +1.

Then, the equation can be further expressed as

PG, .,S, ,r
P =410, 2 Pusn)

P(u,=-1[r) B z P(Si.1,8.T) '

U=-1

L(4,) =log (2.3)

where the numerator and denominator are the sum of joint probabilities for all existing
transitions from state sy.; to state sy that corresponding to an information bit ux of +1 and -1

respectively.

S

k+1

------------- > .\ >0 <« --
Forward Direction rd Backward Direction
for computing o \ _ ~ u=tl for computing

Fig. 2.6 Trellis diagram of turbo code in 3GPP2 standard

Assume the encoded data is transmitted through the discrete memoryless channel (DMC), and

then the term P(sk.1,S«F) can be decomposed as three terms:

11



P(Si_1 Sk 1) = P(S¢ 4, rj<k)' P(s, 1 |sk—1)'P(rj>k EW)
%/—/
(2.4)
= %1 (5) | @Zic(Seasa) | pf(s)

Here e“:®<) s the joint probability of state s,.; and received symbols rj from the beginning
of the block up to time index “k-1". Similarly, e s that of state s, and received symbols
rj from the end of block back to time index “k”. By shifting the value “k”, it can be perceived

that « is the forward recursion of the MAP algorithm, and can be formulated as

eak(sk) — Ze}’k(SMvSk) _eak—l(sk—l) . (2 5)

Sk-1
The same as above, the backward recursion £ can be formulated as

eﬂk—l(sk—l) — Ze7k (S¢-1:5¢) .eﬁk(sk) ) (2 6)

Sk
Note that since the trellis of turbo code diverges from state zero and converges to state zero,

the initial condition of the forward recursion‘and backward recursion should be set as

% (So) | —
e 1, fors, .0 2.7)
e®®) = otherwise
and
B (sy) :1 f r —
e , fors, _ 0 2.8)
e/t =0 otherwise

For any existing transitions from sy to s, the branch transition probability e+ can be
further decomposed as
e (Scas) — P(Sk’ r | sk—l)
= P(Sk |Sk—1)' P(rk |Sk—11sk)' (2- 9)
= P(uk)'P(rk |uk)
Here, the term “P(ux)” is well-known as a priori probability. According to the definition of

LLR, which is

P(u, =+1)

L(u,) =log P, = 1)’

(2. 10)

P(uy) can be rewritten as

12



eiL(Uk)
P(u =%l =

1+ et

o Lw)/2

Tlvet®
- Ak .eL(uk)uk/Z.

Lghus2 (2.11)

where the term Ay is equal for all transitions at the same time index, and thus will cancel out
in (2. 3). On the other hand, the value of P(ryuk) is dependent on channel characteristic. For
an additive white Gaussian noise (AWGN) channel, the LLR of ry conditioned on ug can be

expressed as

P(r. |u, =+1
PERESL AT
k1Y% =

n E
H exp(_is(rk’v - Xk,v)z)
V-1 N,

=log ™ = (2.12)

H exp(_is (rk,v - Xk,v)z)

MR-

= z Lc T Xy
v=1
where L;=4E¢/N, and is called the channel reliability- Here, X« is the v-th transmitted symbol

while encoding uk. For systematic codes, X1 s equal to u,. Now we can obtain the value of

P(rx|uk) by using the technique in (2. 11) but substitute L(ux) with L(rg|uy).

1 13
P(r u) =B, 'eXp(E L Fy 1Uy +Ez LehuXin) (2.13)

v=2

For the same reason in (2. 11), B¢ will also cancel out in (2. 3). Combining (2. 11) and (2. 13),

the x in (2. 9) can be reduced to
g/ (%) = A LB, -exp(%((Lcrkyl +L(U)) U+, Lcrkyvxkvvn. (2. 14)
v=2

Substituting (2. 5), (2. 6), (2. 14) into (2. 4), we can derive the a posteriori LLR in the form of

13



eak—l(sk—l) . e?/k(sk—lvsk) . eﬁk(sk)

(S¢1:5)

L(G,) = log ““§

ea’H(SH) . e’k (Sk-1:5¢) ,eﬂk(sk) (2 15)
(Sc1:8)
U=-1
= Lcrk,l + L(uk) + Lex (uk)
where
l n
Py Tk v Xk v
z eak—l(skfl) ,ezél_c kv ,eﬁk(sk)
l(JSkflvik)
=+
L, (u,)=log— - . (2. 16)
iz I-crk,vxk,v
eak—l(sk—l) . ezv=2 . eﬁk (8¢)

(Sk-1+5¢)
Uy =—

The term Le(uk) is called extrinsic information since it’s a function of the redundant
information that comes from the encoder. It removes the information about the systematic
input and a priori information from L(4, ). Therefore, this term is useful to estimate a priori
probability for the next component decoder;-and great performance improvement in iterative

MAP decoding can be achieved.

2.2.2 The Max-Log-MAP algorithm

As we can see, the MAP algorithm involves too many exponentiations and
multiplications. These are quite complex for hardware realization. Thus, an approximation of
MAP algorithm termed Max-Log-MAP algorithm [11] was derived for simple implementation
of MAP decoders. Instead of calculating e’, e*, and e’ directly, all computations are
done in logarithm domain. Here we define x, ok, and f as transition metric, forward path
metric and backward path metric respectively. % can be formulated as

7 (Sc1,S) =109 P(s,,r S, 4) - (2.17)
Similarly, referring to (2. 4), ok and £ can be expressed as

o (s¢) =log P(s,, rj<k) (2.18)

and
14



Bia(s.4)=logP(r.|s,) (2.19)
respectively. After substituting (2. 17), (2. 18), and (2. 19), L(G,) in (2. 15) can be re-written

as

Z exp(ak—l(sk—l)+7k(sk—1’sk)+ﬁk(sk))
(Skj;ik)
L(0,) = log Z o BT A (2. 20)

(Sk1:5)
u =-1

By utilizing the approximation of

log(e® +e% +---+e’) ~ max(d,,5,, -, 6,), (2. 21)

n

L(0,) can be further simplified to

L(G,) = (Enasx) (ak—l(sk—l) + 7, (Se1r8) + B (¢ ))
uk;ﬁlk

(2. 22)
- max) (ak—l(sk—l) + 7, (S0 S) + B (¢ ))

(k5K
Ug==1

This computation consists of forward and backward recursions that repetitively compute the

oy and f, and can be expressed by

o (s,)= Enag((ak—1 (Si_1) + 7 (Sya Sk)) (2. 23)
and
Bia(84) = rsrk‘%i( (,Bk (8) + 7 (S 4 Sk)) . (2. 24)

Both equations are add-compare-select (ACS) operations, which are similar to the path metric

updating of Viterbi algorithm.

2.2.3 The Log-MAP algorithm

It can be figured out easily that Max-Log-MAP algorithm is a sub-optimal solution for
turbo decoding since an approximation of (2. 21) is used to reduce the complexity of MAP
algorithm. This problem can be solved by Log-MAP algorithm [11]. It employs the Jacobian

algorithm
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Iog(ef% + e6z) = max(51, 52) +log(1+ e—\o‘l—(sz\)

(2. 25)
=max(6,,6,) + (|6, - 5,)),

where f.(|o1-0|) is a correction function, and thus the performance can be improved. It has

been proved that (2. 21) can be computed exactly by a recursive operation of (2. 25) [9].
log(e” +e +---+e*) =log(A+e™), A=e’+e* +.+eh =g’
=max(logA,5,) + f,(logA—6,)) (2. 26)

=max(s,8,)+ f, (6 -5,)

Substituting (2. 18) and (2. 19) into (2. 25), the forward and backward recursions can be

represented as

o (s,) = Enaux*(ak—l(sk—l) + 7, (s Sk)) (2. 27)
and
Bia(Sc)= Taui(*(ﬂk (8 + 7 (Ska0 Sk )) ' (2. 28)

where the max*(.) operation is defined as
max* (8,;6;) =max(s,,5,) +log(1+e %/ (2. 29)
Finally, L(G,) can be obtained by

L((jk) = gnasx)*(ak—l(sk—l) + 7 (S0, 8 ) + B (Sk))

k-1:5k
U =+1

(2. 30)
— max *(ak—l(sk—l) + 7, (S a0 Sc) + B (S, ))

(Sk1:5)
u =-1

The performance of Log-MAP algorithm is identical to that of MAP algorithm. However,
the complexity is also increased compared with Max-Log-MAP algorithm since computing
fo(.) still involves complicated exponentiations and multiplications. Thus, the values of f.(.)
are usually stored in a pre-computed table and Log-MAP algorithm can be implemented by
table look-up. It has been found that excellent performance can be obtained with 8 stored

values and |&1-&,| ranging between 0 and 5, and no improvement is achieved with a finer

16



representation [9].

2.2.4 SNR sensitivity of Max-Log-MAP and Log-MAP algorithm

Referring to (2.13) and its followed deductions, it’s evident that both MAP and log-MAP
algorithm requires SNR estimation to obtain the value of channel reliability, i.e. L..
Unfortunately, accurate estimation cannot be achieved easily. Several papers have discussed
the effect of SNR mismatch in turbo decoding. In [12], the simulations show that about -3 to
+6dB SNR estimation offset is tolerable before significant performance degradation. However,
Max-Log-MAP algorithm is able to provide a SNR independent scheme if a priori
information is initialized with a reasonable value, such as all zeros for each state [13]. Due to
the linearity of max(.) operations, the term L. can be canceled out while computing L(4,).
The comparison of Max-Log-MAP and Lieg=MAP algorithm under different SNR estimation

offsets was made in [13].

Although Log-MAP algorithm®‘pravides the performance better than that of
Max-Log-MAP algorithm, it suffers the risk of serious SNR mismatch offset. Thus, channel
characteristics play an important role in practical implementation. It has been concluded in
[13] that if channel characteristics change over time, the Max-Log-MAP decoder is suitable to
be the constituent decoder in turbo decoding. Otherwise, Log-MAP decoder should be

preferable in the aspect of coding gain.

2.3 Sliding Windowed Approach

As what we described in the previous section, the MAP-series algorithm (including MAP
algorithm, Max-Log-MAP algorithm, and Log-MAP algorithm) requires the entire block

message to be received before decoding procedure can be started since backward path metric
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computation needs information at the end of trellis. This restriction enlarges the memory
requirement for hardware implementation of turbo decoder. For example, the maximum block
length of 3GPP2 standard is 20730, which means 20730 metrics should be stored. Besides,
long output latency is also introduced. This is disadvantageous for turbo code in real-time

application.

A simple method to solve these problems is to divide data stream into many sub-blocks.
However, the last bits in these sub-blocks suffer lower error tolerance because of the lack of
initial metrics for backward recursion. Thus, a sliding windowed approach was proposed in
[14] and later on in [15] to overcome this drawback. It utilizes the fact that the backward path
metrics can be highly reliable even without knowing the initial state if the backward recursion
goes long enough. The windowed processing schedule used in our design is illustrated in Fig.

2.7 and the detail operating flow-is described as follows.

sub-block
i i+1 i+2 i+3

a
L R st S U E B
R R e e N N
| | | | | | |
S i et S B
t,- ! ! ! B e i B
v | | | | | | |

Fig. 2.7 The windowed MAP algorithm

Initially, the received data block is divided into many sub-blocks, with a sub-block length
of L. L is called the convergence length. Typically, it’s about five times the constraint length

of the encoder. In 3GPP2 standard, the constraint length is 4. For each sub-block i, the
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forward recursion computes the forward path metrics « and storing these values into memory.
In parallel, an additional backward recursion g is performed in the next sub-block i+1. Once
S operation in sub-block i+1 is finished, the last backward path metric obtained for each state

is regarded as a reliable initial g for sub-block i to start its backward recursion, which is

labeled as £ in Fig. 2.7. Finally, the L(0,) can be computed by «, /%, and y. Fig. 2.8 shows

the influence of different sub-block lengths on the performance of turbo code.

Performance of Turbo Decoder under different sub-block length
(N=20730, 16-QAM, Code Rate=1/5, 6 iterations)

10
—©— sublen=N
[ — sublen=24
3 N ~&— sublen=20
10"k N —4— sublen=16
B sublen=12
107}
10°1
x
W
)
10}
10°F
10°L
10'7 I I I I I I I I I ]
-1 0.5 0 0.5 1 1.5 2 2.5 3 3.5 4

Fig. 2.8: Performance comparison among different sub-block lengths in 3GPP2 standard
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Chapter 3
Principle of Convolutional codec

3.1 Convolutional Code

For the convolutional code, its encoder is constructed with several memory elements and
modulo-2 adders. In general, it is usually expressed as a (n, k, v) convolutional encoder where
n, k, v are the number of output, the number of input and the number of memory elements
respectively. 3GPP2 standard specifies rate 1/2, 1/3, 1/4, and 1/6 convolutional codes. All of
them have a constraint length of 9. An. example of rate 1/2 convolutional encoder with the
generator matrix of [753, 561]octal) IS, illustrated.in Fig. 3.1. For each input information bit, it
generates two code symbols (co-and ¢;) by.-the generator matrix. The generator matrices for
other code rate convolutional codes are listed-in Table 1.2. The convolutional encoder should

be initialized with all-zero state.

9 > Cy
Input ¢
information
=\/=
g
1 > C

Fig. 3.1 Rate 1/2 convolutional encoder with the constraint length of 9
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3.2 Viterbi Decoding

Up to now, Viterbi algorithm [16] is the optimal solution to decode the convolutional
code. It utilizes the maximum likelihood decoding algorithm and searches the shortest path
through a weighted graph. In fact, Viterbi algorithm has become a standard due to its fairly
decoding complexity. Before explaining Viterbi algorithm, a system platform, which is shown

in Fig. 3.2, should be interpreted first.

N
m ; c X r itarhi m
Convolutional »|  Modulator | Viterbi ‘
Encoder Decoder

Fig. 3.2 A system platform of the convolutional codec

Initially, the message sequence m is encoded into the codeword sequence c. After signal
modulation, the modulated sequence x Is transmitted into the channel. In the receiver, the
sequence r is received. The major. concept-of Viterbi algorithm is to find the maximum
likelihood sequence m according to'r. Theoretically, it’s equivalent to maximize the

probability of P(m|r). Using Baye’s rule

P(m)-P(rm)

PmIr) =—=0

3.1)

where P(r) is independent of m. Thus, what the decoder does is to maximize the probability of

P(r | m). Assume the length of the received sequence is t; then P(r | m) can be expressed as
P(r|m)=P(r|x)

=[1P(Ix) 3.2)

_ a7 1 _(rt,i_xt,i)2
_HH — exp( o J

t=1 i=0

Similarly, these works can be transformed to logarithm domain to reduce computing
complexity. The probability P(rjm) in logarithm domain is given by
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log P(r |m) =Y log P(r, | %) 3.3)

t=1

For AWGN channel, (3. 3) can be further rewritten as

. 1 (rti_xti)z
log P(r|m)=ZIogH\/ZUexp S
t=1 i=0

:—n—;log(Zﬂ -nrlog(o an Xt )

t=1 i=0

(3. 4)

In other words, to maximize the probability of P(r | m) is to minimize Euclidean distance.

2

jz (3.5)

t=1 i=0

In order to compute Euclidean distance, Viterbi algorithm defines the branch metric (BM, also

called transition metric, or simply TM) A4(s,;,s;) and the path metric I',; as follows.

A (S, Sp)= i% S4=0,1,...,2" (3.6)
Lo =min(Fy,  +4(50,5)) (3.7)

It is clear that the path metric T7,. isthe-mintimum Euclidean distance for state s;. At each

t5¢

time index, the decoder computes and‘compares the metrics of all branches that entering the
state. The branch with the minimum metric and its corresponding decision bit will be
preserved and others will be eliminated. The history record of the decision bits is called
survivor. According to the minimum path metric at each time index, the maximum likelihood

sequence can be estimated.

Finally, the steps of Viterbi algorithm can be summarized as follows.

1. Initialize all path metric storages and survivor memory.

2. According to the received sequence r, compute the branch metric A(s,,,s,) for each

state transition.

3. Accumulate the path metric with the branch metric that will converge toward the same
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state.

4.  Update the path metric storage for each state according to the following principle.
r,, =min (FH,SH + 2,51, st))

The decision bit of each state is also stored into survivor memory at the same time.
5. Decode the message sequence according to the minimum path metric and the survivor.

6. Repeat this process until all messages are decoded.

3.3 Trace-back Method

The trace-back method is a technique to trace the maximum likelihood sequence in the
survivor memory. Here we’ll use a (2, 1, 2) convolutional code with the generator matrix of
[111, 101]binary as the example. Its_trellis-diagram and the corresponding contents of the
survivor memory are shown in Fig. 3.3. In:this figure; all dotted lines represent the eliminated
paths. Once the upper path entering into.this state is-chosen, the decision bit is set as zero;

otherwise, it’ll be set to one.

r=11
. e r=0
e “ \‘ \ 0
e d \
e e kN A
: / \ -
/ / X AR
N N /." Ay }. 1
4 <N & N\
A }.\ AR U
! 7 . < 2@ r=2
; 7 .
/ AN ~
; / . “ A
/I ., ., . 1
Y \.. r=3
1
1 0 0 0 0 1 1
0 0 0 0 0 1 1
0 0 1 0 0 1 1
0 1 0 0 1 1 1

Fig. 3.3 Trellis diagram of the (2, 1, 2) convolutional code and its survivor memory
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After all symbols are received, the maximum likelihood sequence can be decided by
trace-back method. This procedure starts from the state with minimum path metric happened
in Sgo. By recursively shifting the state number left and inserting the decision bit stored in the
survivor memory back to the right hand side, decoding procedure can be completed. The

overall trace-back operation of the example in Fig. 3.3 is illustrated with Fig. 3.4.

1 0 0 0 0 1 1
0 0 0 0 0 1 1
0 0 0 0 1 1
0 1 0 0 1 1 1

Fig. 3.4 Trace-back procedure of the convolutional code

In fact, the length of received symbols may be quite long. If we don’t start the trace-back
operation until all symbols are received, an extremely large survivor memory is required. This
is impossible for chip realization. Thus, a suitable trace-back length should be defined without
serious performance degradation. Similar to what we introduced in section 2.3, it’s about five
times the constraint length of the encoder. A simulation result under different trace-back

lengths is shown in Fig. 3.5.
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Performance of Viterbi Decoder under different trace-back length
(16-level soft-input, QPSK, Code Rate=1/2)

10° -

—— tbhlen=32
tblen=64
—7 tblen=96

10
o
L
m
10"
10°
10°
10'7 | I | | I
0 0.5 1 1.5 2 2.5
SNR

Fig. 3.5 The simulation result of Viterbi decoder-under different trace-back lengths

3.4 Summary

In this chapter, we have made some brief descriptions about convolutional code. Viterbi
algorithm, which is widely applied in convolutional decoding, is also presented here. Due to
power-saving issue, instead of using register-exchange method, we use trace-back method to
manage the storage of the survivor sequences. A suitable track-back length is chosen
according to the simulation result shown in Fig. 3.5. This will help us reduce the memory

requirement with little performance degradation.
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Chapter 4
Fixed Point Analysis of Dual Mode
Turbo/Viterbi Decoder

Turbo decoding uses SISO decoders to achieve a fairly good coding performance. In
previous chapter, we analyze several factors that affect the characterization of turbo code by
importing floating point information as the required soft-input. However, all soft-inputs
should be bounded since infinite precision is_impossible to be achieved for the practical
implementation. In general, coding perfoermance may suffer quantization loss due to internal
bit-width limitation. A trade-off between ‘hardware cost and the performance must be
concerned before the chip implementation.-For-turbo decoder, the Max-Log-MAP decoder is
adopted as our SISO decoder because of'‘the lack of the channel characteristics in our 3GPP2
simulation platform. Thus, the following fixed point analysis will base on the Max-Log-MAP
algorithm. For Viterbi decoder, a sixteen level soft-input precision is proposed. The relative
bit-width for path metric computation is also discussed here. In this chapter, we’ll show an
optimal solution that the hardware cost can be minimized without critical performance

degradation for turbo/Viterbi decoder in 3GPP2 standard.

4.1 Fixed Point Analysis for Turbo Decoder

4.1.1 Input LLR Representation

Quantization of input LLR will directly influence not only the performance of Turbo

decoding but also the memory requirement of the design. The reason is obvious that since the
26



received systematic symbols should be interleaved for the second SISO decoder, the memory
size will be directly proportional to the bit-width of systematic symbol. To determine the
acceptable finite precision of the input LLR, several simulations under AWGN channel with
BPSK and 16-QAM have been performed using a floating point turbo decoder with quantized
input LLRs. Note that the value of channel reliability “L.” can be assumed as 1 for the
practical implementation without performance degradation. Hence, the received symbol
vector introduced in section 2.2 can be regarded as input LLR directly. Fig. 4.1 plots the
quantization loss of the bounded input symbols with BPSK modulation and rate 1/2 turbo
decoding. Fig. 4.2 shows the same simulation but with 16-QAM modulation and rate 1/5
turbo decoding. The former case is used while data and signaling are transmitted from a
mobile station to a base station; and the later case is used while data are sent in the opposite
direction. The dotted line is a rough threshold corresponding to 5% frame error rate (FER),
which is the target FER specified in 3GPP2 standard. Note that a.b shown in these figures
denotes the quantization scheme'where.a.is the_.number of bits used for the integer part, and b
is the number of bits used for the fractional part: Simulation result shows that the performance
of 3.3 scheme is slightly worse than that of 4.2 scheme in Fig. 4.2. Nevertheless, the
performance is going to be better than others in Fig. 4.1, and thus is recommended for the

Max-Log-MAP decoder.
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Performance of turbo Decoder under different fixed point input format
(N=20730, BPSK, Code Rate=1/2, 6 iterations)

—©— floating point
—A— 3.3 format
10'1%'* 4.2 format
—&— 3.2 format

10°%}

10

BER

1071

107k

10%)

-2.25 -2 -1.5 -1
SNR

Fig. 4.1 Fixed point simulation_result of the input symbols with BPSK modulation

and rate 1/2-turbo decoding

Performance of Turbo Decoder under different fixed point input format
(N=20739, 16-QAM, Code Rate=1/5, 6 iterations)

10°
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Fig. 4.2 Fixed point simulation result of the input symbols with 16-QAM modulation

and rate 1/5 turbo decoding
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4.1.2 Extrinsic Data Representation

Extrinsic data provides important information for turbo codes to perform the iterative
decoding. Quantization of extrinsic information should be done carefully or the effect of
iterative decoding will be lessened. Strictly to say, 8-bit integer is necessary for our proposed
design to avoid overflow, which will be explained later in section 4.1.3. However, this is a
heavy burden in hardware implementation since it should be interleaved or de-interleaved to
be a priori information of the other SISO decoder for turbo decoding, and thus large memory
is required. Thus, a fixed point simulation of the extrinsic data for cost consideration is
performed, as shown in Fig. 4.3. Note that any extrinsic information exceeding the range that
can be expressed is pulled back the nearest value instead of truncating it directly. This will
ensure that no meaningless performance, degradation occurs. The idea comes from the fact
that the extrinsic data is averagely smallwhile ‘channel noise is averagely high. On the
contrary, it will be large if channel provides good transmission quality. In the former case, the
data value is small so that bit-width requirement can be surely truncated. In the later case,
since the transmission quality is good, ‘the extrinsic information just needs to be large enough
with little influence on the error correction ability of iterative decoding. Therefore, the
bit-width can be reduced for both cases. We can see that with four or more extrinsic data
integer bits, the performance is close to that of floating point simulation result. So, the 4.2

scheme should be the best choice.
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Performance of Turbo Decoder under different extrinsic data bounds
(N=20730, 16-QAM, Code Rate=1/5, 6 iterations)

10° -
—©— floating point
B —A— 5.2 format
4.2 format
10tL \@ —¢— 3.2 format
1071
10°1
x
w
)
10°F
10°F
10°F
107 \ \ \ \ \ \ \ \ \ |
-1 -0.5 0 0.5 1 1.5 2 2.5 3 3.5 4

SNR

Fig. 4.3 Fixed point simulation result of the extrinsic information

4.1.3 Bit width of Internal Variables

In previous sections, we had determined the range of all input information, including
input LLRs and a priori data that comes from the extrinsic data of the other SISO decoder.

According to the bounded inputs, the bit width of internal variables, x, o, and f, for

Max-Log-MAP decoding can be derived. Firstly, the bound of », can be decided by (2.14)

and (2.17). Given integer range of Bj, for input LLRs and that of B« for a priori data, the
maximum difference of y, isdenotedas Ay, and derived by

Ay, <nxB_+B 4.1)

Lex
In 3GPP2 standard, the code rate of component encoder is 1/3 and thus the value “n” in (2.14)
should be 3. For Bij,=8 (3-bit integer) and B_=16 (4-bit integer), the maximum difference of

7, inour design should be 40, and thus 6-bit integer are required.
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In spite of the recursion of ¢ and S computation, the range of the differences between

path metrics is still bounded and provided with the following theorem by [17] and [18].

Theorem: For an RSC encoder with m shift-registers and a maximum Hamming distance of
dn between any two paths across m trellis sections, the difference of path metrics is bounded

by

Ao, <mxB +d_ xB, 4.2)

Lex

and

AB, <mxB +d xB, (4.3)

Lex
The theorem utilizes the fact.that the probabilities of any two states at time index k
originate from the same set of states at time index k-m. Thus, the difference of any two path
metrics at time index k is dependent only-on-the branch metrics from time index k-m to k. Fig.
4.4 illustrates the paths of metrics passing with-m=3. Let Sy« be the state with maximum path
metric at time index k, and Sy, be that with minimum path metric at time index k. Then, the

bound can be expressed as
a(S

)_a(s )=Mmax_Mmin (44)

where Mmax and Mpin are the accumulated branch metrics from time index k-m to k for Spmax
and Spin respectively. The result tells us clearly that the bound is determined by the maximum
difference of branch metrics within m trellis sections. For 3GPP2 standard, these two paths
are labeled in Fig. 4.4. For Bi;=8 and B =16, the corresponding bound is 96 and its relative

bit-width for integer part is 7.
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Fig. 4.4 An eight-state trellis diagram illustrating message passing within 3 trellis sections.

After evaluating the bounds of y,, «,, and g, , the bound on the magnitude of the

output LLR, L(4,), can be derived with the following theorem by [17] and [18].

Theorem: Given Ag, as the bound of the difference of the forward path metric, and Ay,

as the bound of the difference of the branch metric, the magnitude of the output LLR is

bounded by

IL(G,)| < Ay + Ay, (4.5)
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The theorem is simply derived from the definition of L(G,) listed in (2.15). Replace
-1(Sk-1) and #(Sk-1,S«) in the numerator of (2.15) by max(ak.1) and max(s), respectively. Also
replace ox-1(Sk-1) and n(Sk-1,S¢) In the denominator of (2.15) by min(a1) and min(),

respectively. Then (2.15) can be extended to

max &, (S,_;) - max 7, (S, Sy) - z B (S)

) ) Mg G s Y, A G Y

S U =-1

Since each state at time index k originates from two branches, exactly one of which is
corresponding to an information bit of 0 and the other one must be corresponding to an

information bit of 1, we can obtain

Z ﬂk(sk): Z IBk(Sk) (4.7)

S e+ S -1
and (4. 6) can be further simplified as

L(0) < Aay, +Ay, (4.8)
Similarly, by replacing o-1(Sk-1)-and su(Sk-1,Sk)-in the numerator of (2.15) by min(e.1) and
min(), respectively, and those in'-the denominator of (2.15) by max(a1) and max(x),
respectively, the lower bound of L(0,) can be obtained by

L(G,)=-Aq,_,—Ay, 4.9)

Theoretically, the range of L(0,) in our proposed design should be between -136 and +136.
However, the probability of |L(0k)| >128 is extremely small. For cost consideration, we can

use only 8 bits to represent the integer part of L(0,) with little performance degradation.

Finally, the bound on the magnitude of the extrinsic information L, (u,) can be derived

base on (2. 15) and formulated as follows.

|Lex (Uk)| < ‘L((jk) —L.h,— L(Uk)‘ (4. 10)

In our case, the corresponding bound should be |Lex (uk)| <124 . Hence, the suitable bit-width
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for L, (u,) isthe same asthatof L(U,)

4.1.4 Performance under Fixed Point Simulation

After confirming the bound of each internal variable, a simulation for cost-down of path
metric storage is performed in Fig. 4.5. For the 6.2 scheme, the performance is matched to
that of 7.2 scheme, which is the upper bound of the path metric. This result is not strange. The
drastic condition discussed in section 4.1.3 will occur unless all received input symbols,
including a priori probability, simultaneously reach the relative large values cross three time
sections in trellis successively. Such event is seldom observed. Consequently, the 6.2 scheme
is chosen in our design. Finally, we simulate the performance of whole turbo decoder under
complete fixed point condition. In Fig:4.6, it'shows that there is only about 0.25 dB design
loss compared with the floating peint simulation result in AWGN channel.

Performance of Turbo Decoder under different PM bit-width
o (N=20730, 16-QAM, Code Rate=1/5, 6 iterations)
10

10"

—&— 7.2 fomat
—f— 6.2 fomat
—= 5.2 fomat

10°F

1071

BER

10°L

10°L

107 ! ! ! ! ! ! ! ! ! |

Fig. 4.5 Fixed point analysis with different bit-width of path metrics in turbo decoding
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BER

4.2

Soft decision Viterbi decoder provides a better error correction capability. With
increasing quantization level, the error probability can be further reduced with a penalty of
linearly increased complexity. However, the degree of improvement will saturate as the
guantization level reaches a threshold. A simulation to evaluate the performance improvement
with different quantization level is done and shown in Fig. 4.7. All schemes are set to be
uniform quantization and optimal step size. The BER curve with 128-level soft-input is
assumed to be the performance limitation of code rate 1/2 256-state Viterbi decoding. As we
can see, the improvement from the scheme with 8-level soft-input to that with 16-level is up

to 0.4dB. Nevertheless, the 32-level scheme gains about only 0.2dB from 16-level scheme.

Performance comparison between floating point and fixed point scheme
(N=20730, 16-QAM, Code Rate=1/5, 6 iterations)

—o— floating point scheme
® — fixed point scheme

107 ! ! ! ! ! ! ! ! !

Fig. 4.6 Design loss of fixed point turbo decoder

Fixed Point Analysis of Viterbi Decoder
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Hence we can conclude that the 16-level soft decision yields a good trade-off between

performance and complexity and thus is chosen for the proposed design.

Performance of Viterbi Decoder under different soft-input level
(QPSK, Code Rate=1/2, thlen=64)

0
10 T T T T
—<— 8lewel
16 level
10" — - 32 lewl
4 —— 128 level [3
1071
10°1
T
)
10°L
10°L
107
108 \ \ \ \ \ \ \ \ \
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

SNR

Fig. 4.7 The performance of Viterbi decoder with different quantization levels

To restrict the difference of any two states at any time is also a critical issue for Viterbi
decoding. According to Viterbi algorithm, it supposes that all survivor paths will converge to
the same node among the truncation length L. This assumption can be expressed by Fig. 4.8.
A principle of choosing the truncation length is introduced in section 3.3. Computing all path
metrics from t=0, we can get

r(s)=r,+r,, 4. 11)
r(s,)=r,+I, 4. 12)
Then, the difference of any two path metrics can be written as
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0 (S,)—T, (S,)| =|I,—T,|<BL (4. 13)

where B denotes the maximum value of the branch metric.

ISy

L)

Fig. 4.8 The convergence of any two survivor paths in Viterbi algorithm

In 3GPP2 standard, the minimum code rate is 1/6. Combining with 16-level soft input,
the value of B is 90. Therefore, the upper bound-of path metric in our proposed design should
be 5760, which means 13 bits at most.are required theoretically. However, this case rarely
happens. In fact, the bit-width of path metric will directly influence the size of its storage. A
simulation for the cost consideration of path metric storage was done and the result is shown
in Fig. 4.9. It indicates that obvious performance degradation occurs while 9-bit scheme is
adopted. Therefore, we’ll use 10 bits for path metric representation in Viterbi decoder, and
corresponding storage requirement should be at least 2560 bits. Finally, a performance

analysis on system performance for each supported code rate is concluded in Fig. 4.10.
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Performance of Viterbi Decoder under different PM bit-width
(16-level soft-input, QPSK, Code Rate=1/6, tblen=64)

107
—— PM bit-width=9
PM bit-width=10
—&- PM bit-width=11
2 5+ PM bit-width=13
107}
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Fig. 4.9 The performance of Viterbi decoder. under different bit-widths of path metric

Ovwerall performance of Viterbi Decoder under different code rate (QPSK)

10 ¢
O — & —&— Code Rate 1/2
To— Code Rate 1/3
‘9\\ —&- Code Rate 1/4

—+— Code Rate 1/6

BER

10°® | | |

Fig. 4.10 The performance analysis on system performance for each kind of code rate
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4.3 Summary

In this chapter, some fixed point performance analysis for internal variables is done for
both operating modes. Summaries of bit-width decision for turbo mode and Viterbi mode are
made in Table 4.1 and Table 4.2 respectively. It is verified that the design loss is only about

0.25dB for both turbo mode and Viterbi mode. A comparison with other similar work [19] for

turbo mode is also made in Table 4.3. It shows that the results are nearly the same.

Table 4.1 Summary of bit-width decision for turbo mode

Variables |  Lefcy L(uy) Ay Aa AS L(G,) Lex(us)
Bounds | —o©~+w | -8 ~+8 40 96 96 -136 ~ 136 -124 ~ 124
Bit-width | 6(3.3) | 6(4.2) | 8(6.2:1:862) | 862 | 9(7.2) 9(7.2)

Table 4.2 Summary of bit-width decision for Viterbi mode

Variables soft input ABM APM
Bounds 0~15 0~90 0~5760
Bit-width 4 10

Table 4.3 A comparison of bit-width decision with [19] for turbo mode

Variables Leriy L(uy) Ay Aa AB L(U) | Leduy)
ourwork | 6(33) | 6(42) | 8(62) | 8(62) | 8(6.2) | 9(7.2) | 9(7.2)
[19] 5(32) | 6(42) | 5* 6* 6* g* g*

* required bits for integer part only.
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Chapter 5
Architecture of Proposed Dual Mode
Turbo/Viterbi Decoder

5.1 Architecture of Integrated Turbo/Viterbi Decoder

Because of the trellis decoding structure of both decoders, the combination takes the
advantage of resource sharing in the ACS and memory unit, leading to a much compact
architecture for 3GPP2 system. The proposed architecture of integrated turbo/Viterbi decoder
is shown in Fig. 5.1. The shared components.are represented with gray blocks. A specified
input is used to switch the operating mode of the proposed design. While the turbo mode is
activated, the components for Viterbi mode are all’ disabled by gated clock and vice versa.
This will guarantee that redundant power consumption can be avoided in both operating
modes.

According to the operating mode, the input data goes through the input cache or
transition metric unit (TMU, also called branch metric unit or simply BMU) of Viterbi
decoder (VD) for turbo mode and Viterbi mode, respectively. In turbo mode, the sliding
windowed approach introduced in section 2.3 is adopted with a sub-block length of 20. The
data output of the input cache will later go through three additional TMU for data preparation.
The overall architecture consists of 24 ACS units, which are separated into 3 blocks to
complete «, £, and £ recursions in parallel in Turbo mode. In Viterbi mode, only 16 of 24
ACS units are used for trellis decoding. The path metrics in both algorithms are obtained by

accumulating branch metrics. Finally, the data output of ACS units may be imported into LLR
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computation unit to do iterative decoding for turbo mode or into path metric unit (PMU) of
VD so that trace back can be done periodically in Viterbi mode.

In Fig. 5.1, the memory occupies a significant area of our design. It includes input cache,
forward path metric storage of turbo decoder, and interleaver/de-interleaver memory shared
with survivor memory in Viterbi mode. To save chip area, time-multiplexing method is
utilized to provide double memory access frequency so that all memory blocks but input

cache are implemented with single-port SRAM.

Input SRAM
P TD: systematic symbols |«

cache ) .

VD: survivor memory | —

'S
l I A 4
. VD
TMU(S2) [{ TMU(B 1) || TMU(a) TMU

T
A A v ;
J N =

Ll
bl

.
vy h 4 li h 4 Interleaver
ACS ACS ACS address
(B2 (B9 (a) generator

.
‘%,, -
VD
PMU | SRAM( )
vvy
LLR
unit
SRAM P
v TD: extrinsic symbols |
TD VD: survivor memory VD
LIFO | LIFO
[ r'Y ]

Fig. 5.1 The proposed architecture of integrated turbo/Viterbi decoder
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5.2 Architecture of Turbo Decoder

The architecture of integrated turbo/Viterbi decoder operated in turbo mode is shown in
Fig. 5.1, in which all disabled blocks and unconnected lines are represented by dotted lines.
Although iterative decoding with ten iterations provides 0.2dB coding gain compared with
that with six iterations, the former scheme is not adopted in our design due to its longer output

latency and higher power dissipation. Detail operating flow is described as follows.

SRAM
TD: systematic symbols [«
VD:survivor memory | gee-

'S

I 1 Y
VD
TMU(B 1) || TMU(@) T™MU
A 4 % h 4 Interleaver
ACS ACS ACS address
(82 (B (a) generator
® r t
\ 4 Y...Y
VD
PMU SRAM(a)
vvy :
LLR % R—
unit $ 2
SRAM . -:.'.,'!'
TD: extrinsic symbols |~ Y
TD VD: survivor memory VD
LIFO LIFO
| r'Y H

Fig. 5.2 The architecture of integrated turbo/Viterbi decoder in turbo mode
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5.2.1 Single MAP Decoder design

In general, the block diagram of turbo decoder can be expressed as Fig. 2.4, which
consists of two MAP decoders, two interleavers, and one de-interleaver. To implement the
turbo decoder according to this diagram directly is too complicated and not efficient. Since
two constituent decoders are identical, a single MAP decoder is proposed to not only reduce

design cost but also simplify the control logic for two SISO decoders.

To achieve a single MAP decoder architecture, a full decoding iteration is split into two
phases. In the first phase for the SISO decoderl, the MAP decoder reads systematic data,
parity data and extrinsic values which come from the other decoder after de-interleaving. The
output extrinsic data are stored in memory, As in the second phase for the SISO decoder2, the
MAP decoder copes with permuted systematic-data, parity data from the second encoder, and
a priori values which are the interleaved extrinsic output from SISO decoderl. A simplified
architecture of Fig. 2.4 is illustrated in Fig.-5.3. Note that there is an additional input cache
and only one memory block for extrinsic data storage here. These will be introduced later in

sub-sections 5.2.2 and 5.2.6 respectively.

Lo (W)
I—»
[ —e > Juuue
0 Input L (u)
cache ™ MAP |0 3| SRAM
fy —p] Decoder 20730x6
I’2 60x24 1
SRAM ||
—> 20730x6 L((J\)

T ~~ Interleaver
\_address generator

Fig. 5.3 Assingle MAP decoder architecture for turbo decoding
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5.2.2 Cache design

As what we mentioned in the previous section, a sliding windowed approach is adopted
in our design. Referring to Fig. 2.7, the data of each sub-block needs to be read three times by
ACS- £, ACS-«, and ACS-£, units separately. Thus, an input cache is implemented to reduce
repeated accesses of external memory, and power-down can also be achieved. The cache
keeps three consecutive sub-blocks, and is equipped with one writing port for data updating
and three reading ports for ACS units. As shown in Fig. 5.4, the cache is implemented by a
dual-port SRAM with the size of 60x24 bits, and uses time multiplexed approach to provide
four data ports. A set of additional registers is employed at output port-2 to guarantee that all
outputs of the cache will be synchronized at the same clock rising edge. Detail timing chart is

shown in Fig. 5.5.

JL_TL TR U T
Address-0 || Input port-0
Address-1 j l: dual-port Output port-1
60x24
memory
Address-2 Output port-2
Address-3 }D+ Output port-3

Fig. 5.4 The input cache architecture
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------------ < data for computing /51 >

------------ < data for computing /32 >

Fig. 5.5 The detail timing chart of the proposed input cache

5.2.3 Transition Metric Unit (TMU)

In 3GPP2 standard, eight branch metries-are required for LLR computation. According to
the formula listed in (2. 14), each branch metric is obtained by adding or subtracting received
symbols and a priori data together depending on' the branch codewords. Implementing it
directly will consume lots of adders“and subtractors. A simple method to overcome this

problem is to use an equivalent formula listed in (5. 1)

71 (81 k) =(Lcrk,l + L(Uk))'uk + Z Ly - X (5.1)
v=2

where u, = {0,1}. By multiplying with u=0, some terms can be removed without changing

the difference of branch metrics. The modified architecture of TMU is shown in Fig. 5.6.
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Fig. 5.6 The TMU architecture for turbo decoder

5.24 ACS Unit

The trellis diagram of both-turbo code and convolutional code can be decomposed into
many basic butterfly units. Each one”can_be implemented by the ACS units. Due to
accumulating the branch metrics, the-normalization is necessary to prevent error due to
overflow. Several methods of the normalization had been developed [20]. These include reset,
variable shift, fixed shift, and modulo normalization [21]. In our proposed design, the last one
scheme is adopted. The key idea of the modulo normalization is not to avoid the overflow, but
to accommodate the overflow. Therefore, it can rescale the path metrics locally, and can be
implemented by the 2’s complement adders. The penalty of the modulo normalization is that
the extra one bit is required for all components in each ACS unit. Compared with other

normalization schemes, its overhead is quite small.

The design of ACS unit should be compatible for both Max-Log-MAP algorithm and
Viterbi algorithm. Referring to (2. 23) and (2. 24), we can easily find that both « and f

recursions perform the same add-compare-select operations as that in Viterbi decoder. The
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ACS architecture for dual mode turbo/Viterbi decoder is shown in Fig. 5.7. The detail

bit-width information is also shown here.
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Fig. 5.7 The ACS architecture for dual mode turbo/Viterbi decoder
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525 LLRunit

LLR unit is a function-block that responses to compute a posteriori LLR and extrinsic
information according to the path metrics and branch metrics. The proposed architecture is
shown in Fig. 5.8. By gathering the forward path metrics from SRAM storing «, the backward
path metrics from ACS-£ units and branch metrics from TMU-/,, the LLR for each branch
can be figured out in 16 LLR-unit cells. After taking the maximum LLRs for both u,=+1 and
-1, the a posteriori LLR can be obtained according to (2. 22). The extrinsic information is also
acquired base on (2. 15). Responding to section 4.1.2, the extrinsic data should be bounded
with 4.2 format for cost consideration. Any values exceeding the range will be pull back to
+7.75 or -8.00 according to their sign bits. Finally, an additional Last-in-first-out (LIFO) is

used for symbol re-ordering due to backward LLR computations.
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Fig. 5.8 The LLR unit architecture for turbo decoder

5.2.6 Interleaver design

The embedded interleaver/de-interleaver. that' supports a maximum block length of
20,730 is designed to reduce the amount of time required to permute symbols. Although
interleaver and de-interleaver must co=exist in-turbo decoder, memory sharing between them
can be realized because of the single MAP decoder design. As what we mentioned in section
5.2.1, in the first phase for the SISO decoderl, the single MAP decoder reads a priori
information from the memory in sequence. Once the extrinsic data is generated from the MAP
decoder, it can be written into the memory in sequence, too. By the similar way, in the second
phase for the SISO decoder2, the MAP decoder reads a priori information from the memory
in permuted order. Once the extrinsic data is generated from the MAP decoder, it can be
written into the memory in permuted order, too. The key point is that since the data is read
first, there is no conflict while updating data. This idea can be illustrated with Fig. 5.9. In
order to write and read data from memory at the same time, two memory blocks are required
for the block interleaver in traditional architecture. However, this is a heavy burden for the

chip implementation because of the large block length. To write and read data at the same
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time without increasing memory size, the time multiplexed approach is utilized to provide two
data ports. Therefore, the clock rate for SRAM storing extrinsic symbols should be twice of

that in the MAP decoder.
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Fig. 5.9 The architecture of shared memory design in turbo decoder

The permutation realized by address ' management operates on the fly with the MAP
decoder, which results in no additional _delay_within each iteration. Fig. 5.10 shows the
address generator for interleaving operation. A-darge memory of address table with a size of
310.95kb can be eliminated by the on the fly address calculator. However, in 3GPP2 standard,
the generator may produce invalid addresses and stall the MAP decoder, which will introduce
redundant latency and thus decrease the throughput rate. This problem can be solved by a
duplicated address generator since it is guaranteed that there must be at least one valid address
among any two successive permuted addresses. While an invalid address is observed, the
address from the other generator is adopted. Two SRAMs of 20,730 words are included in the
proposed decoder to store systematic and extrinsic symbols respectively. And both of them are

single-port structures to avoid the area overhead of multi-port memory.
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Fig. 5.10 The address generator for the interleaver of 3GPP2 turbo decoder

5.3 Architecture of Viterbi'Decoder

In Viterbi mode, 256 states trellis decoding is implemented with 1/2, 1/3, 1/4, and 1/6
code rate. The architecture of the.Viterbi decoder-is based on the accomplished hardware
components in the turbo decoder. Since the maximum throughput rate specified in 3GPP2
standard is not so critical, the fully parallel architecture is not necessary here. Fig. 5.11 shows
the architecture of integrated turbo/Viterbi decoder operated in Viterbi mode. 16 of 24 ACS
units included in ACS-a and ACS-; are employed to finish 256 ACS operations within 16
cycles. The memory for interleaver in turbo decoder is treated as the survivor memory.

Detailed operating flow is described as follows.
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Fig. 5.11 The architecture of integrated turbo/Viterbi decoder in Viterbi mode

5.3.1 Transition Metric Unit (TMU)

Due to limited number of ACS units, the ACS operations for each time index in the
trellis have to be separated into 16 cycles. Thus, different branch codewords may occur in
every ACS unit according to the different cycle count. A TMU cell is designed for Viterbi

decoding to deal with this problem. The architecture of TMU cell is shown in Fig. 5.12. The
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TMU controller exports miscellaneous codewords base on current operating code rate and
cycle count. After that, the transition metrics are obtained by accumulating the difference of
soft-input symbols and codewords. In the TMU, there are 32 TMU cells assigned for 16 ACS

units to complete all branch metric computations.

code rate TMU controller cycle count
AT 4 4 4 4
c2 i/ L}/ c5
cl 4 4 c4
cO 7 7 c3
CcSa Csa
v v v
CSa
v v
CSa
v v
Adder
™ (1)

Fig. 5.12 The architecture of TMU cell

5.3.2 Survivor Memory Management

Several survivor memory management methods had been introduced in [22]. Among
them, a modified 3-pointer even algorithm is employed to achieve high-speed trace-back
operation. By this method, the amount of the survivor memory required must be triple of that
of traditional scheme. These memory blocks are distinguished into six banks; each one has a
length of L/2 where L is the truncation length. The basic idea is illustrated in Fig. 5.13. In this

graph, one WRITE (WR), two TRACE-BACK (TB) and one DECODE (DC) operations are
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preceded in parallel. The detail descriptions are listed as follows.

® WRITE (WR)
The 16 decision bits made by ACS units are written into survivor memory. For each
cycle, the WRITE pointer is moved forwardly to avoid data conflicting. To complete
256-state decision bit selections, the WRITE operation is also divided into 16 cycles.

® TRACE-BACK (TB1and TB2)
The TRACK-BACK operation starts from the time index t=3L/2. Since each memory
bank has a length of L/2, two TRACE-BACK operations must be performed in two
memory banks to achieve trace-back method before decoding. In this step, the pointer is
moved backwardly. The decision bit, Dy, is chosen from 256 survivor paths according to
the method introduced in section 3.3. A track-backed state S;.; is obtained by Si.; = (St
<<1) | Dy, where << denotes-the left shift operation and | denotes the OR operations.

® DECODE (DC)
An additional DECODE operation is.-used to finish Viterbi decoding after the
completeness of TRACK-BACK in the previous bank. The action of DECODE operation
is exactly the same as that of TRACK-BACK operation. Because of backwardly
decoding, the decoding sequence is in reverse order and thus an additional LIFO buffer

of length L/2 is required to perform bit re-ordering.

Based on the 3-pointer even algorithm, the modified architecture takes 16 cycles to WRITE, 2
cycles to TRACE-BACK, 1 cycle to DECODE, and thus totally 19 cycles to realize Viterbi
decoding for each time section in trellis diagram. For clearness, the architecture of Survivor

memory management is shown in Fig. 5.14.
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5.4 Summary

In this chapter, we have presented the architecture of our proposed design and introduced
all components for each mode separately. In turbo mode, the kernel of MAP decoder,
including ACS units, can be operated at a lower clock rate due to two-phase clock design. A
dual-port input cache is embedded to reduce times of external memory access. Both features
make power consumption be even lowered down while operating in turbo mode. Moreover,
the efficient interleaver design removes the redundant memory block employed in
interleaver/de-interleaver. In Viterbi mode, a modified 3-pointer even algorithm is used to
increase the throughput rate. Based on 16 shared ACS units, each decoded bit can be obtained

every 19 cycles.
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Chapter 6
Chip Implementation

6.1 Chip specification

The decoder is implemented by the cell-based design flow, and fabricated in a 0.18 um
1P6M standard CMOS process. In turbo decoding mode, two clock domains are used in
memory and datapath respectively. The lower clock rate is achieved by clock gated from the
input clock. The double clock rate provides the memory with higher bandwidth, and the
single-port memory is sufficient in the proposed design except the cache memory. The chip
size is 11.56mm? with the core size|of 7.29mm?. The total gate count is about 115k gates
including the path metric memary for| Viterbi decoder. Three single-port and one dual-port
SRAM are embedded in the chipwith a total size*of 251.6kb. The maximum IR drop that
occurs in MAP decoder is about 5.7mV while the supply voltage is 1.8V. This will assure the
stable and correct operation. The detail chip specification is summarized in Table 6.1. The

microphoto of the chip is shown in Fig. 6.1.

The chip has been tested and can work at 100MHz (50MHz in datapath) under 1.60 ~
1.98V supply voltage, which can provide 4.52Mb/s for turbo decoding in six iterations and
5.26Mb/s for Viterbi decoding. Table 6.2 shows the power measurement result while decoding
turbo codes and convolutional codes. Note that 1Mb/s is the average throughput rate in

3GPP2 standard.
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Table 6.1 Summary of the decoder chip

Technology 0.18 um CMOS
Package 84 CLCC
Supply voltage 1.8V core/ 3.3V 10
Chip size 11.56 mm?
Embedded SRAM 251.64kb
1/5 for turbo code
Supported code rate

1/2, 1/3, 1/4, 1/6 for Viterbi mode

Maximum data rate

4 .52Mb/s for turbo mode

5.26Mb/s for Viterbi mode

TD: systematic symbols || TD: extrinsic symbols

VD: survivor memory

VD: survivor memory

Decoder'

Fig. 6.1 The microphoto of the decoder chip
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Table 6.2 Power measurement result of the decoder chip

Mode Data rate Clock rate Block length Power
4.52Mb/s 100MHz 20,730 121 mwW
66MHz 20,730 83 mW
3.1Mb/s
Turbo mode 100MHz 378 81 mW
25MHz 20,730 29.5 mW
1Mb/s
33MHz 378 28.8 mW
5.26Mb/s 100MHz Code Rate = 1/2 116.46 mW
Viterbi mode
1Mb/s 20MHz Code Rate =1/2 25.1 mwW

6.2 Comparison with other'similar work

Up to now, there is no issue in IEEE publication about dual mode channel decoder
implementation for 3GPP2 standard. Thus, we make-a comparison with the unified channel
decoder for 3GPP standard in [23] shown in Table'6.3. Due to lower code rate specified in
both turbo mode and Viterbi mode, the gate count is larger than that of [23]. However, the

proposed design is more economic in power dissipation as a whole.
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Table 6.3 Comparison with other similar work

The proposed design [26] [23]
Technology 0.18 CMOS 0.18 CMOS
Compatible Standard 3GPP2 3GPP
Gate Count 115,000 85,000
Core Size 7.29 mm? 9 mm?
Supply Voltage 1.8V 1.8V
Maximum Clock Rate 100MHz 110.8MHz

Maximum Throughput Rate

(Turbo Mode)

4.52 Mb/s with 6 iterations

2.5 Mb/s with 10 iterations

4.1 Mb/s with 6 iterations

Power (Turbo Mode)

83 MW@66MHz

292 mMW@88MHz

(3:1-Mb/s) (2.048 Mb/s)
25.1 mW 116.8 mW
Power (Viterbi Mode)
(L. Mbrs) (1 Mb/s)
Embedded Memory Size 251.64 Kb 239 Kb

6.3 Summary

In this chapter, a chip implementation result is presented. The turbo decoding is able to
achieve a maximum data rate of 4.52Mb/s with relative lower power consumption. The
Viterbi decoding consists of 256 states and uses the same datapaths as those of the turbo
decoder. Various coding rates, including 1/2, 1/3, 1/4, and 1/6, are supported. As compared to

the unified channel decoder in where 292mW is required to decode a 2Mb/s data stream with

ten iterations, the proposed design is more efficient in power dissipation.
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Chapter 7
Conclusion and Future Work

7.1 Conclusion

In this thesis, we talked about an implementation method for a dual mode Turbo/Viterbi
decoder compatible for 3GPP2 standard. The chip is completed by verilog-HDL and UMC
0.18um standard cell library. The chip die size is 3.40 x 3.40 mm? with the core size of 2.70 x
2.70 mm?. It contains 115k gate counts of logic cell. The maximum iteration number for turbo
decoding is fixed to six. With supply.voltage of 1.8V, the power consumption in Turbo mode
is about 83mW while working at 66MHz |to achieve 3.1 Mb/s throughput rate; and that in

Viterbi mode is about 25.1mW while working at 20MHz to achieve 1Mb/s throughput rate.

7.2 Future Work

Up to now, the early termination scheme is regarded as the most efficient way to reduce
the power consumption in turbo decoders. It uses several characteristics in turbo decoding to
judge if decoding sequence is nearly correct before maximum iteration number is achieved.
Once iterative decoding can be stopped earlier, then the power can be saved. In [24], an
iteration stopping criterion has been devised based on the cross entropy between the a
posteriori probabilities of two SISO decoders for each iteration. In [25], two further
simplified criteria were proposed for cost down. Although the performance of our design in
the aspect of power consumption listed in Table 6.2 is attractive, there is no early termination

technique used in it. This may be an aspect that we can try to better our design.
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