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Abstract

Recently, there has been a substantialincrease, in the development of multi-input multi-
output (MIMO) technologies for evolving wireless mobile Internet services and next-generation
cellular systems. These technologies must be able to cope with the challenging wireless envi-
ronment, and antenna systems in the form of adaptive-array or smart antennas can provide
an effective and promising solution while achieving reliable and high data-rate transmission.
Research and development in this area have significantly increased, and many commercial
products are now readily available for wireless communication systems.

This thesis is concerned with the use of multiple antennas at the transmitter and re-
ceiver in wireless communication systems. We attempt to provide an overview of all these
antenna systems for wireless communications and introduce some of the important issues
surrounding them. The key points are that the system must be adaptive and consist of
multiple antennas. Several aspects of space-time (ST) processing related to the ST sig-
naling and interference suppression for MIMO based wireless communications
will be discussed. In this thesis, we first focus on developing the interference suppression
scheme based on an ST receiver. We study an ordered successive interference cancellation

(OSIC) based MIMO equalizer over the frequency selective multipath channels. The MIMO
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equalizer is developed as a reduced-rank (RR) realization of the conventional minimum mean
square error (MMSE) decision feedback equalizer (DFE). The MMSE weight vectors at each
stage of the OSIC are computed based on the “generalized sidelobe canceller (GSC)” tech-
nique and RR processing is incorporated by using the “conjugate gradient (CG)” algorithm
for reduced complexity implementation. After that, we then work on the design of MIMO
transceiver over the frequency flat channels. In this part, we first study a general MU dual-
signaling system, in which each user’s data stream is either orthogonal ST block encoded
for transmit diversity (TD) or spatially multiplexed for high spectral efficiency (SE) based
on its own channel condition. Second we develop an efficient MIMO transceiver architecture
(ST encoding/decoding design) with a slight amount of feedback information that optimizes
the ST codeword with respect to the BER performance for a grouped orthogonal ST block
coded system to achieve both the high SE and link quality (LQ). In particular, the receiver
in the two MIMO systems is also designed based on the OSIC scheme. By exploiting the
algebraic structure of orthogonal codes, it is shown that the OSIC based detector in the
above considered two systems allows for an attractive }“group—wise” implementation. The
group-wise detection property, resulfing uniquely from the use of orthogonal codes, poten-
tially improves the signal separation efficiency. “ Moreover, the imbedded structure of the
channel matrix is also exploited for deriving a computationally efficient “recursive based”
detector implementation.

In summary, the main advantages of the proposed ST receivers over the popular existing
ones lie in its lower implementation complexity, much faster convergence behavior and better
BER performance. On the other hand, we provide a smart and robust solution for transmitter
and receiver designs better matched to the channel condition and system requirement in
MIMO wireless communications. Mathematical analysis and computer simulations show
that the proposed methods can achieve high 1.QQ and high SE and offer excellent immunity

to interference and noise.
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Kp: number of taps of FFF

K,: ST encoding symbol period of the gth antenna group
IC: Ricean K-factor

I;: optimal detection order at the ith stage of OSIC

L,: number of transmitted independent symbgls from each antenna group over K

symbol periods

L,: number of transmitted independent symbols from each antenna group over K

symbol periods

L7: number of total transmitted independent symbols

L: lower triangular matrix of Cholesky factorization

LY: maximum required number of stages over N transmit antennas in OSIC detection
M: number of receive antennas

M;V : the jth mode of all the possible mode candidates over N transmit antennas

N: number of transmit antennas

Ny: noise spectral power density
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Ny number of transmit antennas of the gth antenna group

O(P): the set of all P x P real orthogonal designs with P independent inputs
O(K, L): the set of all K x K real orthogonal designs with L independent inputs
P: number of transmitted independent symbols of O-STBC user

P,: average error probability

P, ,: error probability of the ¢gth antenna group

P?: optimal power allocation of the ith sub-channel

P,: transmit power of the gth user terminal/antenna group

Pr: total average transmit power

@): number of total user terminals/anfeénna groups

@ p: number of O-STBC user terminals

Qnr: number of SM user terminals

Q;-V : number of antenna groups of the jth possible set over N transmit antennas
QN ax: maximum number of antenna groups over SV

lein: minimum number of antenna groups over S

qs,,: FBF weight vector of the nth data stream

qr,: FFF weight vector of the nth data stream

r: rank of a matrix

R: code rate of O-STBC

Ry: transmission bit rate
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Ry(j): transmission bit rate of the jth mode

Ry 4: transmission bit rate of the gth antenna group

RY: code rate of G-STBC over N transmit antennas

RY(j): code rate of G-STBC of the jth mode over N transmit antennas
Rf]v: code rate of the gth antenna group code over N transmit antennas
R, r,: autocorrelation matrix of signal vector of FFF part x. (k)
R,,: autocorrelation matrix of signal vector x(k)

s(k): input symbol to the ST encoder

s1(k): the Ith input symbol to the ST encoder

5(k): split real-valued symbolof s;(%)

s(k): input symbol vector tothe ST encoder

$(k): estimate of s(k)

Sp: index set of O-STBC user terminal

Syr: index set of SM user terminal

S": the set of all possible antenna architectures over N transmit antennas
T: symbol period

tyn,: the [th column of T,

T,,: transformation matrix of the nth data stream

u,: RR adaptive vector of GSC of the nth data stream

v(t): continuous-time noise
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v(k): discrete-time noise

vm(t): continuous-time noise at the mth antenna

vm(k): discrete-time noise at the mth antenna

v(t) continuous-time noise vector

v(k) discrete-time noise vector

V (k) discrete-time noise matrix

w;,: weight vector of the [th data stream at the ith stage of OSIC
W,: weight matrix at the ith stage of OSIC

x(t): continuous-time transmitted symbol

x(k): discrete-time transmitted symbal

x,(t): continuous-time transmitted symbol at the;nth antenna
xn(k): discrete-time transmitted symbol at.the nth antenna
x(t) continuous-time transmitted symbol vector

x(k) discrete-time transmitted symbol vector

X (k) discrete-time transmitted symbol matrix (ST codeword)
X (k) estimate of X (k)

y(t): continuous-time received signal

y(k): discrete-time received signal

Ym(t): continuous-time received signal at the mth antenna

ym(k): discrete-time received signal at the mth antenna
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y(t) continuous-time received signal vector
y(k) discrete-time received signal vector
Y (k) discrete-time received signal matrix

z(k): MF signal vector
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Mathematical Notations

®: convolution operator

®: Hadamard product

®: Kronecker product

e |- |: magnitude of a scalar, determinant of a matrix, or cardinality of a set
e ||-||: Euclidean norm

e ||-||: Frobenius norm

e ||-]a: A-norm

e [z]: the smallest integer larger than z

|z]: the largest integer smaller than
e a: scalar a
e a: vector a

A: matrix A

[A]; ;: the (4, j)th entry of matrix A

e 0y/: M x 1 zero vector

Ouxn: M x N zero matrix

Iy: M x M identity matrix
e (-)*: complex conjugate

(1)7: transpose
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(\): complex conjugate transpose

(+)T: Moore-Penrose inverse (pseudoinverse)
In(-): natural logarithm

logs(+): base-2 logarithm

det(-): determinant of a matrix

diag(-): diagonal operator of a matrix
rank(-): rank operator of a matrix

vec(-): vectorization operator of a matrix
mod(z,y): remainder after y dividing z
Q(+): quantize operator of a scalar

d[-]: Kronecker delta function

E{-}: expectation operator

tr(-): trace of a matrix

rank(-): rank of a matrix

Re{-}, Im{-}: real and imaginary parts
P+: orthogonal projection

Q(z): Gaussian Q-function

erfc(z): complementary error function

R: real field

C: complex field
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Chapter 1

Introduction

In the past two decades, wireless communication has grown with unprecedented speed
from early radio paging, cordless telephone and cellular telephony to today’s personal com-
munication and computing devices. Theselcommiercial wireless applications have had a great
impact on today’s business world and people’s daily lives. The growth and demand for wire-
less services will play a significant role in the evolution of Internet service from wireline
systems to wireless systems.

With the increasing demand of communication service for subscribers, e.g., the need of
multi-media message, the frequency spectrum has become more and more a precious resource.
Hence, the major challenge for future wireless communications will be to effectively enhance
the capability of radio access, under a limited bandwidth requirement, so as to achieve high
transmission rate and high link quality (LQ). Also, the power requirements are that devices
should use as little power as possible to conserve battery life and keep the products small.
Wireless system designers are thus faced with a two-part challenge: improve performance
and increase data rates while incurring little or no increase in bandwidth or power. In
particular, the wireless channel is characterized by its random and unpredictable nature,
and in general the channel error rates are poorer over a wireless channel than over a wired

channel. Therefore, the major problem in wireless channel is the signal distortion due to



the complex multipath fading and time-varying effects. The intersymbol interference (ISI)
caused by long delay multipaths and the cochannel interference (CCI) due to the frequency
reuse in cellular communications will also result in an increased error rate.

To combat these problems and meet such diverse requirements mentioned above simul-
taneously, different technologies including advanced multiple-access schemes, bandwidth-
efficient source coding and sophisticated signal processing technologies have been used.
Among these technologies, “signal processing” has always played a critical role in the research
and development of wireless communications. While the conventional temporal-domain or
frequency-domain only signal processing technique would suffer from the need of additional
bandwidth, the spatial-domain approaches (i.e., the smart antenna or multi-input multi-
output (MIMO) techniques) are known to be capable of enhancing signal quality and system
capacity through exploiting spatial resource without extra bandwidth expansion. With mul-
tiple antennas, transmitted and received signals can be effectively separated using the con-
ventional temporal-domain processing combined with the spatial-domain processing, that is,
the space-time (ST) signal processing. Therefore, the scheme that employs multiple antennas
at the transmitter and receiver, or the so called MIMO technique, will become a promising
technology in future wireless communications that is ideal for high spectral efficiency (SE)

requirement.

1.1 Overview of Multiple Antenna Systems

Wireless channels are characterized by large attenuation and vagaries in the channel
termed as fading. It is well known that “diversity” in signal processing is very effective in
countering the effects of fading [1]-[5]. Diversity techniques are based on the notion that if
the receiver can be provided with several replicas of the same information signal (redundancy
of signal) transmitted over independently fading channels, then the probability that all the

signal components will fade simultaneously is reduced considerably. The three basic forms



of diversity can be applied in the frequency, temporal and spatial domains [1]-[3].

e Frequency Diversity: Replicas of the information bearing signal are transmitted in
different frequency bands, where the separation between the frequency bands is greater
than the coherent bandwidth of the channel. For example, the equalization, RAKFE and
orthogonal frequency division multiplezing (OFDM) are the common used techniques

for achieving the frequency diversity.

e Temporal Diversity: In this case, replicas of the information bearing signal are trans-
mitted in different time slots, where the separation between the time slots is greater
than the coherent time of the channel. A more well-known technique for temporal

diversity is the channel coding with interleaving.

e Spatial Diversity: Spatial diversity (SD) is also called antenna diversity. It has been
observed that antennas with a spaeing of morethan a number of wavelengths (coherent
distance) lead to spatially uncorrelated ‘¢hannels. ‘The transmission of replicas of the
information bering signal over these uncorrelated-spatial channels leads to SD. Polar-
ization diversity and angle divetsity are two speéeial examples of SD. On the other hand,
selection combining, switch combining, equal gain combining and mazimum ratio com-
bining (MRC) are the examples of efficient combining schemes for SD. Depending on
whether multiple antennas are used for transmission or reception, SD can be classified

into two categories: receive diversity and transmit diversity.

Note that not all kinds of diversity are always feasible. For example, a slowly fading
channel (with a long coherent time) cannot support the temporal diversity with practical in-
terleaving depths. Similarly, frequency diversity is not feasible when the coherent bandwidth
of the channel is comparable to the bandwidth of the signal employed. However, irrespective
of the channel characteristics, SD can always be exploited as long as there is sufficient spac-
ing between the antennas. It becomes very important to utilize SD at both the transmitter

and the receiver especially when other forms of diversity are not feasible due to the nature



of the channel available as well as the nature of the signaling used in the system. It is also
noticed that, in above forms of diversity, only the SD can be applied without any system
bandwidth expansion. These inspire the use of multiple antennas at the transmitter and/or

receiver, leading to the MIMO schemes.

Leverages of Space-Time Processing (Smart Antenna)

ST processing, or the so called smart antenna, is a tool for improving the overall economy
and efficiency of the wireless communication systems by exploiting multiple antennas at the
transmitter and/or receiver. Most conventional wireless modems do not, however, efficiently
exploit the spatial dimension offered by multiple antennas. The use of multiple antennas in
wireless links with appropriate ST coding/modulation and demodulation/decoding is rapidly
becoming the new frontier of wireless communications. Recent years have seen the field ma-
ture substantially, both in theory and,practice. Reeent advances in theory include the solid
understanding of capacity and othér performance limits of ST wireless links, ST propaga-
tion and channel models, and also-ST modulation/coding and receiver design. A growing
awareness of the huge performance’gains possible with ST techniques has spent efforts to
integrate this technology into practical systems:.

Based on the antenna architecture perspective, wireless system links can be classified
into four basic configurations: single-input single-output (SISO), single-input multi-output
(SIMO), multi-input single-output (MISO) and MIMO, as depicted in Figure 1.1. Multiple
antenna systems incorporating ST processing have a number of advantages over SISO chan-
nels such as antenna array gain, interference reduction gain, SD gain and spatial multiplexing
(SM) gain. Except for SM gain, the three gains are not exclusive in MIMO channels and
also exist in SIMO and MISO channels. The SM gain, however, is a unique characteristic
of MIMO channels. These leverages can translate into improving the system performance
in terms of coverage, L.QQ, capacity and data rate. Typically, Some of the leverages and

advantages are conflicting depending on the algorithms used, but some of them can be si-



multaneously achieved. They are summarized as follows and illustrated in Figure 1.2. An

excellent overview of the leverage of ST processing (smart antenna) can be found in [5], [6].

e Antenna Array Gain: Multiple antennas at the receiver or transmitter or both can
coherently combine the signal energy to improve the average signal-to-noise ratio (SNR)
at the receiver. The average increase in signal power at the receiver is proportional
to the number of antennas. In channel with multiple antennas at the transmitter
(MISO or MIMO case), array gain exploitation requires channel information at the
transmitter. With the array gain obtained at the receiver, the signal range/coverage
can be enlarged (or the transmit power can be reduced) and the L) can be increased.

For example, beamforming is an efficient technique to realize the antenna array gain

[5], [6].

e Interference Reduction Gain:When multiple antennas are used, the differentiation
between the spatial signatures of the desired Signal and interfering signals can be
exploited by forming a nullzin the direction of interference to reduce its strength.
Interference reduction requiresichannel knowledge of the desired signal. However, exact
knowledge of the interferer’s channel maymot be necessary. Interference reduction can
improve the signal-to-interference ratio (SIR). This improvement will directly enhance
the L() and allow the introduction of reuse factors to increase network capacity. A
well-known example for achieving the interference reduction gain is the beamforming

or smart antenna technique [5], [6].

e Spatial Diversity Gain: When the antenna spacing is large enough (larger than
coherent distance), the receiver or transmitter will see independently faded versions
of the same signal. The use of high-order modulation and low BER targets make
the system very sensitive to fading. Using multiple antennas to combine the indepen-
dently faded versions of signal causes that the resultant signal exhibits considerably

reduced amplitude fluctuation in comparison with the signal at any single antenna.



Receive/transmit diversity is characterized by the number of independently fading
branches, a.k.a., the diversity order, and is equal to the number of receive/transmit
antennas in SIMO/MISO channels. Diversity is capable of improving the L), capacity
and transmission data rate. SD gain can be accomplished through the receive diversity
and/or TD techniques. MRC' [2] is a good example for receive diversity and ST coding
(STC) [7], [8] is an excellent example for TD.

e Spatial Multiplexing Gain: Multipath propagation has long been regarded as an
impairment because it causes signal fading. To mitigate this problem, diversity tech-
niques described above were developed. Recently, information theory [9], [10] has
shown that with multipath propagation, multiple antennas at both the transmitter and
receiver can establish essentially multiple parallel channels that operate simultaneously,
on the same frequency band at the same total radiated power. Spatial multiplexing
(SM) means that independent data streams.arertransmitted from different antennas to
improve the SE. SM requiressmultiple antennas at both ends of the wireless link, i.e.,
the MIMO channels so that the spatial signatureé of the transmitted signals induced
at the receive antennas are well.separated. Under favorable (rich scattering) channel
conditions, SM offers increased capacity or data rate linearly, proportional to the mini-

mum number of transmit and receive antennas. A popular example to the SM systems

is the layered ST coding (LSTC), a.k.a., Bell Laboratories layered ST (BLAST) [11].

Based on the degrees of scattering richness, a wireless channel can be characterized by the
“specular” and “scattering” components [12]. In the limit of rich scattering (uncorrelated)
environment, the deterministic component vanishes while, in the limit of a pure specular (cor-
related) environment, it constitutes the entire channel response. Hence, a wireless channel
comprises rich scattering and specular as extreme cases. In particular, indoor environment
has high degrees of scattering richness and thus is a scattering channel. However, outdoor
environment is highly dominated by the specular component and thus is a specular channel.

In summary, for the leverages of ST processing described above, the antenna array gain is



very substantial in specular scenarios, but negligible in highly scattering environments. On
the other hand, the advantages of SM is significant in rich scattering case, but vanishes in

highly specular case [12]-[14].

1.2 Overview of MIMO Techniques

Multiple antennas can be used in wireless systems to improve the communication perfor-
mance. Beamforming/Equalization [2], [14]-[16], SD [2], [7], [8], and SM [11], [17], are three
very popular and different signal processing techniques in multiple-antenna systems. By
coherently combining the signals at different antennas, beamforming can efficiently cancel
the interference and provide an improved coverage [18]. SD attempts to spread informa-
tion across antennas to enable robust transmission in the presence of fading [19]. SM, on
the other hand, divides data into multiple substreams and transmit each substream on a
different antenna leading to a lineas in¢rease in data tate [11]. The goals of the aforemen-
tioned techniques may be mutually conflicting; and a balance is needed to optimize system

performance [20].

1.2.1 Beamforming/Equalization Techniques
Beamforming Techniques

Spatial filtering or beamforming [15], [21]-[24] can be applied to benefit from the angu-
lar spread and commonly different spatial signatures of the desired and interfering signals.
Beamforming is achieved by adjusting the complex coefficient weights and combining (sum-
ming) the signals induced at different spatially correlated antennas to form a single output
of an array as illustrated in Figure 1.3. For the given set of complex antenna weights, the
direction in which the array has the maximum gain is typically called the beam pointing
direction. The main advantage of applying beamforming in reception comes form CCI re-

duction (filtering the desired signal from interfering signals), ISI suppression (nulling the



delayed versions of signals arriving from directions), and angular diversity (forming multiple
beams and coherently combining the spatially filtered multipath components from different
dominant scatters). Angular diversity gain becomes rather limited in the case of small angu-
lar spread. For accurate spatial filtering in reception, angle-of-arrival (AOA) estimation are
required for calculating the set of complex antenna weights. The weights of beamformer can
be determined by an adaptive process using temporal information (reference signal) or spa-
tial information (AOA of the signal) [21]-[23]. A overview of beamforming (smart antenna)
techniques for wireless communication systems is presented in [15], [22]-[24].

Three main schemes of beamforming may be defined as follows [25]-[27].

e Switched Beam Scheme: It comprises only a switching function between separate
predefined beams of an array, offering maximized received power [26]. This is the
simplest method and is easier to implement.in existing systems than other beamforming

schemes. However, it offers a limited interférence reduction.

e Direction Finding Scheme: In this.case, AOAS from the signals are first estimated
and then the weights of beamformerare caleulated in accordance with the specified di-
rections. In this scheme, the received power is maximized [22], [24]. No reference signal

is required. However, it is not applicable to non-line-of-sight (NLOS) environments.

e Adaptive Array Scheme: In this scheme, the beam pattern is adapted to the re-
ceived signal using a reference signal or a spatial signature. The beam pattern can
be adjusted to null the interferers. This approach optimizes the signal-to-interference
ratio (SIR), and is applicable to NLOS environments. Since the weights are updated
according to the environment by some criteria, such as the minimum mean square error
(MMSE), minimum variance distortionless response (MVDR) and linearly constrained
minimum variance (LCMYV), not only is the interference reduced, but the multipath
fading is also mitigated. The nice references on how to determine the beamforming

weights can be found in [21]-[23].



Equalization Techniques

Adaptive beamforming and AOA estimation are commonly regarded as conventional array
or space only (SO) (see Figure 1.3) processing techniques. Temporal or time only (TO)
filtering /processing techniques as shown in Figure 1.4 employ adaptive equalizers to offer
time domain ISI suppression (and possible CCI reduction) by complex coefficient weighting
and combining of the temporally sampled signals [1], [2], [28]. ST beamforming (also called
the ST filtering/processing technique) is loosely defined as any combination of SO and TO
filtering /processing. Figure 1.5 depicts the joint ST processing. It allows the advantages
to be simultaneously exploited in both dimensions improving the different aspects in the
performance of a wireless communication system. For a comprehensive overview of the
ST processing area see [15], [28]. A popular optimality criterion in ST processing is the
maximum likelihood (ML) criterion based on _the Viterbi algorithm. It is usually referred to
as the ML sequence estimation (MLSE) [1]. Other frequently used criteria are the MMSE
and zero-forcing (ZF) [1], [28]. In theory, ST MLSE outperforms ST MMSE in the presence
of significant ISI. However, for strong CCI seenarios, ST MMSE is superior to ST MLSE.
An efficient approach to combating the CCI and ISI problems is to combine the strengths of
MMSE and MLSE in a two-stage hybrid structure [29].

Transmit Beamforming/Equalization Techniques

One possible approach for antenna array transmit processing is transmit beamforming
[30], [31], which provides antenna array gain and interference reduction gain at the subscriber
unit. In this scheme, the transmitter typically operates in a “closed-loop” manner, which
means that it uses the channel information fed back by the receiver through the uplink link
in order to shape the beams so that the subscriber unit can receive the desired signal without
interference in the downlink. This scheme can significantly reduce the computational load at
the subscriber unit. However, the success of transmit beamforming depends on the quality of

the channel estimates, feedback channel, mapping between the two links, and dynamics of the



signal and interference. Closed-loop techniques typically suffer from reduced uplink capacity
because of the extra channel information that is transmitted. It is not applicable to situation
when the uplink and downlink use different frequency bands. With a large multipath channel
delay, the ST processing can be exploited at the transmitter to pre-combat the ISI effects,

called the ST pre-equalization techniques [32].

1.2.2 Spatial Diversity Techniques
Receive Diversity Techniques

Traditionally, SD is referred to receive diversity [33]. The receive diversity can be used in
SIMO channels. Multiple antennas at the base station (BS) have been exploited in various
communication systems, such as microwave relay stations and cellular based mobile stations
(MSs), to obtain receive diversity and improve.uplink performance. However, in many
wireless systems, additional antennag may e expensive or impractical at the remote station
(i.e., MS), since the remote unit issupposed to'be with small volume and simple structure.
The small size of the MS limits both the spatialresolution of the array (because of the small
number of antenna elements) and the diversity gain‘(because the antenna elements are close

to one another). In these cases, multiple transmit antenna array is considered.

Transmit Diversity Techniques

Most recently, TD technique, which provides diversity benefit at a receiver with multiple
transmit antennas, has received much attention, especially for wireless cellular application.
TD is applicable to MISO channels. Some interesting approaches for TD have been suggested.
The TD that is a delay diversity scheme was first inspired by Wittneben [34] in 1991. After
that, the time-switched TD (or the so called antenna hopping) and the phase-switched TD
(or the so called frequency weighting) were proposed by Hiroike in 1992 [35]. In delay TD
scheme, the BS transmits a delayed version of the original signal, hence creating an artificial

multipath distortion [36]. Then, Seshardi and Winters in 1994 first attempted to develop it
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as an STC [37]. After that, in 1996, the delay TD combined the signal design with linear
modulation was proposed by Guey et al [38]. However, due to the degrading orthogonality
and increasing interference level seen at the mobile receiver, the delay TD has a limited link
performance gain over the non-transmit diversity [39].

Another approach in [40] recommended that each user can be assigned a different or-
thogonal code for each transmit antenna. This scheme can provide arbitrary-fold diversity
and have very simple demodulation scheme, but the diversity gain and simplicity of this
scheme come with the penalty of requiring more than one spreading codes per user. One
open-loop approach that offers some diversity gains without requiring extra resource is the
orthogonal transmit diversity (OTD) scheme [41], which was an early inclusion as an option
in the IS-2000 standard. According to this technique, each user’s data stream is extended
by one spreading code and transmitted through each transmit antenna in a scanning way.
However, OTD provides unbalanced diversity to each of the user’s data substreams, and
usually OTD cannot provide full SD gain. “Without interleaving or channel coding, OTD
does not improve the transmission-performance.

Another very important approach for TD is STC technique as shown in Figure 1.6.
STC techniques are first put forward under the assumption of narrow band wireless fading
environment. But these techniques can be easily applied to wideband communications by
combining with other wideband communication techniques such as code division multiple
access (CDMA) [42], [43] or OFDM [44], [45]. Generally, STC can be classified into two
broad categories, the ST trellis coding (STTC) and ST block coding (STBC).

e STBC Scheme: The first STBC was proposed by Alamouti for two transmit anten-
nas, the so called Alamouti’s code [46], in 1998. Then it was further developed and
put into a theoretical framework by Tarokh, Jafarkhani and Calderbank [47]. STBC
operates on a block of input symbols and produces a matrix output whose columns
represent times and rows represent antennas. Unlike traditional single antenna block

codes for the additive white Gaussian noise (AWGN) channel, STBC may not provide
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error correction ability. The key feature of STBC is the provision of full diversity
with extremely low encoder and decoder complexity. The STBCs first studied in [46]
and [47] are the orthogonal STBCs (O-STBCs). Due to their inherent orthogonal-
ity, these STBCs benefit from full diversity gain with low complexity receiver since
the corresponding ML decoding scheme is based on linear processing only, e.g., MRC.
However, except for the system with two transmit antennas, there is no rate one com-

plex orthogonal code design for systems with multiple transmit (beyond two) antennas

[47].

STTC Scheme: The other kind of STC is STTC. STTC proposed by Tarokh, Se-
shardi and Calderbank in 1998 [49] combines signal processing at the receiver with
coding techniques appropriate to multiple transmit antennas. Such a technique op-
erates on one input symbol at a time producing a sequence of vector symbols whose
length equals to the number of transmit antehnas. Like conventional trellis coding
technique for the single antenna,channel, STTC provides the coding gain. Since it also
provides full diversity gain the key-advantage over STBC is the provision of coding
gain. However, when the number of transmit antennas is fixed, the decoding com-
plexity of STTC increases exponentially with transmission rate. The disadvantages
of STTC are that it is extremely difficult to design and requires a computationally

intensive encoder/decoder.

By trading the code orthogonality for higher coding rates, a full-rate, partial diversity

codes, named the “quasi-orthogonal” codes, was proposed in [50]. It has been pointed out

that the decoding of quasi-orthogonal codes can be done by searching symbols pair by pair,

but the decoding method reported is trivial and the symbol pair exhaustive searching is

used for MLL decoding. Another coding approach preserving the full-rate and full diversity,

named the “non-orthogonal” codes, was proposed in [51] at the cost of a small loss in BER,

performance and some extra decoding complexity relative to truly orthogonal schemes.
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1.2.3 Spatial Multiplexing Techniques

In 1987, Winters first hinted that the capacity can be increased significantly by using
multiple antennas at the transmitter and/or receiver [52]. After some years, a ground break-
ing result of the SM concepts was exploited by Paulraj and Kailath in 1994 for broadcast
digital television systems [53]. Figure 1.7 illustrates the SM concepts in a MIMO system. In
1995, recent advances in information theory opened by Telatar [9], Foschini and Gans [10]
revealed an important fact that the rich scattering multipath wireless channel can lift enor-
mous SE (capacity) if the multipath propagation is properly exploited using multiple anten-
nas at the transmitter and receiver. The communication system architecture of the LSTCs,
which are first developed by Foschini in 1996 [54], provides an experimental demonstration.
The LSTCs can be categorized into two large types, the vertical-BLAST (V-BLAST) and
diagonal-BLAST (D-BLAST).

e V-BLAST Scheme: In V-BEAST systems;. independently encoded data streams are
transmitted from each transmit antenna simultaneously, and detected at the receiver by
nulling and ordered successivée.interference cancellation (OSIC) schemes [17], [54]-[56],

or sphere decoding scheme [57].

e D-BLAST Scheme: In D-BLASTS, each data stream switches transmit antenna after
each symbol duration time slot and the completing of each data stream transmission
is contributed by all transmit antennas. With the channel coding scheme, a more
momentous advantage possessed by the D-BLAST is that it can effectively provide
additional time diversity [54], [58]. Like V-BLASTSs, D-BLASTSs also use the nulling
and OSIC schemes for data detection at the receiver. However, due to the encoding
structure, the detection framework of D-BLAST is more complex than that of V-
BLAST [54], [58].

With BLAST systems, very high data transmission rate can be achieved. However,

BLAST cannot be used when the number of receive antennas is smaller than the number
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of transmit antennas [11], [17], [54]-[56]. On the other hand, because that the data streams
transmitted on the different antennas are independent to each other in BLAST system, V/D-
BLAST structure cannot provide TD gain leading to a low reliability in L.Q). To increase the
link performance, V/D-BLAST usually combines some reliable channel coding schemes [58].
Note that BLAST can also be easily applied to the wideband channels. In this case, an ST

processing (equalization) is needed at the receiver [59]-[61].

1.2.4 Tradeoffs Between TD and SM

Traditionally, the design of systems has been focused on either extracting maximum
TD gain or maximum SM gain. Recently, however, it has been shown that diversity and
multiplexing have complementary properties [20]. The maximum performance needs tradeoffs
between diversity and multiplering. Nevertheless, both gains can in fact be simultaneously
achieved, but there is a fundamental:tradeoff between how much of each type of gain any
communication technique can extrdet as was shown in-the excellent groundbreaking paper
investigated by Zheng and Tse [20]= Note/that, since the diversity gain is related to the BER
(it is the slope of the BER curve in“the high signal-to-interference-plus-noise ratio (SINR)
region [20], [47], [49]) and the multiplexing gain is related to the achieved rate, the diversity-
multiplexing tradeoff is essentially the tradeoff between the error probability and the data
rate of a system.

To achieve high data rates as well as diversity gain, Hassibi and Hochwald proposed a
new scheme, named the “linear dispersion code (LDC)” [62], in which transmitter sends
substreams of data in linear combinations over space and time. This new scheme allows
any number of transmit and receive antennas, provides diversity and maximizes the mu-
tual information between transmitter and receiver based on the O-STBC and V-BLAST
techniques. This approach generally outperforms both O-STBC and V-BLAST in terms
of capacity and/or error probability. Alternative code designs, at the same time, for the

framework of LDCs in [62] have also appeared in [63] based on the criterion of minimizing
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instantaneous probability of error. Other various transmission scheme combined with the O-
STBC and V-BLAST techniques have also been proposed for simultaneously achieving the
two demands [7], [64], [65]. On the other hand, the observation on such tradeoffs motivates
the design of switched diversity and multiplexing systems which use spatial adaptation to
improve link performance based on the euclidean distance between the received signal and

transmitted data streams [66], [67].

1.3 Background and Literature Review

Future wireless applications create the insatiability in the demand for high data rate and
high L@ wireless access [3]-[8], [14], [68], [69]. Spectrum has thus become a scarce and very
expensive resource so that a good spectrum management is very important for achieving
high SE. Intuitively, the simplest technigue to tackle this is to increase the transmit power.
However, since system capacity is interference limited in most of the wireless communication
systems, SE cannot be directly increased by this way [70]. On the other hand, the popular
time and frequency domain processing technigues may also sacrifice the spectrum resource
and thus are limited for use. Only thé ‘space-domain processing technique is not [14], [15].
The adoption of multiple antennas at the transmitter and receiver, i.e., MIMO technique
[10], [17], [47], [49], [54], [55] promises a significant increase in data rate and L without
bandwidth expansion and is thus capable of meeting the formidable service requirements in
the next-generation wireless communications.

The core scheme of MIMO systems is the STC [3]-[8], [14], [68], [69]. The two main
functions of STC are the SM and TD. High SE can be achieved through SM by simultane-
ously transmitting independent data streams from different antennas, e.g., LSTCs or a.k.a.,
BLAST techniques [54]-[56]. High LQ, on the other hand, is guaranteed if redundant signals
are made and sent from different antennas through independent channels to the receiver.

STBCs [46], [47] and STTCs [49] are the two well-know TD techniques for MIMO systems.
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In particular, these goals may be mutually conflicting, and a balance is needed to maximize
the system performance [14], [20].

To achieve the potential advantages in MIMO systems, several layered ST (BLAST)
structures are proposed [17], [59], [60]. The BLAST systems transmit equal-rate indepen-
dent data streams simultaneously and use an OSIC technique at the receiver to perform
multi-stage detection in order to improve the system performance. In BLAST systems, the
transmitter does not require any channel information or preprocessing; only the receiver
needs to estimate the channel information and realize multiuser (MU) detection. Most re-
searches on BLAST systems have been focused on flat-fading channel scenarios [17].

For wideband systems, the BLAST receiver will suffer from performance degradation due
to the presence of ISI. On the other hand, increasing transmit antennas to improve the SE
leads to large CCI and therefore further degrades the system performance. To combat these
problems, ST processing techniques arewequired to perform CCI/ISI cancellation via spatial-
temporal filtering/equalization [15}); [71], typically.in the form of a DFE architecture [59].
In MIMO DFE based BLAST, some form of interferencé cancellation, such as OSIC, can be
incorporated for enhanced multi-stage signal detection [59]. However, the complexity of the
multi-stage MIMO DFE may be too high if the ST dimension is large. A modified DFE based
BLAST receiver has been proposed in which multiple data streams are selected at the same
time for detection and interference cancellation such that fewer stages are required, leading
to reduced total computational load [60]. In spite of that, a large matrix manipulation is
still required at each stage as described in [59]. Therefore, a MIMO equalizer suitable for
practical use should work with as small an ST dimension as possible, while offering reliable
CCI/ISI suppression.

Reduced-rank (RR) adaptive filtering is a computationally efficient scheme which has
been proposed for various signal processing applications [72]-[76]. The goal of RR filtering
is to find a lower dimension filter which can achieve nearly the same performance as the

full-rank (FR) one. A popular technique of reduced-rank filtering by subspace selection is

16



the principle components (PC) technique [72], whose performance degrades as the dimension
of the adaptive weights is lower than that of the signal-plus-interference subspace [74]. An
alternative to the PC technique is the cross spectral (CS) technique [73]. Unfortunately,
these two techniques require either the eigenvalue decomposition (EVD) or matrix inversion,
which is computationally expensive. A relatively simple RR technique which requires no
EVD or matrix inversion is the iterative based MVDR (IMVDR) technique [76]. It can
iteratively solve for the optimal MVDR weight vector and corresponding bases (auxiliary
vectors) for the best representation of the solution, simultaneously. The main disadvantage
of the iterative MVDR, technique, however, is the need of a large number of iterations for
convergence. RR processing is very suitable for the equalization problem considered herein.
This is seen by the observation that the signal-plus-ISI channel matrix has a special band
Toeplitz structure in which the leading and trailing columns corresponding to “distant”
pre- and post-cursor ISI, respectively, have a sparsesstructure with many zero entries. These
columns are “insignificant” relative o the middle ones, which suggests that using an equalizer
with an effective rank smaller than-that of the signal—plﬁs—interference subspace (i.e., rank of
the channel matrix) should be sufficient to achieve the optimal FR performance. On the other
hand, in [77], an RR (partially adaptive (PA)) MIMO MMSE DFE has been proposed based
on the generalized sidelobe canceller (GSC) technique [23] and a simple algebraic criterion
for determining the blocking matrix of the GSC. In spite of its simplicity, the DFE in [77]
requires a matrix inversion for detecting each user signal, and suffers a certain performance
degradation at high SNR due to a limited diversity order [59].

MU ST block coded systems [4], [7], [61], [70] can provide multiple fading resistant links
but the cochannel user interference then becomes a crucial factor for system performance.
In stead of resorting to the computationally-intensive joint ML decoding for signal recovery,
there are various proposals exploiting the algebraic structures of the orthogonal ST block
codes for facilitating interference mitigation, e.g., the Naguib’s parallel interference cancel-

lation (PIC) scheme [78], and the Stamoulis’s decoupled-based method [79]. Recently it is
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suggested in [80] and [81] to tackle the problem alternatively via OSIC approach, which is
also known as the V-BLAST algorithm [56]. This is because the OSIC mechanism shows a
different approach as compared with [78], [79], and it is believed to maintain a reasonable
tradeoff between performance and complexity with respect to the joint ML decoding [6], [68].
In [81], the usage of the orthogonal codes is shown to have an attractive impact on the OSIC
detector: it allows a user-wise group detection property. Such an OSIC based detection is
also considered in [82]-[84] to resolve multi-antenna ST coded streams; the presented frame-
works therein, however, are mainly for STTCs, and do not explicitly exploit the codeword’s
algebraic structures whenever block codes are considered.

Specifically, the SM and TD are two extreme and complementary transmission strategies
in MIMO systems. In a rich-scattering environment, SM technique is the most effective
solution for achieving the high data rate transmission. However, in such an environment,
the receive SNR'’s for certain links may be low due to deep channel fades or large path-
loss [14]. The high-rate benefit of:the SM:can thus be largely annihilated by extremely
poor detection performance. On the other hand, one important issues for SM techniques
is that the number of receive antennas must be greater than that of transmit antennas,
which is an unfavorable factor for the mobile terminal. On the contrary, TD scheme is an
effective solution, in general suitable for small transmit antenna array (less than four antenna
elements), for maintaining link robustness over the severe fading environment. Identically,
the good link quality guarantee can allow the high data rate transmission through the use
of high order modulation techniques. However, power requirement becomes excessive and
hardware realization becomes more complex for it leading to a limit in performance [1]. A
feasible solution without leveraging the power resource is to combine these two types of
transmission technique for promoting the data rate and compensating the link loss.

To promote a high-speed transmission with an utmost data transmission efficiency, a
prospective approach, therefore, is to look for a certain transmission strategy that can boost

as much as possible the data rate for good link channels and, on the other hand, switch
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to other securing mechanisms for guarding the data from channel impairments if any [85].
To build up such a high-throughput link platform, a reasonable method is to endow the
transmitter with the flexibility in choosing a flexible and robust signal transmission scheme
better suited for the system requirements and/or the channel conditions. Therefore, a more
general class combined with the two concepts of SM and TD techniques should be considered
simultaneously at the transmitter. Specifically, decoupling a large transmit antenna array
into several small groups with each group using a number of antennas from two to four
and being encoded via O-STBCs [47] yields a “grouped STBC (G-STBC)”. Such a transmit
antenna configuration can be regarded as a variety of SM signaling strategy by treating one
antenna group as a particular data stream unit. Essentially, since the multiple various coding
rates can be provided by this encoding strategy over a block of symbols at the transmitter, it
can also be referred to as a “variable-rate” STBC scheme. This coding strategy is different to
the scheme proposed independently bysKim and Tarokh [86] and [87], which mainly focuses

on the small transmit antenna array (for total-two; three or four antennas).

1.4 Outline of Thesis

This thesis discusses the MIMO techniques for wireless communications. First, the main
objective of the thesis is a detailed investigation into the performance of low-complexity,
RR ST receiver in the MIMO based environment over the frequency-selective multipath
channels. The new receiver architectures are proved to be robust and capable of interference
suppression. Furthermore, the RR schemes are incorporated at the receiver for reduced
complexity processing, and achieving the faster convergence. Then we mainly work on the
efficient design of MIMO transmitter and receiver over the frequency-flat fading channels. In
this part, a computationally efficient group-wise OSIC detector is first proposed in an MU
ST dual-signaling wireless systems for better matching to each user’s own channel condition.

Such a low-complexity group-wise OSIC detector is then properly exploited for a more general
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STBC system. With a relatively small feedback overhead, the ST codeword structure is
constructed and an optimal codeword selection is proposed to effectively achieve the high
LQ and high SE at the same time. The thesis is organized as follows.

In Chapter 1, we first introduce the multiple antenna systems, MIMO techniques, back-
ground and literatures review of the thesis. Chapter 2 establishes the basic system model,
theoretical background of the research and several MIMO techniques.

In Chapter 3, a reduced complexity MIMO equalizer with OSIC is proposed for combat-
ing the ISI and CCI over frequency selective multipath channels. It is developed as an RR
realization of the conventional MMSE DFE. In particular, the MMSE weights at each stage
of OSIC are computed based on the GSC technique and RR processing is incorporated by us-
ing the conjugate gradient (CG) algorithm for reduced complexity implementation. The CG
algorithm leads to a best low-rank representation of the GSC blocking matrix via an iterative
procedure, which in turn gives an RR equalizer weight vector achieving the best compromise
between [SI and CCI suppression. ;With the dominating interference successfully cancelled
at each stage of OSIC, the number of iterations requiréd for the convergence of CG algo-
rithm decreases accordingly for the“desired sighal. Computer simulations demonstrate the
proposed RR MIMO DFE can achieve nearly the same performance as the FR MIMO MMSE
DFE with an effective rank much lower than the dimension of the signal-plus-interference
subspace. The results in this chapter have been published in [T7] and [88].

Chapter 4 studies the OSIC detection in a general MU ST wireless system, in which each
user’s data stream is either orthogonal ST block coded for TD or spatially multiplexed for
high SE. The motivation behind this work is that each user adopting a signaling scheme better
matched to his own channel condition proves to improve the individual link performance but
the resultant CCI mitigation problem is scarcely addressed thus far. By exploiting the
algebraic structure of orthogonal code, it is shown that the OSIC detector in the dual-
signaling environment allows for an attractive “group-wise” implementation: at each stage,

a group of symbols, transmitted either from an O-STBC station or from an antenna of an
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SM terminal, is jointly detected. The group detection property, resulting uniquely from
the use of orthogonal codes, potentially improves the dual-mode signal separation efficiency,
especially when the O-STBC terminals are dense in the cell. The embedded structure of
channel matrix is also exploited for deriving a computationally efficient detector. Flop count
evaluations and numerical examples are used for illustrating the performance of the proposed
OSIC solution. Parts of the material in this chapter have been published in [80], [89] and
further results submitted as the journal papers [81] and [90)].

Chapter 5 extends an STBC system to a more general case: G-STBC systems. In
this chapter, an efficient design of the transmitter and receiver is studied for the G-STBC
system with feedback information in the downlink over the Rayleigh flat-fading channels.
At the transmitter, all the antenna elements are partitioned into several small groups, each
of which places two, three or four antennas and is encoded via the orthogonal based STBC.
Again, by exploiting the algebraic structure of orthogonal codes, it is shown that the OSIC
based detector in such a G-STBC:system will allow for an “group-wise” implementation.
The group-wise detection propertysresulting uniquely fr“om the use of orthogonal codes, also
potentially improves the signal sepatation efﬁciéncy. Moreover, the low-complexity detector
implementation developed in Chapter 4 is'then modified and used for signal separation.
Finally, the code structures are built up based on the group-wise OSIC detection strategy
and a code selection criterion that minimizes the BER performance under the constraints of
total transmit power and SE is then proposed. Numerical examples are used for illustrating
the performance of the proposed G-STBCs and OSIC based solution. The results in this
chapter will be submitted as the journal paper [91].

Finally, Chapter 6 concludes this thesis and discusses future extension of this research.
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Chapter 2

Basic Concepts of MIMO Wireless

Communications

2.1 Introduction

In this chapter, we give an overview of MIMO wireless communications. Section 2.2
introduces the MIMO system model;. derives-the chaunels from statistical ST channel de-
scriptions in physical and non-physical ‘propagation environments and discuss the sampled
signal models over the frequency flat and frequency selective channels. Section 2.3 stud-
ies channel capacity of several channels under a variety of conditions: channel unknown
and known to the transmitter. We also discuss the ergodic capacity and outage capacity
of random channels. Then the STC techniques for providing SD and the SM techniques
for achieving high SE are developed in Section 2.4 and 2.5, respectively. In particular, in
this two techniques we mainly address the STBC schemes and V-BLAST techniques. The

detection algorithm and performance analysis of both the schemes will also be studied.
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2.2 MIMO System Model

In this section, we define the MIMO system model with N transmit antennas and M
receive antennas for the time division multiple access (TDMA) systems. Several commonly
used MIMO channel models are also discussed and the received sampled signal models are

derived.

2.2.1 Continuous-Time MIMO Systems Model

For the MIMO channels, the received signal, in based form, at the mth antenna can be

expressed as

Ym (1) 1= \/%th,n(t) ® T (t) + v (1), m=1,2,..., M, (2.1)

where Pr is the total transmit power, h,,,(t) is the overall channel impulse response (CIR)
from the nth transmit antenna to the mth receive antenna, which includes the effects of pulse
shaping ¢(¢) and propagation chammel (%), %,/({) is the transmitted symbol from the nth

antenna, and v,,(t) is the AWGN at the mth receive antenna with power o2. Concatenating

ym(t), m =1,2,..., M, into a vector, we obtain anM x 1 received signal vector
T P
() = [y1(8), y2(1), - yne (O] = [ () @ x(2) + v (2), (2.2)
where
hl,l (t) hl,g(t) . hl,N(t)
ho1(t) hoo(t) ... hon(t
H(t) = 2alf) - haal) AN CMxN, (2.3)
I haa(t) haa(t) .. han(t) |

is the MIMO channel vector and
T N
x(t) = [21(t), 22(2), ..., an (B € C (2.4)

is the transmitted symbol vector. v(t) is the noise vector whose components are assumed

4

temporally and spatially white with the same power o2. Note that the “row” and “column”

of H(¢) in (2.3) represent the MISO CIR and SIMO CIR, respectively.
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2.2.2 MIMO Channel Model

In this section, we introduce the MIMO channel models in the physical and non-physical
environments. Specifically, the physical model is described based on some crucial physical
parameters of the multipath propagation paths, and the non-physical model is based on the

channel statistical characteristics using non-physical parameters.

Physical Channel Model

Consider a SISO model. Assume that the transmitted signal is scattered and arrives at
the receiver at different J multipaths with the complex path amplitudes o, 7 = 1,2,...,.J
and propagation delays 7;, 7 = 1,2,...,J. We also assume that «;’s are i.i.d. complex
Gaussian random variables with unit-variance and treated as constant over the processing
period of interest due to the slow fading assumption. As a result, the characteristic of CIR

¢(r) can thus be described by the summation of ./'path responses [1]
J
o(r) == Z a;6(T — ;). (2.5)
=1
The overall SIJSO CIR can thus be written as
7
hir) =) ajg(r —)). (2.6)
j=1

Note that, in (2.6), we assume that 7y = 0 and 77 = 7,44, Where 7,4, is the maximum delay
spread of the physical channel.
For a MIMO system with N transmit antennas and M receive antennas, the physical

MIMO channel is thus given by [14]

C(r,0) == Z aap(0f)ar(0])s(r — 1), (2.7)
and
H(7) := Z aar(0f)ar(07)g(r — 7). (2.8)

where a(f) is the array manifold vector and 6f° and 6] are the angle-of-arrival (AOA) and

angle-of-departure (AOD) of the jth path.
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Non-Physical Channel Model

The scatter location, antenna element patterns and geometry and the scattering model
together determine the correlation between elements of H(7), the channel between the trans-
mit and receive antennas. With suitable choices of the above, including a double scattering
model, it can be shown in [14] that the elements of H(7) are independent zero-mean circularly
symmetric complex Gaussian random variables.

We assume that the delay spread in the channel is negligible, i.e., 7,0 &~ 0. Therefore,

the MIMO channel H(7) in (2.8) can be rewritten as

H(r) = (Z ajar(0]' )aT(HjT)> g(r) = Hg(), (2.9)

where
J
H .= ZajaR(GJR)aT(HjT) € CMXN. (210)
j=1

We drop ¢(7) and under assumptions discussed above, With “rich scatters” in the propagation
environment, that is J ~ oo, the elements‘of H(7) = H can be modeled to be circularly

symmetric complex Gaussian with zéro-mean and unit-variance [14]. We then get
H=H, . :=H,, (2.11)

which is the i.i.d. (spatially white) channel.

The non-physical MIMO channel H,, can be restricted to SIMO and MISO channels by
dropping either columns or rows respectively. The respectively resulting vector channels are
h,, with dimension M X 1 for SIMO and hl with dimension 1 x N for MISO.

So far we have considered only Rayleigh fading in describing the wireless channels. In
order to simulate a wireless channel with different degrees of scattering richness, we introduce
the well-known Ricean model. In such the mode, there are an LOS component between the
transmitter and receiver. The MIMO channel may be modeled approximately as the sum of

‘

a “deterministic (or specular)” component and a “variable (or scattered)” component:
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e Specular Component: Illuminates the entire array and is thus spatially deterministic

from antenna to antenna.

e Scattered Component: It is Rayleigh distributed and varies randomly from antenna

to antenna.

Notice that the Ricean model implicitly assumes that the scattering terms on different
antennas are fully uncorrelated and that, therefore, the only source of correlation among the
array antenna is the deterministic component. With the Ricean C-factor defined as the ratio

of deterministic-to-scattered power, the channel response is given by [12]

[ K [ 1
H := K—HHS,JJF K—HHSCECMXN, (2.12)

where
H,, := az(0%)ar(0") € CM*N, (2.13)

is the specular component, which can be obtainéd from (2.10) by setting “J =17 and oy = 1
as Hy—y, and Hy. := H,, is the scattered'¢component given in (2.11), i.e., “J &~ 00” in (2.10).
Note that in (2.12), the Ricean K-factor k. =07 corresponds to a pure scattering channel
(Rayleigh fading), while “C = o00” corresponds to a pure specular channel (non-fading).
Again, the MISO and SIMO channels can be easily obtained from (2.12) by dropping either
columns or rows, respectively. Specifically, the specular channel response can be rewritten

in a general form as
H .= th; = aRaR(OR) . aTa%(GT) € CMXN, (214)

which is a “keyhole” channel [13], where hy := arag(#%) € C" and hy := arap(07) € CV
are the channel vector from the keyhole to the receive antenna array and the channel vector
from the transmit antenna array to the keyhole, with ar and ar being the fading gains

assumed to be i.i.d. complex Gaussian with zero-mean and unit-variance. The envelope of

each element of H in (2.14) is double Rayleigh distributed and rank(H) =1 [13].
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2.2.3 MIMO Sampled Signal Model

This section presents the MIMO sampled (discrete time) signal model in conjunction with
TDMA systems over the frequency selective and frequency flat fading channels. We directly
express the discrete time received signal model, in baseband form, from the continuous time
relation described in Section 2.2.1.

Remark: For TDMA systems, we assume that the channel bandwidth is B. = 1 Hz
and the symbol period is T" = 1 second. We also assume in the SISO and SIMO cases
that the average transmit symbol energy is FE,. Since T' = 1 second, Fj is thus also the
transmit power Pr. As a result, we shall refer to Pr in conjunction with TDMA systems
interchangeably as energy or power throughout this thesis. For MISO or MIMO channels,
we assume that the average total transmit power per symbol period is constant and therefore
the symbol power per antenna is reduced by the number of transmit antennas N, i.e., the
average total transmit power per symbol per antenna,is Pr/N. On the other hand, assume
that the AWGN is modeled as independent circularly symmetric complex Gaussian random
variable with zero-mean and variange o2. Due to B, =1 Hz, the noise power o2 in the band
is the same as spectral power density Wg.. As a result, we interchangeably refer to o2 as noise
power or noise spectral density.

Consider a MIMO system with N transmit antennas and M receive antennas. In to order
to facilitate discrete time processing, the received signal of dimension M x 1 (discrete time

version of (2.2)) is sampled with symbol rate at ¢t =ty + kT, k = 0,1, ..., to yield

y(k) = &iann(/ﬂ)ﬁLv(k)
N

Pr
=/ Hx(k) +v(h), (2.15)
where
H = [Hl, HQ, N ,HN]
= [H(0),H(1),...,H(L)] € "N+, (2.16)
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is the discrete time MIMO space-only (SO) channel matrix with
H, := [h,(0),h,(1),...,h,(L)] € CM*E+D n=1,2...,N, (2.17)

being the SO channel matrix associated with the nth transmit antenna, and

() his() ... han(D) |
H(l) = hQ’?(l) hQ’f(l) h“_V(l) c CM*N 1=0,1,....L, (2.18)
| haial) hara(D) . hagn(D)

being the [th symbol sampled MIMO channel matrix. L is the channel order (in symbols)
assumed to be the same for all n, and h,(I) € C", [ =0,1,..., L, is the SO symbol response

channel vectors. In (2.15),
Xu (k) = [wn(k), za(k = 1), ..., 2 (k2B)] € CTHY, (2.19)
is the symbol sequence vector from-the nth fransmit antenna, and

x(k) = [wo(k),@s(k), .. on(k)srilhm L)y 2ol — 1), . on(k —1),.. .,

(k= L+1), 25k = L%, cciian(k — L+ 1)]" e ¢VEHD, (2.20)

is the transmitted symbol vector over N antennas. Finally, v(k) is the noise vector having
the same structure as y (k).
The K contiguous samples of the received signal can be stacked and written as an M K x1

ST signal vector

Ye(k) (k= 1),y (k= K +1)]"

\/FTZHCHXM k) + v(k)
\/%chc(k) + v.(k), (2.21)
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where v (k) is the noise vector having the same structure as y.(k),

[ h,(0) (1)
H, 0 h, (0)
i 0

0 hy(0) hy(1)

h, (L) |

is the ST block Toeplitz channel matrix associated with the nth transmit antenna, for n =

1,2,....N,
[ H(0) H() H(I) O
w | © EO) HO H(L)
0 O H(0) H()

H(L)

c CMKXN(L—l—K), (223)

is the discrete time (MIMO) ST block Toeplitz channel matrix over N transmit antennas

and

Xen(k) = [20(k), To(k — 1), 2@l K HE)|" € CMF, (2.24)

xe(k) == [x(k),x(k —1),... . x(k—F =K+ 1)F'e cNUE+K), (2.25)

with x(k) being defined as (2.20).

For a frequency flat channel, H(l) = 0 for [ # 0 and denoting H(0) by

hip  hig
hay  hoo

H:=
| By hare

hin

h2N
’ GCMXN,

hor,n

(2.26)

the MIMO (SO) sampled signal model can be simplified to an M x 1 vector

(2.27)

(2.28)



2.2.4 MU MIMO Sampled Signal Model

So far we have only considered MIMO systems for a single user model (one transmitter
and one receiver) with multiple antennas at either or both ends. These models can be
extended to MU MIMO channels. In the multiple access channel, assume that N transmit
antennas are located at each of () active users and M receive antennas are placed at the base
station. Here we only show the frequency flat channels. Extensions to frequency selective
channels are readily possible. In such a system, the M X 1 received signal vector can be

expressed as

y(k) = Z[qu ) + v (k)

= Hx(k) + v(k), (2.29)

where P, is the transmit power of the ¢th_user,

P Py Py

N 1 N 25 ) N

H:= 4 b AR (2.30)

is the MU SO MIMO channel matrix with"H, having the same structure as (2.26) and
x(k) := [xT(k), x5 (k), ..., x5 (k)| Ier@H: (2.31)

with x,(k) having the same structure as (2.28).

2.3 Channel Capacity

This section studies the fundamental limit on the SE that can be supported reliably
in ST wireless channels. We discuss the capacity of ST channels for the cases: channel
unknown and channel known to the transmitter (perfect channel knowledge at the receiver
is always assumed), both over the frequency flat channels. We first introduce the SISO
channel capacity and then study the capacity of a MIMO channel and note that SIMO and
MISO channels are sub-sets of the MIMO case.
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The maximum information rate that can be used causing negligible probability of errors
at the channel output is called the “channel capacity”. The channel capacity for AWGN
channels was first derived by C. Shannon in 1948 [92]. With a band-limited channel, the
capacity is measured in information bits per second. It is common to represent the channel
capacity within a unit bandwidth of the channel. The channel capacity is then measured in
bits/sec/Hz (or bps/Hz).

It is desirable to design transmission schemes that exploit the channel capacity as much
as possible. Representing the input and output of a memoryless (frequency flat) channel

with the random variables X and Y respectively, the channel capacity is defined as [93]

C = m(ai(I(X; Y), (2.32)
where
I(X;Y):=HY) - H(Y|X), (2.33)

is the mutual information between=Xand ¥, with #(Y¥.) and H(Y'|X) being the differential
entropy of Y and differential conditional entropy of Y’ with knowledge of X given, respectively
[93]. The entropy of a random variable.can be deseribed as a measure of the uncertainty
of the random variable. In (2.32), it states that the mutual information is maximized with

respect to all possible transmitter statistical distributions p(z).

2.3.1 Channel Unknown to The Transmitter
SISO Channel Capacity
For a SISO system, the ergodic (mean) capacity of a random channel can be expressed
as [93]
C:.= E{ max Z(X; Y)} , (2.34)
p(z):P=1
where P := E {|z(k)|?} is the power of a symbol transmitted over the channel and E{-}

denotes the expectation over all channel realizations. The capacity defined in (2.34) is
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the maximum of the mutual information between the input and output over all statistical
distributions on the input symbol that satisfy the power constraint. From (2.34), the ergodic

capacity of a SISO system with a random complex channel gain h is given by [9], [10]

C = E{log2 <1+ i—g|h|2>} = E{log, (1 +plh|*)}, (2.35)

where p := IT is the average SNR at the receiver branch [6], [62], [65], [68]. Assuming that

v

the channel gain is one, i.e., h =1 yields

C =log, (1+p). (2.36)

MIMO Channel Capacity

Consider a MIMO system with N transmit antennas and M receive antennas (see (2.27)).

The capacity of random MIMO channel can be expressed as [9]

C:=F { max  Z(x; y)} f : (2.37)
p(x):tr(Rez)=N

where Ry, := E {x(k)x" (k)} is the covarianceé matrix of the transmitted symbol vector x(k)
given in (2.28). With a MIMO channel used, the mufwral information between x(k) and y(k)

in (2.37) can be given as [9]

P,
I(x;y):=F {log2 [det <IM + aQ—?\fHRmHH>} } . (2.38)

Substituting (2.38) into (2.37), we have

Pr
C= max E<log, |det[I +—HRMHH>]}. 2.39
tr(Raa) <N { gQ{ (M oy N (2:39)

Note that the total transmit power is limited to Pr, irrespective of the number of transmit
antennas. Assume that the transmitted symbol vector x(k) is independent of noise v(k)
and the noise is uncorrelated in each receive branch (spatially white). When the channel
knowledge is unknown to the transmitter, it is optimal to use a “uniform” power distribution

[9]. The covariance matrix of x(k) is then given by R,, = I,;, which implies that the
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transmitted symbol z(k) is an i.i.d. random variable with zero-mean and unit-variance. As

a result, the ergodic capacity for a spatially white MIMO channel can be written as [9], [10]

C=E {log2 [det (IM + U];?VHHHH } —E {1og2 [det (IM + %HHH)] } . (2.40)

where H is the MIMO channel matrix given in (2.26) and p := % is the average SNR at

each receiver branch. Consider a MIMO channel with M = N and H = H,,. Using the

strong law of large numbers, we have the result

1 %
~HH" Rt ¥ (2.41)

Therefore, the capacity of this channel in the absence of channel knowledge at the transmitter

approaches
C — M -logy(1+ p). (2.42)

Asymptotically (in N), the capacity of a spatially.white MIMO channel thus becomes deter-
ministic and increases “linearly” withi NV for a fixed SNR. From (2.42), we can also see that
for every 3 dB increase in SNR we-get N bps/Hz increémse in capacity for a MIMO channel
(compared with 1 bps/Hz for a SISO channel (see (2.36)).

By using the eigenvalue decomposition, the matrix product of HH can be decomposed
as HH” = EAE", where E is an M x M matrix which consists of the eigenvectors satisfying
EE? = E”E =1, and A = diag{)\, A2, ..., Ay} is a diagonal matrix with the eigenvalues
A; > 0 on the main diagonal. Assuming that the eigenvalues \;’s are ordered so that

Ai > A1, then we have \; =0if r +1 < i < M, where

r:=rank(H) < min{N, M }. (2.43)
Then the capacity of a MIMO channel can hence be rewritten as

C = E {1og2 [det (IM + %EAEH)] } —F {1og2 [det (IM + %A)] }

= (o (1420} 249
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In (2.44), the second equation holds due to the fact det(I,, + AB) = det(I, + BA) for
matrices A € C™*" and B € C"*™ and E”E = I,,,. Equation (2.44) shows that the capacity
of a MIMO channel is made up by sum of capacities of r parallels SISO sub-channels with
power gains \;, i = 1,2,...,r, and transmit power Pr/N individually as shown in Figure
2.1.

The capacities of SIMO and MISO channels, which are special cases of a MIMO channel,
can be evaluated using (2.44). For a SIMO channel, the channel matrix can be simplified
to an M x 1 vector h = [hy, ho, ..., hy]T such that r = 1 and A\; = ||h||%2. As a result, the

capacity of the SIMO channel is given by

C = E {log, (1 + p|[b|]?)}. (2.45)
Assume that the channel gain is one, i.e., |hy,|? =1, m = 1,2,..., M, so that ||h|> = M.
The channel capacity in (2.45) can be reduced to

C=log,(1+M-7). 3 (2.46)

This implies that an increment of-receive antennas yields only “logarithmic” increment in
capacity over SIMO channels.
For a MISO channel, similarly to the SIMO case, in the absence of channel knowledge at

the transmitter, the capacity of MISO channel is given by

C= E{log2 (1+ %th?)}, (2.47)
where h = [hy, hy, ..., hy]T is the N x 1 channel vector. Again, if the channel gain is one,

then we have

C =log, (1+p). (2.48)
This shows that there is “no improvement” in capacity over a SISO channel. Making a
comparison between (2.45) and (2.47) obviously shows that the capacities of MISO channels
are less than those of SIMO channels when the channel is unknown to the transmitter for

the same value ||h||?. This is because that the transmitter in MISO channels fails to exploit

transmitter array gain when the channel is unknown previously.
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2.3.2 Channel Known to The Transmitter

In absence of channel knowledge, the individual channel modes are not accessible and
that equal transmit power is allocated to each spatial data pipe. Furthermore, if the channel
knowledge is known to the transmitter, from (2.44), the capacity of a MIMO channel is the

sum of the capacities associated with the parallel SISO channels and is given by

C= gE{logQ (1+H%Ai)}, (2.49)

where P; := FE{|z;|*}, i = 1,2,...,r, is the transmit power in the ith sub-channel and

satisfies that

r
> P=N. (2.50)

i=1
Because that the transmitter can access the spatial sub-channels, it can allocate variable

power across the sub-channels to maximize the mutual information. The mutual information

maximization problem now becomes,[9]

Cim _max Y F {log, (HRENN T 251
i=1 ‘

Z:Zl Pi:N
whose solution can be obtained by “using the Lagrangian methods [93]. The optimal power

allocation of the ith sub-channel, P?, is given by [9], [93]

N
P’ = (u— ) , 1=1,2,...,1, (2.52)
pAi )

where p is a constant chosen to satisfy the power constraint (2.50) and (z) denotes

r >0
()4 = : (2.53)
0 <0
The optimal power allocation in (2.52) is found iteratively through the “waterfilling” algo-
rithm [9], [14], [93], and this is shown in Figure 2.2.
For a MISO channel, when the transmitter knows the channel information, all power can

be directly imposed into the single spatial mode (i.e., use the waterfilling algorithm). As a

result, from (2.47), the capacity of the MISO channel in this case can be expressed as
C = E {log, (1 + p|[n|]?)}. (2.54)
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This indicates that the capacity of a MISO channel is the same as that of a SIMO channel
for the same value ||h||%>. As in SIMO channels, MISO channels offer only a logarithmic

increment in capacity with the number of antennas.

2.3.3 Outage Capacity

The ergodic (mean) capacity described in Section 2.3.1 and Section 2.3.2 defined is defined
as the average of the maximal value of the mutual information between the transmitted
symbol and received signal, where the maximization was carried out with respect to all
possible transmitter statistical distributions. Another measure of channel capacity that
is frequently used is the outage capacity. With outage capacity, the channel capacity is
associated to an outage probability. If the channel capacity falls below the outage capacity,
there is no possibility that the transmitted symbol can be decoded with no errors.

Outage analysis quantifies the level of performance (i.e., capacity) that is guaranteed
with a certain level of reliability. Define the ¢% outage capacity Coy, as the information

rate that is guaranteed for (100 — )% of the'channel realizations [9], that is,
Prob (C < Coutg) = q%. (2.55)

In this case, (2.55) represents an upper bound due to the fact that there is a finite probability
g that the channel capacity is less than the outage capacity.

Example 2.3.1: Figure 2.3 (a) and (b) respectively show the ergodic capacity and 10%
outage capacity of several antenna configurations as a function of SNR p. As expected, the
ergodic/outage capacity increases with increasing p and also with N and M. From Figure
2.3 (a) and (b), we can see that the ergodic/outage capacity of a MIMO channel is much
greater than the others. Note that the ergodic capacity of a SIMO channel is larger than
that of a MISO channel as the channel is unknown to the transmitter, which follows from
(2.45) and (2.47) for the capacity of SIMO and MISO channels respectively, where SIMO

outperforms MISO.
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Example 2.3.2: Figure 2.4 shows the complementary cumulative distribution function
(cedf) capacity of several antenna configurations at SNR, p = 10 dB. Again, as observed, the
capacity of a MIMO channel is much larger than the others, and the capacity of a SIMO
channel is greater than that of MISO channel as the channel knowledge is not available
at the transmitter, which consists with the results in Figure 2.3. However, as the channel
knowledge is available at the transmitter, the capacity of a SIMO channel can equal to that
of a SIMO channel. This shows that under the same antenna configuration, the capacity
of that has the channel knowledge at the transmitter can larger than that without channel
knowledge at the transmitter. Moreover, compared with Figure 2.3 (a), we find that the
ergodic capacity is the mean information rate and may equal to the median information rate
(50 percentile). On the other hand, the 90 percentile cedf capacity will be the 10% outage

capacity shown in Figure 2.3(b).

2.4 Space-Time Block Coding

As mentioned in Section 1.2.2, when-the number of antennas is fixed, the decoding com-
plexity of STTCs increases exponentially as-afunction of the diversity level and transmission
rate [49]. In addressing the issue of decoding complexity, we will mainly focus on the STBC
techniques due to its very simple coding structure and linear processing for ML, decoding
at the receiver. In what follows, we first give a general framework for linear STBCs over
a frequency flat fading channels. Then we introduce the orthogonal designs of the STBCs
and ML detection of such the orthogonal based STBCs (O-STBCs). Finally we discuss the
performance of the O-STBCs.

2.4.1 General Framework for Linear STBC

Consider the MIMO sampled signal model (2.27). The data stream s(k), in general

complex-valued, is divided into blocks of L consecutive symbols to obtain s;(k) := s(Lk +
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l—1),1=1,2,...,L, is encoded over successive K symbol periods to form the N x K ST

codeword [4], [62], [65]. The L x 1 input symbol vector to ST encoder is thus given by
s(k) = [s1(k), s2(k),...,s0(k)]" € C", (2.56)

and the N x K output matrix of ST encoder (or called the codeword matrix) is given by

) m(k+1) ... sk E—1)
_.CL'N(k) .CL'N(k—i-l) .CUN(k—i-K—l) |

= > As(k), (2.57)

where A; € CV*K is the ST “modulation matrix” [65], §(k) := Re{s;(k)} for i =1,2,...,L

and §;(k) :=Im{s;_p(k)} for | = L+1,L42,...2Lsi.e., s;(k) := §;(k)+ 7S+ (k). Therefore,
s(k) is used to construct the ST céddeword X(k) accofding to some specific designs. Since

the total L symbols are transmitted over K _symbol periods, the code rate of linear STBC is

L

s(k) —» X(k): R:= % <1. (2.58)

Note that the variance of §/(k) is E {|§l(k)|2} = 1/2 regardless of symbol constellations.
Also notice that the complex-valued modulation matrices {A;}L | are used to spread the
input information symbol over NK spatial-temporal dimensions. The real and imaginary
part of each input symbol s;(k) is modulated separately with the matrices A; and Ay . In
particular, splitting the source symbols into the real and imaginary parts will also unify both
the problem formulation and the underlying analysis, regardless of the symbol constellations.

Collecting y (k) over K symbol periods at the receiver yields the M x K ST signal model

Y(k) = [y(k),y(k+1),....y(k+ K —1)] = \/%Hx(k) +V(k), (2.59)

where H is the M x N MIMO channel matrix defined in (2.26), and V is the noise matrix

having the same structure of Y (k).
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To meet the total transmit power constraint, the ST modulation matrix must satisfy [62],

[65]

A2 = tr (A A]T) = % 1=1,2,...,2L, (2.60)
such that

E {tr (X(k)X"(k))} = NK. (2.61)

To facilitate the detection process and further analysis, it is common to rely on an asso-
ciated equivalent “vectorized” linear model [62], [65]. Specifically, let us split each received
signal vector y(k +1i), i = 0,1,..., K — 1, and the transmitted symbol block s(k) into the

respective real and imaginary parts to obtain

5k +1) == [Re {y"(k + i)} Tm {y"(k +i)}]" € R*M, (2.62)
and

5(k) := [Re {s"(k)} Im {s"(k)}]" € R~ } (2.63)
Associate with the MIMO channel matrix H, we form the following augmented matrix

H:=Ix @ H ¢ R2FM*2KN (2.64)

where

5 Re{H} —Im{H
H:= {H} {H} c R2Mx2N (2.65)

Im{H} Re{H}

and the notation ® stands for the Kronecker product. Also, define the matrix

a & al
() £(2) +(2)
_ a a L. A
A=| " 7 2| e REENXAL (2.66)
~(K ~(K ~(K
a0 Al Al |
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(k) " o’
a®) = [Re{al } Im{al }] eR?N, k=12 K, (2.67)

with agk) € CV denoting the kth column of the matrix A;. Then the “complex-valued

matrix” signal model (2.59) can be rewritten, after some manipulations, as the following

2KM x 1 “real-valued vectorized” signal model

ve(k) == [37(k), 5" (k+1),..., 5" (k+ K —1)]" = \/%Hcé(k) + v (k), (2.68)

H, := HA ¢ R?KMx2L (2.69)

is the equivalent concatenated MIMO channel matrix induced by the ST codeword X(k)
(essentially, the modulation matrices {A;})sand v.(k) is the corresponding noise vector
having the structure of y.(k).

To detect all transmitted symbols based on(2.68); it is typical to further reduce the
dimension of the observed signal vector y(kj-through pr;)per linear combination of its entries
(ST linear combining). More precisely, this is doné by multiplying both sides of (2.68) from

the left by H! to yield the 2L x 1 “matched-filter (MF)” signal vector

P
z(k) .= H 'y, (k) = ,/WTFg(k) +v(k), (2.70)
where
F := H'H, ¢ R**?F (2.71)

is the matched-filtered channel matrix (MFCM) and v (k) := H v.(k). Based on the MF sig-
nal vector z(k), we can detect the unknown symbols over an observation space of a relatively

small dimension. We will hereafter rely on the filtered model (2.70) for detection.
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MU Framework

Consider a QQ-user STBC system with each user terminal comprising N transmit antennas.
Collecting y (k) over K successive symbol periods, we have the following ST signal model

(assuming that the @ users are symbol synchronized®)

Q
Y(k) = [y(k),y(k+ 1), y(k+ K-1)] =3 \/%Hqu(k) +V(k), (2.72)

where P, is the total transmit power of the gth user terminal, H, € CM*N is the channel
matrix from the ¢th user terminal to the receiver, which is assumed to be static during the K
signaling periods, X, (k) is the ST codeword matrix of the ¢th user having the same structure

as (2.57), and V (k) € CM*¥ is the channel noise.
e Equivalent Vectorized Signal Model

We note that in the MU scenario the signalmpart in the matrix signal model (2.72) is a
linear mixture of the () codeword matrices.;Toward a compatible MU detection framework, it
is common to work with an associated equivalent Vectorjzed linear model that will “restore”
each user’s symbol block. Specifically, let s (k)7:= {541 (k). sq2(k), . ..,sq,Lq(k)]T be the
transmitted symbol block of the gth user;Define®,(k) := [Re {sI'(k)} Im {sg(k)}]T € R
and y(k) := [Re {y"(k)} Im {yT(k)}]T € R*M to be the split real-valued symbol block of
the gth user and the received vector. Associated with the gth user’s channel matrix H,, we

form the following augmented matrix
H, = Iy ® H, € RZMx2KN (2.73)

where
- Re{H —Im{H
H, = tHL} tHL} € R2MX2N. (2.74)
Im{H,} Re{Hg}

!Symbol synchronization is necessary in TDMA based cellular implementations, e.g., IS-136 and GSM,
and 3G TDD CDMA systems such as time division synchronous CDMA (TD-SCDMA). In the literature,
this assumption is commonly made when dealing with uplink interference cancellation in MU MIMO systems

[78], [79], [104], [105], [106]
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Also, with ag{l) denoting the jth column of the matrix A,; and

. Re {a(jl)}
al) .= "1 er® (2.75)

- Y

~(1) (1 ~(1
Al Al A,
52 (2 5(2)
A, = A1 B2 Tt Agp, c R2KNX2L,. (2.76)
~(K) =(K ~(K
i az(z,l) ag,z) ag,Q)Lq 1

Then the matrix signal model (2.72) can be rewritten, after some manipulations, as the

following equivalent vectorized linear model

velk) == [ (), 5" (k+ 1), 3" (i = 1] = Hso(k) + ve(k), (2.77)
where

H, = \/%HlAl, \/%HQAZ, ol \/%HQAQ € RAMx2Lr (2.78)
is the effective channel matrix,

so(k) := [T (k)85 (), ...85(k)]" € R?'7, (2.79)

and v, (k) € R**M is the corresponding noise component. Through linearly combining the

received signal y.(k) with H., we can obtain the MF signal vector
z(k) :== H!y. (k) = Fs.(k) + v(k), (2.80)

where F := H'H, € R*772L7 is the MFCM and given by

Fi, - Fio BATHTHA, - /ZRATHTHGA,
P ... F PPo ATHTH, A, --- LeATHTH,A
Q.1 Q.Q N2 QT QTLA N QTR
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with

B -
F,,:= ]QQquHquAqeRQLNLq, (2.82)

and v(k) := HIv (k). It can be easily shown that
P
Foo= Nq ||Hq||12mI2Lq, (2.83)

with F {||Hq||12p} = NM being the diversity order achieved by the gth user terminal. We

will hereafter rely on the MF model (2.80) for detection.

2.4.2 Orthogonal STBC: Encoding and Decoding
Code Construction of O-STBC

Consider the O-STBC systems as depicted in Figure 2.5. In particular, O-STBCs are a
special example of linear codes, where the codeword X (k) is design to be a unitary matrix,

which has the following “unitary property’ [47].

Theorem 2.4.1. Let X(k) be an N x K ST eodeword-matriz as defined in (2.57). The ST

codewords that satisfy the unitary property
X (k)X (k) = K1y, (2.84)

are called the O-STBC. More specifically, (2.84) holds for all complex {s;(k)} if and only if

K
H — J—
AAL =TIy p=12...20
AAY = —AA p#te pa=1,2...,20 (2.85)
in which {A;} is also an orthogonal design. |

Proof: Based on (2.57) and using (2.85) and the fact |3;(k)|> = 1/2, we have

2L 2L

X)X (k) = Y > (ApA[5(k)3,(F))
= D AASSREE) Y D AALE(K)3,(K)
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2L

+ > AATE (k) (k)

g=1 p=1, p>q
2L 2L 2L
= 2 AR T DL (AA — AAL) 5 (R)5(H)
p=1 p=1g=1, ¢>p
2L
K _ K (1
= 7 > sk Iy = - <§> - (20)Iy = K1y. (2.86)
p=1
The converse is shown in [4] for a complete proof. This thus proves the results. O

Therefore, Theorem 2.4.1 establishes an important link between the theory of orthogonal

designs and O-STBC. For example, the “Alamouti code” [46] is an O-STBC

s1(k s1(k ss(k [ 10 0 —1 ]
] [aw sw ] . "
sa(k) so(k) —si(k) | 01 1 0
:=s(k) =X(k) Aq A,
[ 70| 0 7 _ By
a 5 (k) + 5 (k) (2.87)
15 %Y j 0
—_— ——
A3 A4
in which
X (k)X (k) = 21y, (2.88)

and the modulation matrices { A;}/_, satisfy the properties (2.85). This shows that Alamouti
code is an O-STBC for N = 2. A consequence of this observation is that the Alamouti code
achieves full rate, full diversity as well as simple (decoupled) ML decoding. Another O-
STBCs for different number of transmit antennas N and code rate R have been derived in
[47], [62], [94]. Here we only give some important results of STBC with orthogonal designs.
The detail derivation of constructing the O-STBCs can be found in [47]. In particular, for
real-valued constellations, square codewords (N x N) offering a full rate of R = 1 exist only
for N = 2,4,8. For complex-valued constellations, full rate is achievable only with N = 2.
For N > 2, we always have a codeword with the code rate lower than one, i.e., R < 1. Using

the complex number theory, the “Hurwitz-Radon” problem, it is known that [47], [62], [94]:
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e Rate 1 codes with simple linear processing is achievable for N < 8 for real constella-

tions.

e Rate 1/2 codes with simple linear processing is achievable for N > 2 for complex

constellations.

e Rate 3/4 codes with simple linear processing is achievable for N = 3 and N = 4 for

complex constellations.

Finally, the ST modulation matrices of O-STBCs that satisfy the properties (2.85) will

also meet the total transmit power constraint, i.e.,

E{tr (X(k)XA(k))} = E{tr (ZZApAfgp(k)gq(k)>}

p=1 q=1

= (Z SO AANE {@(k)%(k)})

Pl |
1 2L
— H
= itr (Z ApAq )
p=1
2L
1 K
= §tI' (; ZIN> 5

= NK. (2.89)

which ensures the constraint (2.61).

ML Decoding of O-STBC
To realize a simple (decoupled) ML decoding of O-STBC, we need the following lemma.

Lemma 2.4.1. Let F = H'H, € R**" be the MFCM of O-STBC as defined in (2.71),
where H, € R*M>*2L s given by (2.69). If {A;} satisfy the orthogonal properties (2.85),

then we have
F —_= CYI2L; (290)

where o := X||H||% and ||A||p denotes the Frobenius norm of matriz A. |
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Proof: From (2.68) that the effective signature (priori to matched filtering) is H, = HA.
Accordingly, the MFCM signature is thus H'H, = ATHHA, whose (i, j)th entry, i,j =

1,2,...,2L, can be directly computed as
K

T
fi = > (a”) B'HA ZRe{ HHHa§k>}
k=1
K M
= ZRe{ZhﬁaEk hm}
k=1 m=1
= Re{ [ ak ajk ]hm}
m= =1
= Re{z hf,{AiAfhm}, i,j=1,2,...,2L, (2.91)
m=1

where hT is the mth row of H. Equation (2.91) gives an important observation that the
(i, 7)th element of F fully describing the structure of F is completely characterized by {A,}.
The proof of lemma is thus based on (2.91)."Wesfirst note that the first property in (2.85)
implies that f;; = %fozl ||| = | H}|7; the second property in (2.85), namely, the
matrix AiAf is skew-symmetric for ;% j, guatantees that f; ; = 0. As a result, F is always

a scalar multiple of the identity matrix. O

From Lemma 2.4.1, it follows that for O-STBCs the ML decoding metric can be written

2(k) — \/%Fé(k)

2 2

E = F

| Pr .
= E{||z(k)|’} - 2 WE {Re {z" (k)s(k)}}
o Pr
—F
+ @ LB {0
o Pr S & 2

= «a WE {IIs(k) — 8(k)||*} + const. (2.92)
This shows that the ML decoding of {§,(k)} is equivalent to directly solving 2L scalar
decoding problems, one for each §;(k) based on z(k) through the ST matched filtering (2.70).

Therefore, {5;(k)} can be decoded “independently”, leading to a lower decoding complexity

due to that the noise term is v(k) still white.
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2.4.3 Performance Analysis of O-STBC Systems

Assume that ML decoding is used at the receiver with perfect channel knowledge based

on the received signal Y (k) (see (2.59)). The estimated codeword is

Y (k) — \/%HX(k)

where the minimization is performed over all admissible codewords X (k). An error occurs

A~

X (k) := argmin

2.93
X (k) ’ ( )

when the receiver mistakes a transmitted codeword for another codeword from the set of
possible codewords.

Assume that a codeword X is transmitted. If the receiver uses the ML decoding to
estimate the transmitted codeword according to (2.93), the probability that the receiver
decides in favor of another codeword X(k), given the knowledge of the channel realization

at the receiver, is (also called the pairwise error probability (PEP)) [1]

2

) Py HH (X(k) —X(k)) )
P (X(k) = X(k)‘ H) - Q N3
B 21\ ’ '
where
B := X (k) — X(k) € CMN*K, (2.95)
is the codeword difference matrix. Applying the Chernoff bound [1] we have
. p|HB|;
< —_ . .
P (X(k) = X(k)‘ H) < exp ( o (2.96)

Assuming that H = H,, the PEP averaged, after some manipulations, over all channel

realizations can be upper-bounded as

P (X(k) = X(k) < (det(INiiAJ

T 1 M
- H(H%> , (2.97)

i=1
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where A := BB )\, i =1,2,...,r are the non-zero eigenvalues of A and 7 is the rank of

A. When the SNR is high (p > 1), (2.97) can be further simplified as [47]

P (X(k) = X(R)) < (UA) (ﬁ)M (2.98)

Equation (2.98) shows that the STC gives two types of advantages, namely the “diversity

gain” and the “coding gain” [47]. We have following some discussions.

e Diversity Advantage: G, := rM. Diversity gain is an approximate measure of
power gain of system with space diversity over system without diversity at the same

error probability. This type of advantage determines “slop” of error rate curve.

e Coding Advantage: G, := ([[_, )\i)l/r. Coding gain measures power gain of coded
system over uncoded system with the same diversity, at the same error probability.
This type of advantage determines “horizontal shift” of uncoded system error rate

curve to ST coded one for thé same diversity order.

Equation (2.98) also leads us to the twawell-knoewn criteria for ST codeword construction,
namely the “rank criterion” and the “determinant criterion” [47]. Some discussions about

the ST code design criteria are given as follows.

e Rank Criterion: To maximize “diversity advantage”, it has to maximize the min-
imum rank r of A over all pairs of distinct codewords. In particular, the maximum

rank r means that A has a full rank of r = V.

e Determinant Criterion: To maximize “coding advantage”, it has to maximize min-
imum product []i_, A; of A, which is the non-zero part of determinant of A, over all

pairs of distinct codewords.

It is easily to show that the codeword difference matrix B of O-STBCs is also a orthogonal
design, which means that A has a full rank of » = N. From (2.98), the average PEP in the
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high SNR regime for O-STBCs is thus given by [14]

P (X(k) - X(k)) < (ﬁ) - (ﬁ)_w. (2.99)

Clearly, from (2.99), we can see that O-STBCs extract the full diversity gain of M N.

Example 2.4.1: Figure 2.6 shows the BER performance of STBCs as a function of SNR
p for different number of transmit antennas over a frequency flat MISO channel. Assume
that BPSK modulation is used for Figure 2.6 (a). In this case, the SE of all STBCs are the
same and equals to 1 bps/Hz. We further examine the STBC performance with the SE being
2 bps/Hz and show it in Figure 2.6 (b). In this case, the STBC with N = 2 is the unit-rate
code with QPSK modulation?. But the STBC with N = 3 and N = 4 are the half-rate code
with 16-QAM modulation. As expected, the all BER curves of Figure 2.6 decrease as p and
M increase, showing the diversity advantage provided by STBC schemes. As shown in the
two figures, the STBC with N = 2 provides a better.performance as SNR is small. However,
when the SNR is large, the STBC swith| N =4 will.outperform the others.

2.5 Vertical Bell Laboratories Layered Space-Time

SM scheme exploits the rich scattering wireless channel allowing the receiver to detect
the different data streams simultaneously transmitted by the different antennas. That is,
SM technique uses multiple antennas at the transmitter and receiver in conjunction with rich
scattering environment within the same frequency band to provide a “linearly” increasing
capacity gain in the number of antennas [13], [53], [54]. Therefore, the concept of SM
techniques is different from that of STC techniques, which permit to efficiently introduce
an ST correlation among transmitted data streams to improve information protection and

increase diversity gain.

2For a fair comparison, the most used approach for evaluating the performance is to examine the BER

performance under a given SE constraint [3], [82]
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2.5.1 Spatial Multiplexing Techniques

As mentioned in Section 1.2.3, the SM techniques can be classified into two types, namely
the D-BLAST and V-BLAST. D-BLAST is one of the SM schemes to approach the theo-
retical capacity limit of MIMO systems [54]. However, due to its complex coding procedure
and complicated decoding processing, V-BLAST has been proposed as a simplified version
[55]. In V-BLAST system, channel coding may be applied to individual antennas (layers),
corresponding to the data stream transmitted from each antenna, while in D-BLAST sys-
tem, coding processing is applied not only across the “time” but also to each “layer”, which
implies higher ST encoding complexity. These are depicted in Figure 2.7. From Figure 2.7,
we can see that the essential difference between D-BLAST and V-BLAST is the vector en-
coding process. In D-BLAST system, redundancy between the sub-streams is introduced by
using specialized inter-substream block coding, and code blocks organized along diagonals
in space and time domains leads to higher SEs. .On-the other hand, in V-BLAST system,
demultiplexing followed by independent bit-to-symbol- mapping of each substream, so no
coding is required [10], [11], [54]. From the implementétion advantages of V-BLAST [55],

[56], in what follows we will thus focusion the aspect'of V-BLAST techniques.

2.5.2 Detection Algorithm for V-BLAST Systems

The transmitted data stream s(k), in general complex-valued, of V-BLAST systems is

first demultiplexed into N lower rate substreams, say, s, (k) := s(Nk+n—1),n=1,2,..., N.

)
After coding and modulation processing, each demultiplexed substrem is transmitted simul-
taneously from the N transmit antennas. The substreams are co-channel signals, that is,
they have the same frequency band. Specifically, V-BLAST [54], [55] can be regarded as a
special class of STBCs where the independent data streams are transmitted over different

antennas. Since no any redundancy (correlation) is introduced into the temporal domain of

ST codeword; only encoded in spatial domain by independent streams, the input to the ST
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encoder can be expressed by following N x 1 symbol vector
s(k) := [s1(k), 52(k), ..., sn(k)]" € CV, (2.100)
and the output of ST encoder is thus given by the N x 1 vector
2N
x(k) 1= [0 (k), 2a(k), .., on (BT = [s1(k), sa(k), ., (B)]" = 3 ai(k),  (2.101)
1=1

where the ST modulation matrix A; presented in (2.57) is simplified to an N x 1 vector a,
since K =1 in SM systems. In (2.101), we can see that x(k) = s(k), which means that the
output of ST encoder is just the input to ST encoder. Considering the MIMO systems, the
received signal model can be intuitively written as (2.27)

y(k) = %Hx(k) +v(k). (2.102)

Since N data streams are transmitted simultaneously from different antennas at the same

time, the code rate of SM systems is.thus given by

s(k) »x(k): R=N>1. (2.103)
On the other hand, to meet the total.transmit bower constraint, a; must be normalized as

lay|]? == 1, 1=1,2,...,2L, (2.104)
such that [62], [65]

E {tr (x(k)x"(k))} = N. (2.105)

According to (2.101) and (2.104) and assuming N = 2, we have

s ] [aw ] _[am+smm
s2(k) s2(k) Sa(k) + jsa(k)
—— S——
=s(k) =x(k)
1] 0| J | 0|
= Sl(k) + SQ(k) + Sg(k) + 84(k) (2106)
0 1 0 j
SN—— SN—— SN——— SN——
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Note that the modulation vectors {a;};_, also satisfy the properties (2.85).

At the receiver, each antenna observes a superposition of the transmitted signals, sep-
arates them into constituent data streams, and multiplexed them in order to recover the
original data stream [55], [56]. Receivers for V-BLAST systems can be divided into three
classes: the ML receiver, linear receiver and SIC receiver.

ML Receiver: It is well known that theoretically, the optimal method of recovering the
transmitted signal at the receiver is ML detection algorithm, where the receiver compares all
possible combinations of symbols which could have been transmitted with what is observed

via the following criterion

y(k) — /2L Ex(h)

~ (2.107)

x(k) := argmin
(k) g min

Since the comparison complexity increases exponentially with the number of transmit an-
tennas and the modulation order, it isyvery difficult to be used at the receiver in practice,
which is the main disadvantage of this method.

Linear ZF/MMSE Receiver: The principle of detection processing for ZF/MMSE
receiver is the same as that of beamformer with multiple sources [15].

SIC Receiver: The SIC algorithnm s in igeneral combined with V-BLAST receiver.
Therefore, the SIC receiver is called just as V-BLAST receiver, which is an attractive alter-
native to ZF and MMSE receivers. The SIC receiver provides improved performance at the
cost of increased computational complexity. Rather than just jointly decoding the transmit-
ted signals, this nonlinear detection scheme first detects the strongest transmitted signal,
cancels the effect of this strongest signal from the received signal, and then proceeds to
detect the strongest of the remaining transmitted signals, and so on. Under the assumption
that the channel matrix H is known, the basic steps of the SIC algorithm is summarized as

follows [17], [55], [56] and illustrated in Figure 2.8

e Ordering: Determine the optimal detection order in accordance with some criteria such

as the ZF and MMSE.
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e Nulling: Nulling out all weaker signals to estimate the strongest signal.
e Slicing: Detect the strongest signal.
e (Cancellation: Cancel the effect of the detected strongest signal from the received signal.

Since the SIC algorithm can be combined with ZF receiver or MMSE receiver, it can
accordingly be classified into the ZF V-BLAST receiver and MMSE V-BLAST receiver. The
main difference between the two receiver is the ordering criterion and nulling processing.

We summarize the detection algorithms of ZF V-BLAST receiver and MMSE V-BLAST

receiver.

e ZF V-BLAST Detection Algorithm: [55], [56]

N

Initialization: y,(k) :=y(k), G;:= P—H+, i=1 (2.108)
T
2
Recursion : [; ;= ar i ‘ G;). 2.109
"l € (2109
2, (k)= Wi 5i(E) (2.111)
2y, (k) := Qe (k) (2.112)
P .
Yit1 == Yi | WT (H),, &1, (k) (2.113)
N _
Pr "
i=i+1 (2.115)
e MMSE V-BLAST Detection Algorithm: [95], [96]
Initialization: y,(k):=y(k), H:=H, i:=1 (2.116)
P P !
Recursion : Q :=1--LH"(IHH'+,1) H, (2.117)
N N
li .= ar i dia i)); 2.118
g i (diag (Q:)); ( )
[Pr (Pr -
wi, =\ <WHZ-HZH +a§1> (H;),, (2.119)

o7



2, (k) == wiyi(k) (2.120)

&, (k) = Q (2, (k) (2.121)
Yi+1 == Yi — % (H),, &, (k) (2.122)
H, = H, (2.123)
1:=1+1 (2.124)

where (A); denotes the jth column of matrix A, Q(-) denotes the quantize operator, A;,
denotes the matrix obtained by zeroing columns [y, ...,[; of A;;, and (diag(A)), denotes the

jth element of the diagonal entries of matrix A.

2.5.3 Performance Analysis of V-BLAST Systems

We analysis the BER performance of V=BIZAST systems over the slow Rayleigh flat fading
channels based on the QR decomposition niethod. [97). The M x N MIMO channel matrix

(given in (2.26)) can be expressed as follows through the QR decomposition
H = QR, (2.125)

where Q is an M x M unitary matrix so that Q¥ Q = I,; and R is an M x N upper triangular

matrix
a1 T2 ... TN
0 rgo ... ToN MxN
R = eC (2.126)
0 e 0 MmN

At the receiver, the M x 1 modified received signal after an M x M partially decorrelated

nulling weight matrix W = Q is given by

z(k) = \/7QHQRX k) + Qv (k)
\/7RX )+ v(k (2.127)
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where v(k) := Qfv(k) is the AWGN which has the same statistical distribution as that of

v(k). From (2.127), the modified received signal at the [th layer can thus be written as

P
z(k) = WTTl,lxl(k) + vy(k) + interference from x;,1(k), z142(k), ..., zn (k).  (2.128)

Assuming that the decisions of {z;(k)}Y,,, are correct, so that the effects of them can be

perfectly removed from the [th layer z/(k), yields the decision variable of the [th layer

Bi(K) = \[ (k) + (). (2.120)

Since there is no any correlation is introduced in temporal domain of ST codeword for
V-BLAST systems, the PEP of the [th layer P (z;(k) — #;(k)) is the probability that the
decoder decides as its output Z,(k), when the transmitted symbol of the Ith layer was in fact

x(k). This scenario occurs if

.ffl(k) - \/%m,lxl(k) = ~[(I€) = \/%Tl,ﬂ’\?l(k) 5 (2130)
or equivalently, it can be rewritten-as
2Re {\/%@l(k)ru (I,L’l(k) - i‘l(k))} 2 ‘ \/%Tu (l‘l(k) - Ii’l(k))
PT 2 ~
= S k), &u(k)), (2.131)
where
&2 (a(k), 1(k)) = |riy (a(k) — @(k))]?. (2.132)

For a given H (or equivalently the matrix R), the left hand side of (2.131) is a Gaussian
random variable with zero-mean and variance (%) d? (z1(k), 2:(k)). As a result, applying

the Chernoff bound, the conditional PEP for a given H is upper-bounded by

P (n(k) = (k)| H) < exp (—PTd o W”)

2 A 2
< exp( plrul |xé(]$) fu(k) ) (2.133)
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where |r;;|? is a sum of 2(M —1[) Gaussian random variable with zero-mean and variance 0.5,
that is, |r;]?* is chi-square distribution with 2(M — [) degrees of freedom. Assuming that
H =H,, the PEP averaged, after some manipulations, over all channel realizations can be

upper-bounded by

P (@(k) = (k) = F{P (a(k) = au(k) | H))
< 5 fup (L0 EGD)

8N

2 2 i'l —=(M-1)
- {1+pd ( gj\)[ (k))} . (2.134)

Equation (2.134) shows that the average PEP of the first (worst) layer of V-BLAST is
inversely proportional to the (M — N + 1)th power of SNR, and the Mth power SNR for
last layer. This implies that in V-BLAST system different layer has different diversity order,
ranging from M — N + 1 to M (from the fitst, layer to the last layer), which mean that a
diversity order for a later detection stage ispmere.than that for an earlier one.

Example 2.5.1: Figure 2.9 shéws the BER, performance of ZF V-BLAST detection as a
function of SNR p with N = M =4 over-a-frequéncy, ffat MIMO channel. For comparison,
we also consider the linear ZF receiver and ML receiver. Assume that BPSK modulation is
used. As shown in Figure 2.9 V-BLAST receiver provides a reasonable tradeoff between the

BER performance and computational complexity.
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Figure 2.1: Tllustration of decomposing a MIMO channel H into parallel SISO channels when

the channel is known to the transmitter and. receiver:
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Figure 2.2: Illustration of water filling algorithm.
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Chapter 3

An OSIC Based Reduced-Rank

MIMO Equalizer Using Conjugate

Gradient Algorithm

3.1 Introduction

This chapter presents a reduced-rank (RR) (partially adaptive) MIMO MMSE DFE
based on the generalized sidelobe canceller (GSC) technique [23] and a simple algebraic
criterion for determining the blocking matrix of the GSC. First, the DFE is developed using
the direct matrix inversion method for detecting each user signal, and suffers a certain
performance degradation at high SNR due to a limited diversity order [59]. The work is then
extended with significant improvements in system architecture, computational complexity,
and performance. In particular, the multi-stage OSIC is introduced, and RR processing is
incorporated with the aid of channel information in which a reduced size blocking matrix is
chosen judiciously via the conjugate gradient (CQG) algorithm [97], [98]. The CG algorithm

is an iterative method for solving a system of equations and employed to obtain a set of basis
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vectors for best representing the solution. The RR adaptive FF weight vector is obtained
by working with a partial set of basis vectors representing a reduced size blocking matrix
of the GSC. In general, the number of basis vectors required is approximately equal to the
effective rank of interference subspace (i.e., number of effective interferers). With successful
interference cancellation at each stage of OSIC, the number of iterations required for the
convergence of the CG algorithm can be reduced stage-by-stage due to the progressively
smaller interference subspace. Since the optimal weight vector is given as a by-product of
the CG algorithm, computationally intensive matrix inversion due to a large data dimension
can be avoided entirely, leading to a low complexity implementation. In summary, the
contributions of the proposed method are two-fold: (1) The incorporation of the OSIC and
CG algorithms leads to an efficient new implementation of the high dimensional MIMO DFE
(2) The incorporation of the GSC and CG algorithms offers an effective new strategy for RR
realization of DFE. It is ascertained byrcomputer simulations that the proposed RR MIMO
DFE can indeed achieve nearly the same performance as the full-rank MMSE equalizer under
moderate conditions. ‘

The rest of this chapter is organized as follows. Section 3.2 describes the MIMO channel
and signal model. Section 3.3 explains the OSIC based MIMO MMSE equalizer. Next, a
new ordering strategy and GSC equalizer for ISI suppression is proposed in Section 3.4. In
Section 3.5, an OSIC based RR GSC DFE is developed using the CG algorithm. Finally,

Section 3.6 shows simulation examples, and Section 3.7 concludes the chapter.

3.2 MIMO Channel and Signal Model

Consider an MIMO wireless communication system with N inputs (i.e., N transmit
antennas) and M outputs (i.e., M receive antennas) over the frequency selective multipath
channels. N substreams x,(k), n = 1,2,..., N, from the transmit antennas are passed

through the MIMO channel, which is assumed to be frequency selective, to produce M
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received signal y,,(¢) (in baseband format), m = 1,2,..., M. Sampling y,,(¢)’s at t = kT,
where T is the symbol period, and putting them together yields an M x 1 space-only (SO)
signal vector (2.15). In (2.15), the entries of h,(l)’s are assumed to be i.i.d. zero-mean
complex Gaussian and are stationary over the processing period of interest, and x, (k) is
i.i.d. with zero-mean and unit-variance. Finally, v(k) is the noise vector whose entries are

assumed to be temporally and spatially white with the same power o2.

3.3 OSIC Based MIMO MMSE Equalizer

An OSIC based MIMO equalizer for the scenario considered consists of N successive
stages, the first two of which are illustrated in Figure 3.1. The structure at each stage is
a multi-dimensional single-user DFE that consists of a set of Kg-tap T-spaced feedforward
filters (FFF’s) and a Kp-tap T-spaced feedback filter (FBF). At the first stage, the input
to the FFF bank is y(k) and the input to-the EBEis the detected symbol of a specific
substream &, (k — d), with an optimally chosen delay of d symbol periods. The choosing of
d depends on Ky and Kp, and is typically d =Kp — 1 for Kz = L [99]. For ST processing,
K successive signal samples are collected-and concatenated into an M Kr x 1 ST signal
vector (2.21).

At a certain stage j, the detection algorithm of the OSIC based MMSE DFE can be

summarized as follows [59] (with stage index j omitted for brevity):

e Ordering: Select the best substream n from all of undetected ones in the MMSE sense:

Pr

gp =1 N hﬁ{pr,nR;;nhc,p,ﬂ,n, (3.1)
where
P
R,y = WT (HFnHHFn + Z Hc,qH§q> + 021 € CMER<MEKR, (3.2)
a#n
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is the correlation matrix of y. r,(k), which is the signal vector of the FFF part, H. s,
consists of the first d + 1 columns of H,,, and h,,,, is the (d + 1)th column of H,,.

Note that, in (3.2), the summation is over the “yet-to-be-detected” substreams.

Weight calculation: Determine the FFF weight qr, € CMEF and FBF weight qp, €

CKB of the nth substream:

Pr__
qF,n = WRC}thc,pr,n
-1
| P P
= FT <WT Hc,F,anF,n + Z HC,I]HEQ) + 01211 hC,PT‘J“ (33)
q#n
Pr g
adBn — WHc,pa,an:n
—1
P P,
- WT fpa,n (WTHC,F,anF,n w2 Z HC,QHg{q) " 031 hc,p’"’” (3'4)
g#n

where H, ,,, consists of the {d 4 2)th to {d +1 + Kp)th columns of H,,.

Extraction: Extract the nth substream: 2, (k)= qf ,yen(k) — qff ,Xpn(k), where

Xpn(k) = [En(k —d— 1), 2,(k —d =2),."" 3, (k — d — Kp)]T € CFs,
Detection: Make a decision 2, (k — d) on z,(k): ,(k — d) = Q(2,(k)).

Interference cancellation: Remove the contribution of the nth substream &, (k) (includ-
ing its ISI) from the received signal: y.,(k) — H.X.n(k), where y,, (k) is the input

signal vector to the current stage.

A~

In practice, at a certain stage, the SO channel matrix H,, can be estimated as H,, with

the aid of training symbols by using the direct sample average or least-squares method [15].

With H,, obtained, the ST block Toeplitz channel matrix I:ICn can then be obtained directly

from H,, according to (2.22).
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3.4 New Ordering Strategy and GSC Equalizer

The main computational complexity of the OSIC based MIMO MMSE DFE described in
Section 3 involves the determination of the ordering of substream indices, and computation
of the corresponding weight vectors [59]. These steps require a computational complexity
of order O(N?M3K?%) [59], which may be too high if the FFF dimension M Ky and/or the
number of transmit antennas N is large. To reduce the complexity, a simplified ordering
strategy is presented, and an RR implementation of the MMSE DFE is proposed based on
the generalized sidelobe canceller (GSC) technique [23], [100].

3.4.1 SIR Based Ordering Strategy

In the OSIC procedure, data streams are detected according to a specific ordering metric.
With interference cancellation successfully performed, the system performance is affected
mainly by the order in which the substreams are detected. The ordering metric as described
in (3.1) is developed based on the-MMSE ecritérion, and is computationally intensive if the
ST dimension is large due to the repeated matrixinversions required at each stage. A simple
alternative ordering metric without neéding-any matrix inversion is here suggested based on

the signal-to-interference ratio (SIR) measurement:

2

’7 R ||hc,pr‘,n
tr (Hf unHe, fun) + D T (H?quc,q) ’

(3.5)

where H, f,, , consists of the first d columns of H,,,, and tr(-) represents the trace operation
of a matrix. Again, the summation in (3.5) is over the yet-to-be-detected substreams. The
substream (assumed to be the nth) to be detected can then be chosen at each stage with the
largest SIR, measurement. Note that the proposed SIR based ordering can be determined
entirely by the channel information. The proposed SIR based ordering strategy can be shown
to provide better performance (lower BER at the same SNR) for a large fading variation

among different transmit antennas. This will be demonstrated in the simulation section.
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3.4.2 GSC Realization of MMSE DFE

The GSC is essentially an indirect but simpler implementation of the MVDR receiver [23].
It is a widely used structure that allows a constrained adaptive algorithm to be implemented
in an unconstrained fashion. Under the GSC formulation, the FFF weight vector qr, =

P—]\?Rc_}’nhc,pr,n for the selected substream at a certain stage j can be represented as

| Pr
qrn = W (hc,pr,n - Bnun) > (36)

CMKFX(MKF—I)

where B, € is the blocking matrix satisfying

B/h.,., = 0. (3.7)

The goal is to choose the adaptive weight vector u, to cancel the “precursor” ISI (with the
FBF qp,, canceling the postcursor ISI as generally assumed) and CCI. This means that the

adaptive weight vector u, € CMEr~Lijs designed in.accordance with the following MMSE

problem [23]:
. H HpH 2
ngln E {‘hc,pr,nyC,F,n(k) - u, Bn yC,F,n(k)‘ } ) (38)
where
yqﬂnug;:1ﬂqﬂnxﬂnug4—§:q}LWXQAk)4-v4kL (3.9)

is the M Kp x 1 signal vector of the FFF part whose correlation matrix is R, p,, and
Xpp (k) i= [ (k), 20 (k — 1), ..., 2, (k — d)]" € CL, (3.10)

Note that, in (3.9), the summation is over the “yet-to-be-detected” substreams. Since
h!  ¥ern(k) contains both the signal and interference and uB[y. (k) contains the
interference only, the resulting u,, will cancel the interference in order to minimize the MSE.

Solving (3.8) leads to:

P _
u, = WT (BPR, r.nB,) " BPR. pnbeprn, (3.11)
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and thus

| P, _
arn = WT [ - Bn (B{;IRC,F,an) ' B{ch,F,n] hc,pr,n- (312)

This is called the direct-matrix-inversion (DMI) implementation of the full-rank GSC DFE.
The above development represents an alternative realization of the FFF part, and do not
make any change to the structure of the FBF part of the MMSE DFE. In fact, straightforward
mathematical manipulation can show that the GSC DFE is equivalent to the MMSE DFE
up to a scalar multiple.

In the DMI implementation, the computation of the adaptive weight vector in (3.12)
involves the inversion of BYR, r,,B,,, which is (MKr — 1) x (MKp — 1). To alleviate the
high computational load due to a large M Kr, an RR GSC is proposed which uses only a
portion of the available degrees of freedom offered by the adaptive weights. Specifically, the
RR techniques can be employed to reduce the size of B,, or dimension of u, [23]. In the
following, a simple and effective RR:technique is proposed which is suitable for the MIMO
DFE.

3.5 OSIC Based Reduced-Rank GSC DFE Using CG
Algorithm

An OSIC based RR GSC working with a DU-dimensional (DU) < MK for all j)
adaptive weight vector u, € P at the jth stage can be obtained through the use of a
transformation matrix T, € C(MKr=1)xD% [72]-[74]. This leads to a reduced size blocking
matrix

B, := B, T, € CMKrxP? (3.13)

as illustrated in Figure 3.2. The criteria for the selection of T, include: (i) B,, should have
as few columns as possible (ii) IST and CCI should be retained as much as possible in the

lower branch of the GSC. Criterion (i) is for complexity reduction and (ii) is for optimal
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mutual cancellation of ISI and CCI in the upper and lower branches [75]. Criterion (ii) is
equivalent to saying that a reduced size blocking matrix should be chosen such that the
upper and lower branch outputs of the GSC have a large cross-correlation [75]. Since the
lower branch contains no signal, the only way to maximize the cross-correlation is to retain
as much ISI and CCI as possible in the lower branch. By doing so, a maximum mutual
cancellation of interference can be achieved between the upper and lower branches. In the
following, an efficient method for finding T, is developed based on the “conjugate gradient
(CG)” algorithm, which can also avoid the inversion of BIR, z,B,, € CMEp=1)x(MKr=1) |y

giving u,, as a “by-product”.

3.5.1 Realization of Reduced-Rank GSC by CG Algorithm

It is observed from (3.11) that u, can be considered as the solution to the following

system of equations:
B{ch,F,anun = B{;IRC,F,nhc,pr,na (314)

based on which a method is proposed in which the/0G algorithm [97], [98] is employed to
obtain an (MKp — 1) x DY) transformation matrix T, and a D-dimensional RR weight
vector u,, simultaneously. The CG algorithm is an iterative algorithm for solving the system
Ax = b, where A is a Hermitian and positive definite matrix. In particular, x is obtained
as a linear combination of a set of solution basis vectors generated at different iterations.
An RR solution can thus be easily constructed by terminating the iterations at some stage,
and working with a partial set of basis vectors [97]. Along this line, consider executing the

CG algorithm for DU) iterations, as delineated in Table 1, in which:
A :=B'R,,B,,

b:=B/R.ruhcprn. (3.15)
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After DY) iterations, the solution is approximated as

D)

u, = U, pG) = E an,itn,i = Tnan; (316)
i=1

where «,,; and t,; are the step-size and search direction, respectively, at the ith iteration.

It is easily seen from Figure 3.2 that
Ty = [tutstno, s by piny] € CEE-DXDE (3.17)

is the transformation matrix, and

T ()
u, = a, = |:O[n71, Ap2y.e., an,D(j)] € CD ! 5 (318)

is the desired RR solution.
According to the CG algorithm, the range space of T, is equal to the “Krylov” subspace
described by [97]

range {T,} = span {b, Ab,A%b | A(D(j)‘l)b} , (3.19)

which is the best D)-dimensional representation of the Wiener solution [74]. Since A and b
represent the ISI/CCI correlation matrix and cross-correlation vector after signal blocking,
we can conclude that B, = B, T,, somehow represents a best reduced size approximation to
B,, in the sense that the ISI/CCI can be sufficiently retained at the lower branch of the GSC.
This is also confirmed in [75] that T,, can maximize the cross-correlation between the upper
and lower branch outputs of the GSC, as dictated by RR processing. Another interesting
property derived from the CG algorithm is that the columns of T,, satisfy the A-conjugacy

property [97]:
to At,; =0, l+4, i,l=1,2,...,DY, (3.20)

which implies that the DY) outputs from Bn = B,, T, in Figure 3.2 are mutually uncorrelated.

Replacing B,, by B,, in (3.8)-(3.11), and solving for u,,, we have

P _
@, = /5 (T/BIR.r,B,T,) "TIBIR, puh s (3.21)
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which, from (3.20), involves the inversion of a diagonal matrix such that

P tsziIRc nhc M ;
g = || o TP i=1,2,...,DY), (3.22)
N tn,an RC,F,antn,i

where @, ; is the 7th element of u,,. It can be shown, after some manipulation, that @, ; = o, ;
in Table 1, which confirm the earlier assertion of @, = a,, in (3.18).

Recall that DU) is the number of iterations in the CG algorithm and represents the
“dimension” for RR processing at the jth stage. According to GSC, D) should be chosen
to be the smallest number that ensures effective interference suppression. In other words,
DU) should be approximately equal to the effective rank of R, r;,, which contains mainly
the pre-cursor IST and CCI. At the jth stage of OSIC, there are N — j interfering substreams
left, each having a rank of L + Ky due to the channel and FFF orders, and the pre-cursor
IST of the signal of rank d. This leads to the following signal-plus-interference rank at the

jth stage:
GY .= (N —j)(L + Kr) + d 1. | (3.23)

With successful interference cancellation at €ach stage of OSIC, the signal-plus-interference
rank is decreased progressively such thatG(M. < @V < ... < GM. Moreover, since the
channel matrix in (2.22) is band Toeplitz with many zeros at the leading and trailing columns
corresponding to “distant” pre- and post-cursor ISI for each substreams, the effective inter-
ference rank will be actually smaller than G, leading to a further reduction of processing
dimension. A general criterion which works well for most scenarios is DV) = [GW)/2].
Note that all the information for estimating GU) are available so D) can be determined

beforehand.

3.5.2 Finite Termination Property of CG

The CG algorithm converges to the exact solution u,, in at most M K —1 iterations [97].

The following inequality is commonly used to describe its convergence during the iterations
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[97], [98]:

i — 1\
fensla <2 (V7 ) llenall. (3.24)

where
lenilla == /el Ae,, (3.25)
is the A-norm of the error e,; := u, — u,,; at the ith iteration, and &, is the condition

number of A [98]. Assuming that it is desired to reduce the A-norm error with a given
factor of €, such that [le, pi|la < €nll€nolla, the number of iterations can be bounded in
according with [97]:

DU < Eﬁln (;ﬂ | (3.26)

n

where [z] denotes the smallest integer larger. than .

3.5.3 Computational Complexity

The tradeoff between system performance and .computational complexity is an issue
depending on the number of transmit ‘and receive antennas N, M, and number of FFF
taps K of the MIMO DFE. For batch processing, the major computations in the full-rank
GSC DFE at each stage of OSIC involve the inversion of B¥R, ,B,, of size (MKp — 1) x
(MKp — 1) as described in (3.12). The CG algorithm assisted RR GSC DFE, on the other
hand, requires no matrix inversion whatsoever. In fact, the dominant operation during one
iteration of the CG-GSC DFE is the (M K — 1)-dimensional matrix-vector product of At,, ;.
For the OSIC based MIMO MMSE DFE, the major computations at each stage involve the
computation of MSE for all undetected substreams, and FFF weight vector. It requires the
inversion of R, of size M Kp x MKp. For comparison, the approximate complexity (in
number of complex multiplications) of the MMSE, CS, IMVDR and proposed full-rank GSC
and CG-GSC equalizers are given in Table 2 (for a complete cycle of OSIC) [73], [76]. As
an example, choosing N =4, M =6, Kp =4, L =2, d = 3 and DY) = [G1)/2], yields the
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approximate ratio of complexity of 8 : 4 : 1 : 4 : 1 for MMSE, CS, IMVDR, full-rank GSC
and CG-GSC, respectively. The major advantage of CG-GSC over IMVDR is the better

performance as seen later in the simulations.

3.5.4 Iterative Equalization with Soft Decoding

As known, a critical factor injuring the performance of DFE with hard decision is the er-
ror propagation. To remendy this, recently, Reynolds and Wang proposed a low-complexity
“turbo-based” equalizer for the ISI channels [101] in accordance with the iterative MU de-
tector in CDMA systems [102]. The basic idea is that it first replicates the ISI components
by incorporating the log-likelihood ratio (LLR) information of the interfernece coded bits fed
back from their channel decoder and then subtracts the soft replica from the received signal.
An adaptive linear filter is consider for nulling the interference residuals based on the MMSE
criterion to calculate the LLR of the filter output. After de-interleaving, the LLR values of
the filter output are provided as a éxtrinsic information-to the channel decoder. Finally, the
channel decoder performs the soft-input-soft=output decoding to decode the transmitted data
streams. The process is repeated in an-iterative meanner. Then this approach is applied in
the MIMO channels. Abe and Matsumoto derived an ST turbo equalization for mitigating
both the ISI and CCI [103] based on the Reynolds and Wang’s method. It is shown in [103]
that the proposed detector indeed can substantially increase BER performance. However,
we do not consider such an approach because that it beyonds the objective of this chapter.

It may be included in the future works for further discussion.

3.6 Computer Simulations

Computer simulations were conducted in this section to evaluate the performance of the
proposed CG-GSC RR DFE in a packet data system. The scenario involves N = 4 transmit

antennas and M = 6 receive antennas, and a quasi-static fading channel in which the fading
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gains were i.i.d. complex Gaussian random variables. By quasi-static fading channel, it is
meant that the channel is time invariant over the period of a data packet. The variance of the
entries of h,(l)’s were the same and equal to o>. The channel order was L = 2 (in symbols),
and perfect channel estimation was assumed. All N data substreams were assumed QPSK
modulated. Finally, the following “standard” parameters will be used throughout the section

unless otherwise mentioned:

. ()
DY) = [GTW : d=3; SNR = 10 dB:;

1
KF:4, KBZQ, 0'2

= — =1,2,...,N.
n L+17n = Y

The average receive signal-to-noise ratio (SNR) was defined as [59]

N
_ Pr 2 _ P 2
SNR := Y (L+1)0) = ~ ;(L +1)02,

which is the average SNR measured at. aisitigle receive antenna, where p := Pr/c?2 is the
input SNR. The average BER was calculated with 25000 packets from the N substreams,
with each packet composed of 50 data symbols-and using a different set of complex multipath
fading gains, random QPSK sequences, and white noise‘sequences, but with fixed multipath
delays. For comparison, the MIMO MMSE.DFE {59] (by direct matrix inversion), CS RR
DFE [73] and IMVDR RR DFE [76] were also examined. For MMSE DFE, the ordering
metric given in (3.1) was used, and for the others, the metric in (3.5) was used.

The first simulation investigates the termination property of the proposed DFE by ob-
serving the number of iterations D (RR dimension) required for the convergence of the CG
algorithm at different stages of OSIC. Figure 3.3 plots the A-norm error defined in (3.24) as a
function of D, for j = 1,2, 3,4. As shown, the number of iterations required for the A-norm
error to reach the bottom progressively decreases as the stage index increases. This is be-
cause that the effective interference rank decreases as more and more dominating interference
has been removed as stages proceed. Note that the dimensions of signal-plus-interference
subspace are GV = 22, G = 16, G® = 10, G = 4. The second set of simulations com-

pares the convergence behavior of the CS, IMVDR and proposed RR DFE at the first stage
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of OSIC as a function of iteration number D, with SNR being a control parameter. The
MMSE DFE is also included for reference. The resulting BER curves are shown in Figure
3.4. As expected, the BER decreases as D increases for all three RR DFEs. The proposed
DFE can achieve nearly the same performance of the MMSE DFE in ten iterations, and con-
verges much faster than the other two for both SNR values. The numbers of iterations for
convergence are about D ~ 5 and D = 10 for SNR = 10 dB and SNR = 15 dB, respectively,
which are much smaller than G(") = 22. In particular, the advantage of the proposed DFE
over CS and IMVDR DFEs becomes more significant at higher SNR.

In the third set of simulations, the BER performance of the proposed DFE is examined
as a function of SNR, with OSIC “on” or “off” as a control parameter. With OSIC off,
an MIMO DFE is used for detecting each substream individually without any ordering and
interference cancellation. The results in Figure 3.5 show that the BER decreases as the
input SNR increases for all equalizersa As expected, all DFEs achieve better performance
with OSIC on. Again, the proposed DEE offers nearly‘ the same performance of the MMSE
DFE, but the CS and IMVDR DFEs exhibit perforniance saturation at high SNR, due
to their limited efficiency in using “the degrees‘—of—freedom for interference nulling. Next,
the BER performance of the proposed DEE‘istevaluated and compared with MMSE DFE
as a function of SNR, with different values of Kr and Kpg as a control parameter. The
results shown in Figure 3.6 indicate that the performance of both DFEs can be improved
by increasing Kr and Kp. However, the improvement seems to be less significant as Kp
and Kp become large. Note that for Kr = 2 and Kz = 1, the number of iterations is
not large enough to allow for full convergence to the optimal solution. This explains why
the MMSE DFE gains the advantage in this case. Finally, the BER performance of the
proposed DFE is examined as a function of SNR, with the fading gain variance o2 being a

control parameter. For the two different sets of fading gains, the total variance 25:1 o2 is
the same so that the same SNR is measured at each receive antenna. The resulting BER

curves shown in Figure 3.7 indicate that with a larger distinction of fading gain variance
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among different data substreams, both DFEs suffer from performance degradation. This is
more significant for the MMSE DFE as the ordering metric it used cannot reflect the true

order of the substream power.

3.7 Summary

An OSIC based RR MIMO MMSE DFE is proposed for combating CCI/ISI in a frequency-
selective multipath fading environment. By working with the GSC technique and conjugate
gradient (CG) algorithm, a reduced-dimension feedforward filter weight vector can be deter-
mined at each stage of OSIC, leading to a partially adaptive realization of the DFE. With
the dominating interference successfully cancelled at each stage of OSIC, the number of iter-
ations required for the convergence of the CG algorithm decreases accordingly for the desired
signal. In particular, the optimal numberi6f iteration‘s can be estimated beforehand from the
readily available channel information, making the CG-GSC DFE easy to use in practice. The
proposed RR processing scheme is-particularly suitable-for equalizers for which the channel
matrix is sparse in nature such that the effective intérference rank is smaller than what
appears in the mathematical structure.” Simulations confirmed that the proposed CG-GSC
DFE significantly outperforms other RR methods, and offers nearly the same performance
of the full-rank MMSE DFE with a much lower computational complexity. Summarizing the
above, the major contributions of the proposed new method would include a very low com-
plexity implementation, and a new strategy of RR realization of the MIMO DFE, without

sacrificing its performance.
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Figure 3.1: Architecture of proposed MIMO equalizer with OSIC.
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Table 3.1: Conjugate Gradient Algorithm

1. Initialization:
Upo = 0, I'no= b and tn,l =Tno = b
2. Tteration:

for i=1to DY do

H )
Fni—1Fn,i-1

i = tfj’iAtn,i
Up; = Wpi—1 + an,itn,i
Tpi = Tpi—1 — QpiAt,;
/B L rfiirn,i
b rfiiflrn,ifl
tn,i+1 =TIp; + 5n,itn,i
end for

3. Approximate solution after DY) iterations:

Table 3.2: Computational Complexity

Method Complexity
. MMSE O (%K)
. CS O (NM*K}+ 301, (D9)')
. IMVDR 0 ((Zf: X DU)) M?K};)
. Full-rank GSC O (NMPK3)
. 0G-GSC O ((3), pV) M2KE)
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Chapter 4

Group-Wise OSIC Detection in
Multiuser Space-Time Dual-Signaling

Wireless Systems

4.1 Introduction

A. Motivations

In this chapter we consider a more general class of MU ST wireless systems, in which
each user’s data stream is either orthogonal ST block coded (O-STBC) for transmit diversity
or spatially multiplexed (SM) for high spectral efficiency. Such a system configuration has
been suggested for future MIMO uplink transmission: users nearby the base station could
usually send high-rate data due to relatively reliable channel conditions, whereas the far-end
users might sacrifice data rate for transmit diversity in order to guard against the channel
impairments like large path-loss or the near-far effect [85]. As reported in [66], [85], different
signaling types can also be adopted for improving individual user’s link throughput against
channel spatial correlations: spatial multiplexing in general fits with independently fading

channels, but transmit diversity would be alternatively preferred for correlated low-rank
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channels. The overall MU link performance in all cases, however, crucially depends on effec-
tive interference rejection mechanisms. To the authors’ best knowledge, there seems to be
yet no related discussions aiming for a dual-signaling system; in particular, an investigation
of how the orthogonal codes can facilitate the dual-mode signal separation. In this chapter,

this problem will be addressed based on the OSIC detection approach.

B. Design Challenge and Technical Contributions

For the dual-signaling environment, there is a unique receiver design challenge to be
addressed. Observe that, since some link users will send data via the O-STBC mode, the base
station will have to suffer a certain time latency for data collection/detection so as to exploit
the diversity benefit for those O-STBC terminals. For example, if the Alamouti’s code [46] is
used, two symbol periods are the temporal latent cost for realizing a diversity gain of order
two. The inherent time latency produces'link robustness for the O-STBC users at the expense
of a reduced cell-wide data processing efficiency. “Ihis is because, during the processing time
required for diversity, the base station will réceive extré independent source symbols from
other high-rate SM terminals: this can enlarge-the overall data processing dimension up to
a factor equal to the latent cost. As a result, there will be an unavoidable increase in the
detector complexity; the computational overload could be significant, especially for the in
general one symbol per-layer detection strategy of the OSIC algorithm.

This chapter proposes a group-wise OSIC detection scheme that can effectively tackle
such a design challenge. Specifically, it is shown that, even though some users may send
the data via the SM mode, the usage of orthogonal codes can induce a distinctive structure
on the matched-filtered channel matrix (MFCM): it consists of orthogonal design [47] block
submatrices. This fact is then exploited for developing a group-wise OSIC detector: at each
processing step a group of symbols, transmitted either from a particular O-STBC station or
from an antenna of an SM terminal during the latent time, can jointly be detected. This

result is a generalization of the work for MU STBC systems to the more general dual-signaling
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scenario. Note that the proposed group-wise detection is different from the method proposed
in [104]. In [104], the authors consider a CDMA system with each user using single anenna
and receiver locating multiple antennas. All users in this system are partitioned into several
groups, each of which is assigned a unique spreading code. Therefore, the different groups
can be separated by the spreading code at the receiver, leaving the multiuser interference
mitigation problem between the users within a group for futher process using the V-BLAST
algorithm. However, the established detection property of our proposed group-wise detection,
which reduces the number of stages, tends to restore the algorithm complexity back, and
hence prompts an efficient receiver implementation, despite of the system model expansion
for dual-mode data processing. The imbedded structure of the MFCM is moreover exploited
for deriving a low-complexity algorithm realization. It can further reduce computations from
the following two aspects. First, it is shown that inverting the “big” channel matrix at the
initial stage, which would often dominate the overall cost, reduces to solving a set of linear
equations of relatively small dimensions.  Second, the computation of the initial channel
matrix inverse turns out to be the-only “direct” invers}ion operations required; there is an
elegant recursive formula for computing the inverse matrix needed at each stage. Flop cost
evaluations and numerical simulations are given, showing the advantages of the proposed
solution over existing MU detection schemes applicable to the considered systems.

The rest of this chapter is organized as follows. Section 4.2 describes the system model.
Section 4.3 specifies the MFCM. The result is then used for developing a group-wise OSIC
detector in Section 4.4. Section 4.5 proposes a computationally efficient detector imple-
mentation and Section 4.6 a simple two-stage processing for dual-mode signals. Section 4.7
shows the simulation results. Finally, Section 4.8 is the conclusion. Most of the mathematical

details required in our discussions are relegated to the appendix.
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4.2 System Model

4.2.1 System Description and Basic Assumptions

Consider the uplink MU ST wireless system over the flat fading channels as shown in
Figure 4.1, in which N transmit antennas are placed at each of the () user terminals. The
data stream of the gth user s,(k) (¢ = 1,2,...,Q) can be either O-STBC [47] for transmit
diversity or SM [56] for achieving high data rate. Let Sp and Sy be respectively the index
sets of the O-STBC and SM users, with Qp := |Sp| and @y := |Sy| denoting the respective
cardinalities. Specifically, ()p and )y are respectively the numbers of the O-STBC users
and SM users so that Q = Qp + Qu. At each O-STBC terminal, consecutive P symbols
of the data stream are spatially and temporally encoded according to [47], and are then
transmitted across /N antenna elements over K time periods. During the same signaling

epochs each SM user then sends NK ihdependent §ymbols; there are thus in total

data symbols transmitted from the @ .users every K ‘symbol periods. The two ST signaling
schemes in the considered system can be‘completely described by the associated N x K ST
codeword matrices. A commonly used codeword description is the linear matrix modula-
tion representation [4]. Let us divide the data stream of the gth user s,(k) into groups of
substreams as s,;(k) = s,(Lsk +1— 1), { =1,2,...,L,, where the number of substreams
L, depends on the signaling mode chosen for the gth user so that L, = P if ¢ € Sp and

L, = NK if ¢ € S§);. Then the codeword matrix of the gth user can be written as

20,

X (k) = Agidgalk), (4.2)

in which A,; € CV*¥ is the ST modulation matrix, the split real-valued symbols §,;(k) :=

Re {sg(k)} for 1 =1,2,..., Ly and 5 (k) :=Im {sgy_r,(k)} for l = Lo+ 1,L,+2,...,2L,.
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We note that, for ¢ € Sp, X, (k) is an orthogonal design [47] with [4]

Aq,kAgl = L%IN k=1 (43)
AqJ,cAgl + Aq,lAgk =0y k#L

For ¢ € Sy, there is no imbedded coding structure in X,(k), leaving each A,; an N x K
matrix with only single nonzero entry equal to 1 or v/—1. Although the O-STBC and SM
schemes are quite different in nature, the linear matrix modulation representation (4.2) does
provide a consistent description of the respective codeword matrices. Moreover, the splitting
of the source symbols into the real and imaginary parts will also unify both the problem
formulation and the underlying analysis, regardless of the constellations.

We assume that M (> Qp + NQ)s) antenna elements are located at the receiver. Let
ym(k) be the received discrete-time signal, sampled at the symbol-rate, from the mth receive
antenna and define y(k) := [y1(k), yo(k), ...,y (k)]" € CM. Collecting y(k) over K suc-
cessive symbol periods, we have the ST signal model (2.72). The following assumptions are

made in the sequel.
(a1) The symbol streams s4(k), ¢ ='1,2,.2, €, are i.i.d. with zero-mean and unit-variance.

(a2) Each entry of the MIMO channel matrix Hy, ¢ = 1,2,...,0Q, isi.i.d. complex Gaussian
random variable with zero-mean and unit-variance, and assumed to be static during

the K signaling periods.

(a3) The noise V(k) is spatially and temporally white, each entry being with zero-mean

and variance o2.
(a4) We assume that at least one user signals the data in the STBC mode, hence @Qp > 1.

(a5) We consider the case N < 4 and hence, according to [47], the symbol block length

P € {2,4}. The proposed approach is exclusively applicable to this scenario.
(a6) For 3 < N < 4 with complex-valued constellations, the half rate codes [47] are used.
(a7) The number of receive antennas is chosen so that M > Qp + NQ .
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4.2.2 Vectorized Signal Model

To facilitate the detection and analysis, we consider the equivalent vectorized signal
model (2.77) as described in Section 2.4.1. Without loss of generality we assume that, for
each ¢ € Sy, the NK symbols s, ,(k)’s are renumbered so that the nth group of K symbols,
namely, s,,(k) forl = (n—1)K+1,(n—1)K+2,...,nK, are precisely those sent via the nth
transmit antenna (n = 1,2,..., N). Through linearly combining the received signal y.(k)
with H,, we can obtain the MF signal vector (2.80), and we will thus detect the transmitted
data streams based on the MF model (2.80). To better manifest the core ideas, throughout
the context we will focus on the real-valued constellation case, and hence K = P so that
Ly := PQp+ PNQy. There are essentially the same results (see Appendices B and D) for

our reports whenever complex-valued constellations are used.

4.3 Matched-Filtered Channel Matrix

For the particular MU STBC system, it c¢an be eas;ily shown that all the P x P block
submatrices of MFCM F are orthogonal designs [47]. For the considered dual-signaling
platform, in which the SM signaling could induce severe coupling effects against the O-STBC
signals, the structure of the resultant F could largely deviate from that of the MU STBC
system. As we will see in what follows, the matrix F in the dual-signaling environment,
however, does preserve the appealing block orthogonal structure. This fact is primarily the
guts for developing a group-wise OSIC detector.

To characterize F, we should note that its diagonal submatrices (of appropriate dimen-
sions) are basically the effective MF signal components of the @) users’ streams, whereas
the off diagonal submatrices account for the inter-user signal interference. In view of this
observation, one can thus classify the block submatrices of F based on these signal and inter-
ference “signatures”. As such, the linear matrix modulation representation of the codeword

matrices (4.2) will allow a systematic way of computing these signature matrices and, based
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on which, the structure of F can be readily determined. Since each user sends data via
either the SM or the O-STBC mode, there are essentially two types of signal signatures, one
associated with a signaling scheme. Also, among all the interference signatures there are
only three distinct canonical building blocks needed to be identified: two of which reflect
the interference between each pair of distinct users adopting the same signaling strategy;
the other is thus for the different-signaling interference. To further specify these signatures,
we shall first determine the respective dimensions. Recall that during consecutive K time
slots (K = P for unity code rate), the numbers of symbols sent from an O-STBC and an
SM terminal are, respectively, P and NP. As a result, if we denote F,, , the submatrix of F
representing the interference signature between the pth and the ¢qth users’ streams, we then
have F,, € R”* for p,q € Sp, F,, € RV"*N for p,q € Sy, and F,, € RN for p € Sp
and ¢ € Syr. All such three F, ;’s, together with the signal signature F,, for either ¢ € Sp
or ¢ € Sy, are described in the next lemma.

In the sequel, we denote by QO(P) the set of all P x P real orthogonal designs with

constant diagonal entries as specified in [47].

Lemma 4.3.1. Let F,, be the submatriz of F deseribing the mutual coupling between the

pth and the qth users. Then we have the following results.

(1) If p,q € Sp, then F), , € O(P). In particular, we have ¥, = a,Ip for some scalar ay.
(2) If p,q € Sy, then each P x P submatriz of F,, € RNP*NT s a scalar multiple of Ip.

(3) If p € Sp and q € Sy, then each P x P submatriz of F,, € R"*N" belongs to O(P).
|

Proof: See Appendix A. O

Part (1) of Lemma 4.3.1 is known from [47] and can be exploited for developing a user-
wise group OSIC detector for the MU STBC systems. The significance of Lemma 4.3.1 lies

in (2) and (%), which are more relevant to a dual-signaling scenario. For p,q € Sy, it is easy
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to see that the (7, j)th P x P submatrix of F,,,, 1 < 7,7 < N, characterizes the coupling
effect between the data streams transmitted from the ith antenna of the pth user and from
the jth antenna of the gth user; for p = ¢ and ¢ = j, this is precisely the single-antenna SM
signal signature. Since spatial multiplexing does not impose any spatial and temporal coding
structure among the transmitted data, the interference between any pair of SM streams sent
from two different antennas, and the respective signal components, would appear to be
spatially and temporally decoupled. Hence, as evidenced by (2), the resultant signatures
are diagonal matrices; the diagonal entries are all equal since the propagation channels
are assumed to be static during K signaling instants. The independently-distributed SM
streams, on the other hand, might interfere against the O-STBC signals to induce a coupling
matrix that is no longer orthogonal. Part (8) of Lemma 4.3.1 shows that the resultant
coupling signature is nonetheless block-wise an orthogonal design. To interpret this result,
we first note that a single-antenna SM stream may only temporally interfere with an O-STBC
codeword. The temporally-decoupled nature of SM data is likely to render the temporal
correlation of O-STBC streams unchanged, resulting in‘1 an orthogonal type signature. The
above discussions show that the symbel stream from a single SM antenna will introduce a set
of diagonal blocks (the coupling among the same SM type streams) and a set of orthogonal
design blocks (the coupling against the O-STBC signals) in the MFCM F. This result relies
solely on the multiplexing nature among all the N@Q,, signals, irrespective of the number
of transmit antennas placed on each SM terminal. In light of this observation, the asserted
structure of the matrix F will be preserved particularly when single-antenna cell users are
present, as long as each one transmits independent symbols along his own antenna.

Since a matrix being a scalar multiple of Ip is essentially a P x P orthogonal design,
Lemma 4.3.1 asserts that in the dual-signaling case, the MFCM F does consist of orthogonal
design based block submatrices. The presence of SM terminals thus substantially preserves
the block orthogonal structure of F. In the next section this fact will be exploited for

developing a group-wise OSIC detector for the considered MU dual-signaling system.
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Remarks:

(R1) As we will see in the next section, the proposed group-wise detection property benefits
uniquely from the distinctive structures of F specified as in Prop. 3.1. This attrac-
tive property thus also holds whenever single-input terminals exist (since the inherent

structure of F is preserved).

(R2) For complex constellations, there are analogue results as in Lemma 4.3.1, with possible

modifications of the matrix dimensions; these are included in Appendices B and D.

4.4 Group-Wise OSIC Detection

For an MU STBC system, it has been shown in the following that the OSIC detector can
per stage jointly detect a group of P symbols associated with a particular user. By exploiting
the distinctive structure of the matrix F shown in' Lemma 4.3.1, this section proposes a group-
wise OSIC detection scheme for the considered dual-signaling system. As we will see, the
OSIC detector can per stage jointly detect a group of' P symbols, transmitted either from
an O-STBC terminal or from a single antenna of an SM station. This implies that only
Qp + NQy processing layers are required for separating the P(Qp + NQ)ys) transmitted
dual-mode symbol streams. As a result, in a dual-signaling case, the “user-wise” group
detection property of the O-STBC signals is preserved, and the “antenna-wise” detection for
SM streams comes out as a nice byproduct. The proposed group detection capability can
prevent significant computational overload due to the signal model expansion for processing

the dual-mode signals.

4.4.1 OSIC Ordering

The OSIC algorithm resorts to certain ordering strategy, depending on the criterion for

signal recovery, for deciding the best reliable symbol to be detected in each processing stage
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[56]. Based on Lemma 4.3.1, in what follows we will show that the OSIC ordering in each
processing layer sorts the symbol streams to be detected into a group-wise basis, which in
turn results in a group-wise detector realization.

1) Zero-Forcing (ZF) Criterion: In the ZF OSIC detection, the optimal detection
order at each step is determined by the index of the symbol decision statistics yielding
maximal post-detection SNR [56]. Based on the MF signal model (2.80), the ZF decision

vector in the initial stage is

n
U
—
&y
~
I
|
L
N
—~
)
~
I

sc(k) + F~'v(k). (4.4)
Equation (4.4) shows that, for [ = 1,2,..., Ly, the ith symbol decision statistics, that is,
the Ith component of F~'z(k), is simply the desired symbol contaminated by the additive
noise ef F~'v(k), where e; is the Ith unit standard vector in R*7. It is straightforward to
compute the noise power as
2
02, :=F { ‘elTF’lv(k)‘Q} - %e{rlel. | (4.5)
Since all the transmitted symbols are of equal variaice, (4.4) and (4.5) imply that the
(average) SNR in the [th decision -statistiésiis-completely determined by the [th diagonal
entry of the noise covariance F~'. In parsicular; a small [F_l]l’l (the ith diagonal entry of
F~!) implies a large SNR, and hence better detection accuracy attained by the Ith branch.
As a result, the optimal detection order at the initial stage, which specifies the symbol
with slightest noise corruption, is obtained by searching for the index [ = 1,2,..., Ly at
which [F~'];; is minimal. As a result, the optimal index can be found as long as one can
explicitly know the diagonal entries of the inverse matrix F~!. In the next theorem we will
see that the matrix F~! “inherits” the key features of F as established in Lemma 4.3.1.
This result directly alleviates the efforts to search for the optimal index, and allows for a
group-wise detection strategy. Also, this will lead to a very efficient procedure for computing
the weighting matrices for recovering the symbol groups.
We need the following notation. For a fixed symbol block length P and a positive integer

L, let us define F(L) to be the set of all invertible real symmetric PL x PL matrices such
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that, for X € F(L), with X, ; being the (4, j)th P x P block submatrix, we have X;; = v,Ip
for some scalar 7;, and X; ; € O(P), for i # j, the set of P x P real orthogonal design with

equal diagonal entries.

Theorem 4.4.1. Let F be the MFCM as defined in (2.80). Then the inverse matriz of F
belongs to the set F(L), where L := Qp + NQ . [ |

Proof: Lemma 4.3.1 shows that each P x P block off-diagonal submatrix of F belongs to
O(P), and hence F € F(Qp + NQps). The following lemma, which characterizes the inverse

of the set of matrices in F(L), is used for proving Theorem 4.4.1.

Lemma 4.4.1. If X € F(L), then so is X', |
Proof: See Appendix C. O
Since F € F(Qp + NQys), the result shenfollows immediately from Lemma 4.4.1. O

Theorem 4.4.1 asserts that the PL diagonal entries'of F~! assume I distinct levels only.
It suffices to search among the L walues, oné associated with a symbol group transmitted
from either an O-STBC user or from a ‘single artenna of an SM terminal, for the optimal
detection order. At the initial stage, the "ZF  OSIC ordering thus sorts the symbol to be
detected into a group-wise basis; all the P symbols within one group are of equal detection
priority. The OSIC detector can then jointly detects a group of P symbols, either of a
particular O-STBC stream or of a single-antenna SM stream. The optimal group detection

index is
ly = arg rnlin Boi, (4.6)

where 3y, is the ((I — 1)P + 1)th diagonal entry of F~!; the ZF weighting matrices are
determined from the corresponding indexed columns of F~!.

The detected user’s signal is cancelled from the received signal (2.77), yielding a reduced-
size data model containing the yet-to-be-detected signals. With such a detect-and-cancel

procedure followed by an associated linear combining of the resultant signal as in (2.80), it

99



can be directly verified that, at the ith stage, where 1 = 1,2,..., L — 1, the noise covariance

matrix associated with ZF decision statistics vector is
F;':= (H'H,)  eREriP)xlriP) (4.7)

where H,; is obtained by deleting ¢ block(s) of P columns (corresponding to the previously
detected signals) from H,.. Since F; = HZZHCZ e RUT=P)x(Lr=iP) ig simply obtained by
deleting the associated i block(s) of P columns and rows from F, the matrix F; exhibits the
same algebraic structure as F. More precisely, we have F; € F(L — i), and so is F; ' by
Lemma 4.4.1. This shows that the P(L — i) diagonal entries of F; ' take on only (L — i)
different levels and, by following the previous analysis, group-wise detection can thus be
done at each processing step.

2) Minimum Mean Square Error (MMSE) Criterion: The MMSE OSIC order-
ing at each layer picks up the symbol attaining'the:minimal mean square error for detection.

At the initial stage, the joint MMSE weight-that minimizes the metric
9 ‘
£y = E{Hsc(k) —WUTz(k)HZ}, | (4.8)
is obtained as
o? !
It is easy to compute the [th symbol mean square error, i.e.,

o= B {Jef [s.(k) ~ Wia(k)]["} = o K%) F ILT] e (4.10)

v

Equation (4.10) shows that the optimal MMSE OSIC ordering is determined by the index
of the minimal diagonal entry of [(2/02)F +1,,]”". Since F € F(L) and adding diagonal
perturbation Iy, to a scaled F essentially preserves the block orthogonal structure, it follows
immediately that [(2/02) F +1,,] € F(L) and so is [(2/02) F +1,,]”" by Lemma 4.4.1. The
PL symbol mean square errors (diagonal entries of [(2/02) F +1;,]7") can thus be catego-

rized into L groups of constant elements, one associated with a symbol group transmitted
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from either an O-STBC user or from a single antenna of an SM terminal (as in the ZF case).
This thus warrants the group-wise MMSE detection in the initial layer. Through the group
detect-and-cancel process, it can be checked that, at the ith stage (i = 1,2,...,L — 1), the
symbol mean square errors are computed as the diagonal entries of [(2/02) F; + Ip(s—y)] -
where F; = HT H,;. Since [(2/02)F; + Ip(,_] = F(L—1), so is the inverse matrix (again
by Lemma 1). This shows that mean square errors in the ith layer are sorted into the same

group-wise manner, hence allowing for a group-wise MMSE detection.

4.4.2 Algorithm Outline and Related Discussions

The proposed group-wise OSIC algorithm is outlined in Table 4.1 (in Table 4.1, I:Ic,z}- is
the channel matrix obtained from H, corresponding to the [th group of data stream in the
ith stage, and Q(+) is the slicing operation associated with the adopted symbol constellation).

Several discussions regarding the proposed method @re given as follows.

(D1) The group-wise detection property benefits uniquely from the use of the orthogonal
codes. When non- orthogonal codes are used, the P L diagonal entries of F~! in general
will take on PL different levels: ‘one has to resort to a symbol-wise based algorithm
realization. Therefore, PL stages are needed for separating the PL dual-mode signals;

the resultant algorithm complexity, however, could be large.

(D2) 1t is noted that, even if orthogonal codes are used, the appealing group-wise detection
property does not hold if the number of the transmit antennas of each user is greater
than four (for N > 4, the matrix F is observed to lose the special structure as specified
in Lemma 4.3.1). The assumption N < 4 is thus necessary regarding the feasibility
of the group-wise detection. This requirement can usually be met in practice since, to
reduce the implementation cost and physical size, it is undesirable to place too many

antenna elements on the user handsets.

(D3) In principle, the ZF metric aims for complete nulling of the interference from other
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users but is subject to possible noise enhancement, whereas the MMSE criterion fo-
cuses on joint suppression of interference and noise. Although the two design metrics
resort to different strategies for symbol recovery, in the considered scenario they both
lead to the appealing group-wise detection property. This is because the respective
optimal detection orders in each processing layer, as shown in the above discussions,
are determined by the diagonal entries of certain structured matrices belonging to the

family F(L) (this is also a unique feature pertaining to O-STBC).

(D4) Another dual-signaling environment is seen in the mono-link systems recently consid-
ered in [107], in which a subset of antenna elements are selected for transmitting the
Alamouti coded streams, while the others are left for spatial multiplexing. It is noted
that, in this single-user scenario, the (antenna-wise) symbol synchronization assump-
tion is typically satisfied, and the proposed group-wise OSIC detector can be used for

separating the multi-antenna symbol streams.

4.4.3 Conservation of Spatial Resource:‘ CDMA Based Implemen-

tation

In the current framework, the assumption on the number of receive antennas M >
@p + NQjs is needed since only the spatial resource is employed for removing the multi-
access interference (MAI). This requirement seems critical in practice because M could
be prohibitively large in a user-dense environment. A typical approach to conserving the
spatial resource is to alternatively adopt the multi-access techniques, e.g., CDMA, for MAI
mitigation [14]. Basically, the MAI can be effectively suppressed through chip despreading,
as long as all the cell user are assigned with distinct spreading (signature) codes; in this
case, only M > N receive antennas are required in order to separate the symbol streams
for each SM user. However, since the code resource could usually be limited, especially

for the high-speed demand in which small spreading gains are preferred, some users may
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have to share the same code, such that the antenna resource is still necessary for further
MAI rejection. Hence, a conceivable implementation allowing for a moderate spatial cost is
to incorporate CDMA, leverage the code resource to mitigate MAI from the distinct-code
users, and reserve the spatial resource to tackle MAI among the remaining same-code users.
The assumption M > QQp + NQy, as a result, would not be too severe since (Qp and Qs
merely account for the numbers of the same-code O-STBC and SM terminals. The proposed
group-wise detection property remains true when separation of the same-code user’s signals
is considered (see Appendix E).

Remark: 1t should be noted that, in a CDMA based implementation, the cell-wide
synchronization is no longer necessary since the MAI among distinct-code users can be
rejected through despreading. As a result, only the data streams transmitted from the
same-code users need to aligned for further signal separation: symbol synchronization is
required merely within a user subset, namely, the same-code user group, but not for all the

user terminals.

4.5 Low-Complexity Algorithm Implementation

By further exploiting the embedded structure of the MFCM F and its inverse, this section
derives a low-complexity detector realization. Since the ZF and MMSE weighting matrices
exhibit essentially the same algebraic structure (namely, both fall within the class F(L) for
some L), the discussions will focus on the ZF case for notational simplicity. In what follows it
will be shown that the computation of F~!, which would often dominate the cost, boils down
to solving a set of linear equations of relatively small dimensions. Moreover, inverting the
“big” F in the initial stage turns out to be the only direct matrix inversion to be performed;
the inverse matrix F,” ! required at each subsequent stage can be recursively computed based
on the parameters available in the previous stage. Flop count analysis is also provided for

complexity comparison with other competitive methods.
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4.5.1 Computation of F~!

Recall from Theorem 4.4.1 that every P x P block off-diagonal submatrix of F~! is
a P x P orthogonal design, and each diagonal block is sparse (it is a scalar multiple of
Ip). This imposes certain structural redundancy in F~! that should be carefully tackled
for avoiding the computation of duplicate parameters. Indeed, since a P x P orthogonal
design is completely characterized by P independent variables [47], it suffices to determine
one column, say, the last one, for each off-diagonal block submatrix; the rest columns can
simply be obtained from the last one through some known linear transformations [47]. For
each diagonal block, in particular, only one unknown needs to be found. The aforementioned
a priori structural information shows that, to completely specify F~!, we only need to find
its (jP)th columns for 1 < j < L: this amounts to solving the linear equations of reduced

dimensions
FG =E, ‘ (4.11)

in which G and E are Ly x L niatrices whose [th ¢olumns are, respectively, the (jP)th
columns of F~! and the identity matrix I7,,. Tb solve for the unknown G based on (4.11),
one can further take into account the sparse nature of G. Specifically, for the jth column
g;, we must have g;; = 0 for (j — 1)P+ 1 < i < jP — 1; the imbedded P — 1 consecutive
zero entries in g; come from the last column of the jth P x P diagonal block of F~'. As
a result, only the nonzero entries are to be determined. Moreover, since F~! is Hermitian,
in each g;, we only have to compute the entries lying below g;p_1 ;(= 0). In summary, for
the jth column g;, only the last P(L — j) + 1 entries are to be determined. It is noted that
the number of unknowns is decreased by an amount of P as the column index j increases to
j + 1 (for the last column g;p_;, only one unknown is yet to be computed).

To incorporate the above structural information for solving (4.11), let F = LL”, where
L is an Ly x Ly lower triangular matrix, be a Cholesky factorization [97] of the matrix F;

such a factorization is typically required for inverting a nonsingular square real symmetric
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matrix [97]. In terms of columns of G and E, (4.11) can thus be equivalently rewritten as
LL”g; =e;, 1<j<L. (4.12)

Since L is lower triangular and hence L is upper triangular, a standard approach to solve for
the unknown column vector g; in (4.12) is the forward and back substitutions [97]: for each
j, it first solves Lu; = e;, where u; := LTg;, by forward substitutions for the intermediate
vector u; and then backward solves L7g; = u; for the desired unknown g;. As long as the
intermediate vector u; is obtained, the back substitution process successively computes the
elements in g; one after another, starting from the last entry (since LT is upper triangular).
Since the unknowns to be determined in each g; all lie below the entry g;p_; (= 0), the
back substitution procedure simply terminates as long as g;p; is computed; the remaining
entries on top of gjp_; ; are redundant since F~! is Hermitian.

Remark: In the MMSE OSIC cagé, an altérnative for computing the initial MMSE
weight [(2/02)F +1,,]7" is to decomposeF = HIH into a sum of Ly rank-one matrices,
each being an outer-product of a rew of the channel matrix H,., and then uses the Sherman-
Morrison formula to recursively obtain the solution [L08]. Such a recursive procedure does
not seem to be a good choice for the considered structured inverse computation. This is
because the recursive formulation, each time incorporating a “piece” of the channel ma-
trix component, renders it difficult to exploit the structural information (seen based on the
“whole” channel matrix) for discarding the redundant coefficients for computational reduc-
tion. In the proposed algorithm [108] (see (28) in [108]), the adopted recursive computation
of F~! at each step needs to perform the PM dimensional matrix and vector operations.

After performing PL steps, the total number of flop counts is thus

7 5)
OBenesty = §P3L2M + QPZLM, (413)
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where M is the number of receive antennas with M > L. For the proposed method, according

to [97], the number of flop counts! of performing the Cholesky factorization of F is
Coroeny = 3N°QYy + NPQoQiy + 5N'Qhy + NP QyQu — INP'QpQuy
+3NPQpQun + %PQQ%. (4.14)
The number of flop counts of the forward substitution for solving u;, 1 <j < L, is
L sp2ns | L aepe 2 2 )2 |
Crowars = 5N'P*QY + 5 N*PQo@% ~ N*PQHQur + sNP'Q)
FINPQhQu — s NP Qo — ANPQoQur (4.15)

To solve g;, 1 < j < L, by the backward substitution, we will need

1 1
OBackward = gN?’PZQ?M + gN2P2Q?V[ — 2N2PQ2D 4+ §NP2Q2DQM
1
—2NP*QpQur + NP Qi 5 P°Q (4.16)

flop counts. As a result, the total namber of flop.counts for solving F ! is

2 1 3 ‘ 3
Cinitial = §N3P2Q§\/1 + gNsQL o §N2P2QDQ?\4 + §N2P2Q?V1 — N?2PQ3Qu
1 1 3
—2N?PQ}, + S N’ Qg BRI, + S NP QLQum — ANP*QpQur

3 1 1
—NPQpQu + NP*Q}, + SNP?QLQu — SNPP Qo + 3 P°Q)
1
—3 0. (4.17)

It can be seen that the proposed method requires less computation.

4.5.2 Recursive Computation of F;'

Recall from Section 4.4 that, at the ith stage, the inverse matrix F; ' := (HCT’Z-HC,Z-)_I,

where H,; is obtained by deleting i block(s) of P columns from H,, is required for determin-

ing the optimal detection order and the associated weighting matrix. With F~! obtained

!The low-order terms which are insignificant to the total count are neglected.
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in the initial stage, in what follows we will show how F; ' at each stage can be recursively
computed based on F;_; and F;'|.

It is noted again that, at the i¢th processing stage, + = 1,2,..., L — 1, the matrix F; =
HT.H,; is simply obtained from F;_; (= HZ,_H.,;_1) by deleting one block of P columns
and the corresponding indexed block of P rows. Without loss of generality, we may assume
that the last column and row blocks of F, | are to be deleted; otherwise we can simply

permute those to be discarded to the right and bottom ends of F,;_; to fit the prescribed

form. As a result, we can partition F;_; as

F, B,
F, = . (4.18)

B;Tlll D;

where B, ;| € RUET=IPIXP and D, | =d; Ip for some ‘scalar d;_1 are to be deleted. Denote
by Fi_; the (L —iP) x (Ly — iP)-principle submatrix-of F; ', obtained by deleting its last
iP columns and last iP rows; thesmatrixF;_{ is thus available from the (i — 1)th stage.
From (4.18) and by using the inversion lemma for block matrix, F; ; can be expressed in
terms of F;, B;_;, and D,_; as

= 1 1

F,,=(F,-B,,D,'B ) =(F,—dB;1B ), (4.19)

where the second equality in (4.19) follows since D,y = d;_1Ip. Equation (4.19) links the
matrix F;, which is to be inverted at the ith step, to the elements of F,_; and Fi_fl, which
are available from the previous stage. In particular, it follows immediately from (4.19) that

F, =F ' +d7B;_,B! |, and we can use the matrix inversion lemma [4] to obtain

F ! = (1:“;,11+d{,11Bi71Bi71)71

)

- Fi—l - Fi—lBi—l (Bzr_lFi—lBi—l + di_le)il BzT_1Fi—1- (420)

From (4.20), we can see that the computation of the (Ly — iP) x (Ly — iP) inverse matrix

FZ-_1 is relieved into inverting the P x P matrix Bf_lﬁ‘i_lBi_l + d;_1Ip, which is of a lower
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dimension. In fact, the efforts to invert this P x P matrix can be reduced even further. To

see this, we need the next result.

Theorem 4.5.1. Let B;_; and F;_; be defined in (4.18) and (4.19), respectively. Then it

follows that BiT_IFi,lBZ-,l = Ni_11p for some scalar \;_;. |

Proof: For a fixed i, let us define J := L—1. For 1 < k,[ < J, denote by Uy the (k,[)th
P x P block submatrix of F; ;. We drop the index indicating the dependency of .J and Uy
on the number of stage i — 1 to simplify notation. Let us write B,_; = [B], BT, ..., B?]T,
where By, € O(P); then it follows immediately that

J J J
Bi—1"F,,,B; ;= > B{U,B/ =) B{U;B:,+ » BU,B. (4.21)
k=1 k=1 k=1, k#l

Since F;_; € F(J), we have by definition Uy = n;I; for some scalar 7: the first summation
on the right-hand-side of the second equalitysin (4.21) thus simplifies as 37_ BI Uy, By =
ZZZI nkBZBk = nlp for some scalary. On theother hiand, it can be shown that Bka,lBk €
O(P) [47], and this implies B} U zB/# B U, B = a Ip for some scalar ay,. As a result,

we have Zk,l:l, -y B;{Uk,lBl = nlp for somerscatar 7; and the assertion follows. O
Theorem 4.5.1 implies
BszlFileifl + difllp == Cifllp, (422)

and, from (4.20), we reach the following key equation for inverting the matrix F; "

:F._1 = Fi—l — CZ-_JIFi_IBZ'_lBZT_lFZ'_l. (423)

)

Given F;_; and F;|, equation (4.23) provides a simple recursive formula for computing
F; ! without any direct matrix inversion operations. The proposed recursive approach for
computing F; ! is basically a block based implementation of the method in [108] introduced
for the conventional symbol-wise OSIC algorithm. A distinctive feature of our scheme,
nonetheless, is the attractive simplification of (4.20) to (4.23), with which the computation

of the P x P inverse matrix (B;{lf‘i,lBi,l + di,llp)_l in (4.20) boils down to finding the
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scalar parameter c; ', (this benefits from the usage of orthogonal codes). To roughly assess
the associated saving in flop cost, it is noted from (4.22) that the scalar parameter ¢;_; is
completely determined by the (constant) diagonal entries of the matrix BY |F; ;B; ;. This
implies that the computation of ¢;_; amounts to evaluating a quadratic form b? F;_b;_;,
where b,_; denotes an arbitrary column of B;_;. The required number of flop counts is no
more than 2P? + P — 1, which is substantially small than that required for inverting a P x P

matrix.

4.5.3 Complexity Comparisons with Other Multiuser Detection

Schemes

This subsection compares the algorithm complexity of the proposed group-wise OSIC
detector with two typical signal detection schemes for MU ST coded wireless systems, namely,
the Naguib’s PIC scheme [78] and the Stamoulis’s decoupled-based method [79].

It should be noted that the two comparable methods, originally tailored for the MU
STBC environment, rely on the orthogonality-preperty si)eciﬁc to the associated MU channel
matrix. In the considered dual-signaling case, this structural requirement is not seen in the
dual-mode MU channel matrix H. (owing to the presence of high-rate SM streams) but
can be “restored” through ST matched filtering (cf. Lemma 4.3.1). As a result, the two
alternative schemes can fit the considered dual-signaling systems based on the MF signal
model (2.80). To evaluate the flops, one should note that, for a dual-signaling system with
Qr SM terminals, there are totally (NQjs)? signature blocks, each being a scalar multiple of
Ip, imbedded in the MFCM F. These diagonal block submatrices will impose certain sparse
structure distributed over F, making it difficult to compute the accurate flop counts. To
tackle this situation, we assume without loss of generality that the symbol groups of the @y,
SM users are permuted to the top end of the MU symbol vector s.(k). As such, all these sparse
blocks will cluster in the upper left corner of F (each P x P block of the first PNQy x PNQ

principle submatrix of F is a scalar multiple of Ip). The “centralized” sparse structure of

109



F can further simplify the process of flop evaluations. It is also noted that, for a system
with @ SM users and Qp O-STBC users, there are totally (Qp + NQu)!/[(@p) (NQu)!]
group OSIC orderings. Due to the imbedded sparse nature of F, the required flop counts will
be different for distinct sorting sequences. A reasonable complexity measure of the OSIC
detector, therefore, would be the mean flop counts, averaged over all the possible orderings,
but this turns out to be highly intractable. A sensible approximation to the exact mean flop
counts is the average of the minimal and maximal costs. The detection orders allowing for
the least computational effort must entail an utmost benefit from the sparse structure in
per layer processing. The solutions are therefore the sorting sequences in which exactly all
the Qp O-STBC streams are to be detected in the initial (Qp layers; as such, all the dense
blocks in F resulting from the (Qp diversity users will be removed after the first ()p stages
and, meanwhile, the sparse structure is retained as much as possible in each processing layer.
The detection orders incurring the highest complexity demand, on the other hand, will be
the particular choices which decide’to recover-all the N @y SM signals in the initial NQ s
stages. This will leave as many as-possible the dense bl}ocks in each F; for ¢ > 1, hence the
smallest possible sparse region to be exploited‘for computational reduction. The average
flop cost of two extreme cases is listed in'Table 4.2 (the flop counts of the Naguib’s and
Stamoulis’s methods are also obtained in essentially the same manner). The computed flop
costs of the three methods are listed in Table 4.2 (see the first three rows).

Example 4.5.1: Considering the QPSK modulation (i.e., D = 2) and choosing N = 2
(thus P = K =2), Qp = Qum = 2, L = 6, we have the result: Crgguir = 4336, Cstamoutis =
6448 and Cgroup ~ 1083, and this yields the approximate ratio of complexity of 4 : 6 : 1 for
Naguib’s 2-step method, Stamoulis’s method and proposed group-wise OSIC method. As

we can see, the proposed solution requires less computation. [ |
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4.6 Two-Stage Processing of Dual-Mode Signals

Let us consider a dual-signaling platform with ) users, each equipped with N = 2
transmit antennas (Alamouti’s code for diversity). In case that all the @ cell users are in the
SM mode, there will be totally NQ = 2Q) transmitted symbols during one signaling period,
and one can use the conventional symbol-wise OSIC detector to separate the 2() coupled
symbol streams. Assume that there are 1 < @QQp < @ users otherwise choosing the O-STBC
mode. To realize a two-fold diversity gain for the Qp O-STBC links, the receiver has to
spend two time periods for data buffering, during which there are totally 4(Q — Qp) + 2Qp
independent symbols sent from all the users: 4(Q) — Qp) are from the SM users and 2Q)p are
from O-STBC users. Since 4(Q — Qp) + 2Qp > 2Q whenever 1 < Qp < @, the presence of
@ p users switching to the O-STBC mode does augment the data processing dimension (to an
excess of 2(Q — @Qp) over the full high-rate case), For Q = 16, Figure 4.2 shows the required
flop counts of the group-wise OSIC:sdetectonras«(Q)p increases from 0 to 16. The @Qp = 0
case, with the most compact signal model, serves as the inherent benchmark cost. As the
figure shows, the proposed group-wise OSIC scheme ténds to prevent significant excessive
flop counts over the (Jp = 0 case, and there is.even a save in the counts for Qp > 3. It
is noted that the count reaches the peak when (Qp = 1, and monotonically decreases with
@p- This is not unexpected, and is indeed true in general, since the excess data processing
dimension over the benchmark case is 2(Q — Qp), which attains the maximal when @Qp = 1.
For the full diversity case (Q = @p = 16), in which the number of symbols to be detected is
the same as the full high-rate case (= 2@Q)), the proposed method achieves largest flop count
reduction. Based on these observations, the “joint” processing of the dual-mode signal could
entail more excess flops over the benchmark performance when a few O-STBC users are
present. In such a case, a plausible approach for complexity reduction is to first detect the
O-STBC streams, since they may potentially be more robust. By removing the contributions
of the detected O-STBC symbols from the signal model, one can resort to a symbol-wise

OSIC algorithm to recover the remaining SM streams over a relatively small signal model
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dimension. Since the detection order in this way may violate the actual optimal sorting,
such a “two-stage” processing strategy can reduce computation at the expense of a possible
performance drop. The computational cost of such an approach is also included in Table
4.2, based on which the amount of flop reduction with respect to the original method can

be found as

Ca = (flop counts of original appraoch) — (flop counts of two-stage approach)

1 1
= 2N'P’Q, + (NPPQYy + NP QuQ} + N P°QY — N*PQHQu

1 4
—2N*PQp + 5N PQoQis + %N2PQ§W — gNZQL +3NP*Qp
5 1 1
+§NP2QDQM - §NP2QDQ?V[ —6NP*QpQun — ENPQ%QM
1
+§P2Q3b. (4.24)

Given the system parameters considered in Example 4.5.1, the two-stage approach reduces
about a 47% computational complexity associated: with the original method with optimal

ordering.

4.7 Simulation Results

In this section we use several numerical simulations to illustrate the performance of the
proposed group-wise OSIC detector. Each user’s channel is quasi-static: it remains constant
over each packet of 100 symbol blocks and independently varies between packets. Also,
perfect channel knowledge at the receiver is assumed. In all simulations, the transmit power
of all users are set to be equal (i.e., P = P, = --- = Py = Pr) and define SNR := Pr/o? (as
defined in [10], [48], [54], [62], [65], [68]); the number of receiver antennas M is set to meet

the minimal requirement, i.e., M = L =Qp + NQ .

A. MU STBC Systems with Alamouti’s Code

This simulation considers the special MU STBC case (with Alamouti’s code) and eval-

uates the performances of the proposed method with the Stamoulis’s method [79] and the
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Naguib’s method [78], both being tailored for the MU STBC systems. The ML decoding
is also included for comparison and a single-user bound is given for a benchmark. Figure
4.4 compares the detection performances of the three families of methods in a four-user sys-
tem over i.i.d. Rayleigh fading channels (with 8-PSK modulation) in terms of the average
bit error rates (BERs) (averaged over the four detected streams). As we can see that the
ML decoding achieves the best performance but needs a large decoding complexity for an
exhaustive search. The results also show that the group-wise MMSE OSIC attains a bet-
ter performance. The Naguib’s two-step PIC method [78] yields a comparable performance
when SNR is low but it degrades in the medium-to-high SNR regime. It is noted that, in
the Naguib’s two-step method, the detection accuracy in the second stage hinges entirely
on the reliability of all the initial signal estimates. Accordingly, each user’s symbol stream,
detected via the PIC based mechanism, would be subject to an essentially equal risk of error
propagation resulting from the incorrect decisionsin the initial stage. The OSIC solution,
on the other hand, can provide a lajer-wise increase in‘receive diversity to limit the effect of
possible decision error leakage: this would aceount for the superiority average performance
over the Naguib’s approach. The Stamoulis’s method [79], with or without ordering, gives
a relatively poor performance among the“three families; this is because, as compared with
the other two alternatives, the decoupled-based formulation does not induce an increase in

receive diversity as the stage goes on.

B. Symbol Detection in Dual-Signaling Systems

We consider a system with four users, two experiencing correlated channels described
by the Ricean model [12] (or see (2.12) in Section 2.2.2) and the other two being over
i.i.d. Rayleigh fading channels (two transmit antennas are placed at each user terminal)
The Alamouti and SM schemes, respectively, are used for data transmission over Ricean
and Rayleigh channels; the symbol constellations used are QPSK for SM terminals and
16-QAM for O-STBC terminals so that the bit data rates are the same [68]. The first
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experiment compares the performances of the above three detection schemes in the dual-
signaling environment. Figure 4.5 (a) (b), respectively, show the average BER of the two
detected O-STBC users (the KC-factors in the two Ricean channels are both set to be K = 10,
which corresponds to a medium eigenvalue spread = 5.3) and the two SM users. Compared
with Figure 4.4, we can see that the BER curves in the dual-singling case exhibit similar
tendency as in the MU STBC systems; the proposed MMSE group-wise OSIC achieves the
best performance as long as SNR is above 10 dB. It is noted that the performance of the
proposed two-stage processing scheme (for further computational reduction) is comparable
to that of the Naguib’s two-step method; however, it incurs a 3 dB loss in SNR at BER
= 1073 for O-STBC users and 1.5 ~ 2 dB for SM users as compared with the original
method (with optimal ordering). The second experiment simulates the BER, performances
of three representative detection schemes (the ordered Stamoulis’s method, the Naguib’s
two-step method, and the proposed group-wise MMSE OSIC) at different channel correlation
tendencies. For the two Ricean chaunels, we consider five different Ricean K-factors: 0, 1, 10,
30, and 100 (large K implies severe correlations; the ext“reme selections K = 0 and K = 100,
respectively, render the channel to be independent fading and almost light-of-sight). Figures
4.6 (a) (b) show the average BER of the'two'classes of detected streams for different K
factors. It can be seen that the performances in all cases deteriorate as K increases. This
is not unexpected since the O-STBC scheme may lose the diversity gain over the correlated
channels, and large K factor thus incurs large BER degradation. The performance drop of
the SM scheme may result from the increased amount of error propagation due to the poorly
detected O-STBC streams caused by the loss in diversity gain over low-rank channels. The
figure also shows that, for a fixed SNR, the proposed group-wise MMSE OSIC seems to incur
less BER spread as K increases. This could benefit from the OSIC mechanism, in which the
detect-and-cancel process induces more receive diversity and improves detection accuracy in

each layer, leading to better average performance against severe spatial correlation.
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4.8 Summary

Co-channel interference mitigation in multiuser space-time wireless systems is of great
importance for maintaining a good link quality. The originality of the presented study is the
investigation of the impact of orthogonal ST block codes on the OSIC based detection in a
multiuser dual-signaling environment. The proposed group-wise detection property, based on
exploiting the block-orthogonal structure imbedded in the matched-filtered channel matrix,
potentially reduces computations and the overall decoding load. Our flop count analysis
shows that, with a medium number of O-STBC users in the cell, the complexity of the
proposed solution is comparable to that of the conventional symbol-wise OSIC algorithm in
a pure SM signaling environment: our solution is thus an attractive receiver candidate for
a dual-signaling platform. The distinctive structure of the channel matrix also leads to a
low-complexity detector realization, which. affords relatively low computational cost when
compared with existing methods. Numericalsimulations demonstrate the effectiveness of
the proposed OSIC based solution:Zit compares favorably with existing reported interference

mitigation schemes for multiuser space-time-coded; systems.
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Figure 4.1: The schematic diagram of the transceiver.

Figure 4.2: Structure of MFCM F.
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Figure 4.3: Flop counts of the proposed group-wise OSIC detection as a function of @)p for

an MU dual-signaling system, with @@ =165 @ui=Q — @p and N = 2.
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Figure 4.4: Average BER performances of various detection schemes as a function of SNR,
for a four-user MU STBC system, with N = 2 and M = 4. The Alamouti’s code with 8-PSK

modulation is used for each user.
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Figure 4.5: BER performance of various detection schemes as a function of SNR for a four-
user dual-signaling system, with Qp = Qy = 2, N =2, M = 6 and £ = 10. 16-QAM
and QPSK modulations are used for O-STBC signaling and SM signaling, respectively. (a)
Average BER of the two detected O-STBC users. (b) Average BER of the two detected SM

users.
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Figure 4.6: BER performance of three detection schemes in a four-user dual-signaling system
for different Ricean KC-factors, with Qp = Qyy =2, N =2 and M = 6. 16-QAM and QPSK
modulations are used for O-STBC signaling and SM signaling, respectively. (a) Average
BER of the two detected O-STBC users. (b) Average BER of the two detected SM users.
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Table 4.1: Algorithm summary of the proposed group-wise OSIC detector.

Initialization :

H  =H;F

c, €0

=F=HH;

Yoo(k) = ye(k); 20 (k) = 2(k) = Hey, (k);

Recursion: For 0 <3< QD + NQM -1

F'
1.Q, = 2 .
[(2/ Jv)Fi + I(LTfiP)
2. Z = arg 1§li§QI;lJirI11VQM—i ﬂli, where ﬁli
F
3.G, = -1
[FZ. + (af /2)I(LT%_P)
4 W, =G, T a1 T yPep

5.8 (k) = Q(WiTZi(k)>

6. ycyi+1(k) = ycﬂ-(k) — ITICJ/S\c,l;(k)

7.H _
¢l

'

8.2,,,(k) = HcT,z'+1yc,z'+1(k)
T
9.F = Hc,i+1Hc,i+1

for ZF Criterion

for MMSE Criterion
is the ((,, —1)P + 1)th diagonal entry of Q,
for ZF. Criterion

for MMSE Criterion

is obtained from H, corresponding to ScT(k)

10. H_, is obtained by deleting 4 block(s) of P columns from H,
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Table 4.2: Flop counts of different detection methods (D: constellation size).

Method

Flop Counts

Group-wise OSIC

2N*PQy, +EN*PQ) +$N°Q), + R N°P°Q,Qp + N PQ), — N°PQyQ,,

~2N’PQj, + N'PQ,Q), +3N"PQy +§NP°Q), + 4 NP’Q[Q, — 5 NP°QuQj;
9 92 213

~12NP°Q,Q,, +$NPQQ,, +4P°Q}

Stamoulis’s Method

BNPQy + BN PSRN P'Qy + 5 N°PQpQy, — F N'P'Q,Q),
~§NP°Q), + 1 NPQ;, # NP, — B NP'QYQ, ~FNP'Q,Q,,

25 P24 23 D23
+13PQp — 5 P 0y

Naguib’s 2-Step
Method

227 )N?P*Q2 £202°)N?P@:, + 4(2°)NP*Q,Q,, + 52" )NPQ,Q,, +2(2°)P*Q’,
+5N°P’Q;, — 2NPRPQY 4+ 12N2P?Q, Q% — 5N°P*Q) — 3N’PQ,Q;, + 3N*PQ),
+1INP’Q}Q,, — 10NP?Q,Qy=B8NPQQ,, + 4P°Q)

Two-Stage OSIC

3N’P’Q,Q2, +N’PQ,Q2, + 5 N°Q}. + 3NP’Q2Q,, — 6NP’Q,Q,,
+$NPQ}Q,, + P*Q)
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Table 4.3: Summary of structures of the MFCM F,, , for complex-valued constellations.

Complex-Valued Constellation

N=2(K=2)

N =3o0r4 (K =238)

P, q€Sp

p=q:F,=ql,
p=q:F,,€04)

p=q:F=als

p=q:F,, € U®)

where UD(8) = UV (8) € O(4)
U2 (8) = u*M8) = 0,

P, q €Sy

. 8x8
p=q:F,eR

th,nq’n) = gl

Fe) € V(4),1 <apd <2

8x8
p:ﬁq:Fp’qeR><

F) € V(4),1 <nyd <2
where V(Y 4) = V(Q’Q)(4) = ¢l
V() = VU@ = o 1,

p=gq: quq e R16N><16N

By = a1

Fv) € V(16),1 < n,d < N
p=q prq e R16N><16N

Fi") € V(16),1<n,d <N
where V(Y (16) = Y22) (16) = ¢ Ig

VD(16) = VD (16) = I

pESH
q€ Sy

4x8
F,,eR

Fli e O(4),1<n <2

prq c RSXIGN
Fl") € D(8,16),1 < n < N, where
D (8,16) = D4 (8,16) = DY (8,16)
= —pP4(8,16) € O(4)
~D*(s,16) = D*?)(8,16) = D19(3,16)
= P4 (8,16) € O(4)
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Chapter 5

Efficient Transmitter and Receiver

Design for Grouped Space-Time
Block Coded Systems with Feedback

Information

5.1 Introduction

In this chapter, a flexible grouped STBC (G-STBC) with arbitrary number of total trans-
mit antennas is presented for the downlink over the Rayleigh flat-fading channels. By treating
each antenna group as an independent data stream unit, the signal detection/interference
suppression becomes a detrimental factor dominating the link performance in such the sys-
tems. As known, to detect the transmitted symbols, the optimal solution is ML detection
[4], [14]. However, it is usually prohibitive for use due to its high computational complexity.
Recently, there are various associated interference mitigation schemes reported in the litera-
ture [78]-[81]. It was suggested in [80], [81] to tackle this problem through an MU detection

framework, and demonstrated that if all users use the O-STBC scheme for transmission
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under the same number of transmit antennas, the OSIC detector allows a “user-wise” joint
detection property. By borrowing from this detection framework, it is shown in this chapter
that an “antenna group-wise” detection property can be applied to the real-valued constella-
tions in the proposed G-STBC system. However, for the complex-valued constellations, it is
shown that the per-antenna group detection property will fail leading to an increase in com-
putational complexity. To remedy this, we then propose an appropriate OSIC detector to
guarantee the antenna group-wise detection property for the possible codeword structures of
G-STBCs. Moreover, a computationally efficient recursion based implementation associated
with such an OSIC detector is then developed based on the distinctive structure embed-
ded in the MFCM to further alleviate the detection computational load. Finally, we study
the codeword structures and propose an optimal codeword selection criterion based on the
minimum BER performance under the fixed total transmit power and total SE. Numerical
examples are used to illustrate the performance of the proposed G-STBCs and corresponding
OSIC detector.

The rest of the chapter is organized as follows. Sectioh 5.2 describes the system model and
some basic assumptions for G-STBE system: Section 5.3 investigates the embedded struc-
tures of MFCM and develops an antenna’ group-wise OSIC detection scheme based on the
distinctive structures of MFCM for real-valued constellations. On the contrast, Section 5.4
gives a development of a particular semi-antenna group-wise OSIC detection algorithm for
complex-valued constellations. The implementation issues for complex-valued constellations
including the antenna group-wise OSIC solution, two-stage detection strategy and computa-
tionally efficient recursion based realization are then presented in Section 5.5. In Section 5.6,
the codeword structures, properties and selection criterion of G-STBCs are studied. Finally,
Section 5.7 shows the simulation examples, and Section 5.8 concludes the chapter. Most of

the mathematical details required in our discussions are relegated to the appendix.
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5.2 System Model

5.2.1 System Description and Basic Assumptions

Consider the G-STBC system over the Rayleigh flat-fading channels as illustrated in
Figure 5.1, in which N antennas are placed at the transmitter and M antennas are located
at the receiver. The N transmit antenna elements are partitioned into () antenna groups
with each comprising 2 < N, < 4 (< N) antennas' so that Ny + Ny + .-+ Ng = N. In
particular, for the gth group, consecutive B, symbols of the data stream are spatially and
temporally encoded according to [47], and are then transmitted across N, antennas over K,
symbol periods. Assume that the unit-rate codes for real-valued (2 < N, < 4) and complex-
valued constellations (i.e., N, = 2) and half-rate codes for complex-valued constellations (i.e.,
3 < N, < 4) [47] are applied to each antenna group. If K := max{K,, K,,...,Kg}, then
according to [47], K will thus be a multiple of K that is, K = x,K, with a positive integer
kq = K/K, During the K symbol periods;-each aﬁtenna group then sends L, := k,B,

independent symbols, and there are thusin total

Q Q B,

Ly ::;Lq:K;E (5.1)
data symbols transmitted from the () antenna groups every K symbol periods. Each antenna
group’s code, called the group code, can also be completely described by the associated
N, x K ST codeword matrix X, (k) € CN*% ¢ =1,2,...,Q, as defined in (4.2), where
A, € CNe*E is the ST modulation matrix. Denote that each Ny, x K matrix A, has the

following properties [62] (c.f. (4.3))

K(I —
AuAl =l kel 52

A AL+ A AT =0y, k#L

Tt is known by [47] that the O-STBCs exist for 2 < N, < 4 when complex-valued constellations are used,
and 2 < N, < 8 for real-valued constellations. Here we only consider the case 2 < N, < 4. This is because
that the capability of the appealing group-wise detection property in OSIC algorithm will fail if 5 < N, < 8

(see Section 4.1).
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even if K > K,. Moreover, splitting the source symbols into the real and imaginary parts
will also unify both the problem formulation and the underlying analysis, regardless of the
number of antennas of each group N, and symbol constellations.

Collecting received signal vector y(k) := [y1(k), y2(k), ...,y (k)] € CM over K succes-
sive symbol periods, we have the M x K ST signal model (2.72) with N being replaced by
N, (assuming that the () antenna groups are symbol synchronized). Note that in (2.72) P, is
the transmit power of the ¢th antenna group so that P, + P, +- -+ Py = Pr, with Pr being
the total transmit power, H, is an M x N, MIMO matrix channel from the ¢th antenna
group to the receiver, and V (k) € CM*¥ is the channel noise. The following assumptions

are also made in the sequel.
(al) The symbol streams s,(k), ¢ =1,2,...,Q, are i.i.d. with zero-mean and unit-variance.

(a2) Each entry of the MIMO matrix, chanuel:H,, ¢ = 1,2,...,Q, is an i.i.d. complex
Gaussian random variable with zero-mean and unit-variance, and assumed to be static

during the K signaling periods.

(a3) The noise V (k) is spatially and temporally white, each entry being with zero-mean

and variance o?2.
(a4) Equal power allocation for all groups is assumed, i.e., P, = Py =--- = Py = %.

(ab) Assume that 2 < N, < 4 and hence, according to [47], the symbol block length

B, € {2,4}. The proposed approach is exclusively applicable to this scenario.
(a6) For 3 < N, <4 with complex-valued constellations, the half rate codes [47] are used.

(a7) The number of receive antennas is chosen so that M > Q.

5.2.2 Real-Valued Vectorized Signal Model

To facilitate the detection and analysis, we again consider the equivalent (real-valued)

vectorized signal model built in Section 2.4.1. Since the number of transmit antennas is
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different at different antenna groups, we will use the vectorized signal model built in Section
2.4.1 with N being replaced by N,. Based on the MF signal z(k) (c.f. (2.80)) we can detect
the unknown symbols over an observation space of a relatively small dimension. We will

hereafter rely on the filtered model (2.80) for detection.

5.3 OSIC Detection: Real-Valued Constellations

For MU STBC systems [78], [79], [94] with the same number of antennas placed at
each user terminal, it has been shown in Chapter 4 that the MFCM F will exhibit the
appealing block orthogonal structures to allow a “user-wise” OSIC detection property. Such
a system architecture can be regarded as a special case of the G-STBC systems in which
N; = Ny = --- = Ng, by merging all users’ ST codewords into a “big” one and treating each
user as a particular antenna group. However, fotsthe general G-STBC systems, due to that
the number of antennas placed at éach-antenna group could be different, the structure of
the resultant MEFCM F might largely deviate from that-considered in MU STBC systems in
Chapter 4. As we will see in what follows, the matrix F in the G-STBC systems will reveal
another appealing block orthogonal structures; This fact is primarily the gut for developing
an antenna group-wise OSIC detector.

To detect the transmitted symbols in the G-STBC systems, we again propose to adopt
the OSIC algorithm [56] since it yields reasonable trade-off between performance and com-
putational complexity with respect to the optimal ML decoding [6], [68]. For the MU STBC
systems with the same number of antennas at each mobile user, it has been shown in Chapter
4 that the OSIC detector can per stage jointly detect a block of multiple symbols associated
with a particular user. In this section, by using the distinctive structures of the MFCM
F shown in the sequel, we will see that the OSIC detector can per stage jointly detect a
block of K symbols associated with a particular antenna group in the considered G-STBC

systems, called the “antenna group-wise” OSIC detection scheme (as presented in Chapter
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4), for real-valued symbol constellations.

5.3.1 Matched-Filtered Channel Matrix

Denote that F, , and F, , are the signal signature of the gth antenna group and the inter-
group interference between the pth and the ¢th antenna groups, respectively. To characterize
the structures of F, , and F,, ;, or equivalently F, we might have to gather each piece of entry
and put them altogether to examine how F,, and F,, are actually like. This can be done
through the following lemma. In the sequel, we denote by O(K) the set of all K x K
real orthogonal designs with K independent values as specified in [47]. Also, we denote by

O(K, L) the set of all K x K real orthogonal designs with L independent values.

Lemma 5.3.1. Consider the real-valued constellations with 2 < N,, N, < 4. According to
[47], we get K € {2,4}. Let F,, be they(p)@)th L, x L, block submatriz of F, where F is
defined in (2.81). Then we have F 3 = a1k land F, o€ O(K) whenever p # q. |

Proof: See Appendix F. ‘ O
Precisely, Lemma 5.3.1 specifies that:for p £ g:
(pl) When K = 2, it turns out Ny = Ny = --- = Ng = 2. Then we have F, , € O(2).

(p2) When K =4 and N, = N, = 2, then each 2x2 block diagonal submatrix of F, , € R***
belongs to an orthogonal design and each 2 x 2 block off-diagonal submatrix of F, , is

a zero matrix. As a result, we have F, , € O(4,2).
(p3) When K =4 and 2 < N,,, N, <4 but N, # N, # 2, then we have F,, € O(4).

The results of Lemma 5.3.1 are summarized in Table 5.1. Part (pl) of Lemma 5.3.1 is
known from [47] and is exploited in Chapter 4 for developing a user-wise OSIC detector in
the MU STBC systems. The significance of Lemma 5.3.1 lies in Part (p2) and Part (p3),

which are more relevant to the G-STBC systems. In particular, Part (p2) and Part (p3)
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show that as K = 4 (i.e., at least one of () antenna groups places more than two transmit
antennas), the cross-coupling matrix F, ;, describing the interference between the pth and the
gth antenna groups terns out to be a 4 x 4 orthogonal design. Since a matrix being a scalar
multiple of Iy is essentially a K x K orthogonal design O(K, 1), Lemma 5.3.1 asserts that
whenever the number of transmit antennas (2 < N, < 4) at each group is, the MFCM F does
consists of orthogonal design based block submatrices. The case of each antenna group with
different number of antennas thus substantially preserves the block orthogonal structures of

F as described in Chapter 4 and allows an “antenna group-wise” OSIC detection.

5.3.2 Antenna Group-Wise OSIC Detection

For real-valued constellations, the unit-rate codes [47] are applied to each antenna group
to form the group codes. In this scenario, we have B, = K,. In what follows, we will consider
the ZF and MMSE criteria for developing OSIC based‘ detection.

Consider the ZF OSIC detection, in which the optimal detection order at each stage
is based on the maximal post-deteetion. SNR eriterion=[56]. Through the same procedures
(4.4)-(4.5) as what we have done in Segtion 4.4.1, the optimal detection order at the initial
stage can be obtained by searching for the index [ = 1,2, ..., Ly at which [F_l]u is minimal.
In the following theorem, we will see that F~!, loosely stated, “inherits” the key features of

F established in Lemma 5.3.1.

Theorem 5.3.1. Consider the real-valued constellations with 2 < N, N, < 4 and hence

K € {2,4}. Let F € RETXET he the MFCM as defined in (2.81). Then each K x K block
diagonal submatriz of F~' is a scalar multiple of Ix and each K x K block off-diagonal

submatriz of F~1 belongs to O(K). |

Proof: Let us first define Fgp(L) to be the set of all invertible real symmetric KL x KL
matrices, where K and L are two positive integers, so that, for X € Fr (L), with Xy ; being

the (k,)th K x K submatrix of X, we have X;; = Ik for some scalar f;, and X;,; € O(K)
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for k # [. Therefore, Theorem 5.3.1 is in fact an immediate consequence of the following

result by setting L = Q. O
Lemma 5.3.2. If F € Fgr(L), then so is F~'. |
Proof: Also see Appendix A. O

Theorem 5.3.1 shows that the total KL diagonal entries of F~! assume L = @ distinct

levels By, 1 =1,2,..., L, that is

diag (F_l) = {ﬁo,l, e ,50,11,\50,2, cee 50,2; e ,ﬁo,L, cee 50,LJ}- (5.3)

K entries K entries K entries

From (5.3), we can see that it suffices to search among the L values, one associated with a
particular “antenna group” (or say the layer in the standard V-BLAST detection), for the
optimal detection order. Therefore, we can simultaneously detect a block of K symbols at
the initial stage, with the optimal detection order being given by (4.6), and the ZF weighting

matrix can be computed from the ¢orresponding indexed columns of F~! as
Wy =F""' [eK(Z0—1)+1 " 'eK(Z0—1)+K] S RL‘KXK- (5.4)

The detected signal is then cancelled fromithereceived signal (2.77), yielding a “modified”
signal model for detection at the next stage.

With such a detect-and-cancel procedure followed by an associated linear combining of
the resultant signal (2.80), it can be directly verified that, at the ith stage, i = 1,2,...,L—1,
the noise covariance matrix is of the form F;'. From Section 4.4.1, we can see that F; €
Frr(L — i), and using Lemma 5.3.2, it can be immediately shown that F; ' € Fr (L — i),

which implies that

diag (Fgl) = {@',1, cee @',L, @',2, S 51‘,3; e a\ﬁi,Lfi; e 7ﬁi,Lfi}7 (5.5)

~~ ~~ ~”

K entries K entries K entries

where (3;; is the [th distinct value distributed on the diagonal of F;'. As a result, a block
of K symbols transmitted from a particular antenna group can be jointly detected at each

stage building to an antenna group-wise OSIC detection property.
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Remark: The joint detection of a block of K symbols per stage benefits uniquely from
the user of orthogonal codes. However, even if the orthogonal codes are used, the appealing
group-wise detection property does not hold for NV, > 4. This is because that F is observed
to lose the special form as specified in Lemma 5.3.1 and, as a consequence, the assertion on
F~! in Theorem 5.3.1 may not be true. This confirms the assumption (a5) mentioned in
Section 5.2.1.

Remark: The MMSE OSIC detector is also capable of per stage jointly detecting a
block of K symbols in essentially the same manner as in the ZF case. From Section 4.4.1,
it is show that the MMSE OSIC detector can be implemented in the same per antenna

group-wise detection manner.

5.4 OSIC Detection: Complex-Valued Constellations

So far we have developed an anteanajgroup-wise. OS1C detection algorithm for real-valued
constellations. In what follows, by -using the distinctive-structures of MFCM F again shown
in the sequel for complex symbol case, we will-develop-a particular semi-antenna group-wise
OSIC detection scheme for the considered G=STBC systems: only a half of a block of 2L,
real-valued symbols, (i.e., a block of L, real-valued symbols either from the real part or
imaginary part of the complex-valued symbols associated with an antenna group) may be

per stage jointly detected in OSIC based processing.

5.4.1 Matched-Filtered Channel Matrix

For complex-valued constellations, by regarding the real part and imaginary part of a
complex symbol as two independent real-valued symbols, there are some relevant results (see
following lemma) essentially different to those in Lemma 5.3.1. These results will significantly
)

affect the detection framework in OSIC based processing. In the sequel, we denote by Fz(,f,}t

the (s,t)th block submatrix of F,, with a proper dimension.
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Lemma 5.4.1. Consider the complex-valued constellations with 2 < N,, Ny < 4. According
to [47], we get K € {2,8}. Let F,, be the (p,q)th 2L, x 2L, block submatriz of F, where F
is defined in (2.81). Then the following results hold.

(p1) When K = 2, it turns out Ny = Ny = -+- = Ng = 2. Then we have F,, = a,14 and
F,, € O(4) whenever p # q.

P en = 8 an = = 2, then = aqlig an S wit ¢ €
2) When K = 8 and N, = N, = 2, then F,, = aglig and F,, € R with F;)
0(8,2), s,t = 1,2, whenever p # q. Moreover, we have Fg(}l) = Fg(’f) and FZ(,{&Z) =
2,1
P en K = 8 an =2 3< < 4, then = .l an € wi
3) When K = 8 and N, = 2, 3 < N, < 4, then F,, Jor, and Fq R6>8 with
2,1)

F(s(}t) €0(4),s=1,...,4,t=1,2, whenever p # q. Moreover, we have FI(,{(}I) =F,.’,
(

Fii’ = Fpg, By = —F3) and Byg) = —Fp57.
(p4) When K = 8 and 3 < N,, Ng <4, 1then Fy, = a,Is and F,, € R¥® with F,(,{(}l) =
Fgf) € O(4) and Fgf) = F,(,?Z]l) = Oy, whenever p # q. In this case, F,, € O(8,4). &
Proof: See Appendix G. O

Based on Lemma 5.4.1, following facts are asserted.

Fact 5.4.1. From Lemma 5.4.1, we have

(f1) If K =8 and N, = N, = 2, then F] F,, =F, FT = clig for some scalar c.

aly O
(f2) If K =8 and N, = 2, 3 < N, < 4, then FZ’QF,,,Q = e ! for some scalars ¢,

04 0214
and cs. [ |

The results of Lemma 5.4.1 are summarized in Table 5.2. From Lemma 5.4.1, it is
shown that each “4 x 4” (minimum size) submatrix of F belongs to an orthogonal design.

It is worth to note that, from Lemma 5.3.1 and Lemma 5.4.1, F, , will be a square matrix
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except for the case of complex-valued constellations with K = 8 and N, = 2,3 < N, < 4.
This is because that, in this case, two different code rates (unit-rate and half-rate) [47] are
used simultaneously. This special structure will no longer allow the “antenna group-wise”
OSIC detection framework as described in the real-valued constellations case, but instead
of a “semi-antenna group-wise” OSIC detection strategy (see the next section for further

explanation).

5.4.2 Semi-Antenna Group-Wise OSIC Detection

Observing from Lemma 5.4.1 (or Table 5.2) that F consists of the orthogonal type block
submatrices, it seems intuitively that the antenna group-wise OSIC detection algorithm for
complex-valued constellations can also be allowed. However, due to the presence of different
code rates (unit-rate and half-rate) among the antenna groups in G-STBC systems, the
structures of F~! and Fi_1 may losesSome appealing properties. Some results must hence
need to be re-examined and re-invéstigated. Specifically, property (pl) of Lemma 5.4.1 has
been discussed in Chapter 4 and shown' that it.-can per stage detect a block of 2K real
symbols for a particular antenna group.and thus_guarantee the antenna group-wise OSIC
detection property. By going through essentially the same arguments as what have done
in Chapter 4, it can be easily verified that property (p4) of Lemma 5.4.1 also promises
the appealing antenna group-wise OSIC detection as mentioned above. For complex-valued
constellations, we will thus only focus on cases (p2) and (p3) of Lemma 5.4.1 to develop an
appropriate ZF/MMSE OSIC detector. To compute the optimal indexes and corresponding
weights (either for ZF criterion or for MMSE criterion) required in OSIC based detection,
we need to see the explicit knowledge of diagonal entries of F;'. In the following theorem,
we will see that F; ' no longer inherits the essential features of F;.

Before investigating the feature of F;', we need the following some definitions. Define
a decision group G; 4, g = 1,...,G;, where G; is the total number of decision groups at the

ith stage, that has a half of real-valued symbols of an antenna group at the ith detection
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stage. One antenna group thus includes two decision groups by assumption, each of which
has L, real-valued symbols. Let Z;; and Z; ;)5 be the respective index sets of decision group
for unit-rate codes and half-rate codes, with G;; := |Z;| and G, := |Z; /2| denoting the
respective cardinalities. Also, let Z; := Z;; U Z; 1/ be the index set of total decision groups,

with G; := |Z;| denoting the corresponding cardinality. Then we have the facts

Ly HILiNTe=0,
L = (5.6)
Liap NI, =0.
On the other hand, let us to partition the diagonal entries of F; into G; decision groups,

each of which has the same (nonzero) value, namely

dlag (Fz) = {Oéi’l,...,Oéi’l,Oéi’Q,...,Oéi’Q,...,Oéiyg,...,ai’gi}
N -~ A -~ > NS -~ o
18t group: G;;1 2"? group: Gi 2 Gth group: Gi,c;
= {gi,ly gi,Z) ety gl,Gl} . (57)

Assume that {Ozi’g}?:il exhibit D;(G5) different levels with
[Gi/2] < Di(Gi) < Gi, ‘ (5:8)

where D; is a function of G;. This is'because-that when the diagonal entries of F; have
G decision groups, there will exist G; — [G;/2] + 1 possible outcomes that have different
number of levels presenting on the diagonal of F;. Hence, D;(G;) will also has G; — [G; /2] +1
possible different values, depending on which outcome of G; decision groups occurs. For a
concise notation presentation, in the following, we drop the dependence G; of D;(G;).
Next, let us define F;(G, D) to be the set of all invertible real symmetric .J x .J matrices,
where J, G, D are the positive integers, so that, for X € F;(G, D), we have (1) each
block diagonal submatrix of X is a (nonzero) scaled identity matrix a,I,, g = 1,...,G,
with M, € {2,4,8}, (2) {ay}5, exhibit D different values, with [G/2] < D < G, (3) for
i,j=1,...,G, i # j, each 4 x 4 block submatrix of M; x M; block off-diagonal submatrix
of X belongs to O(4) or is a zero matrix. Moreover, if D = G, then F,;(G,D = G) will be

simplified as F;(G).
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Theorem 5.4.1. Consider the complex-valued constellations. Assume that unit-rate and
half-rate orthogonal codes [47] exist simultaneously at the ith detection stage, i.e., TNZL; 1 # 0
and TN L1090 # 0. Let I;(g), g = 1,...,G; be the gth entry of the set T, and F; € R7*7i
the MFCM as defined in (2.81), where

G;
Ji= Ly =) Ly, (5.9)

JET; g=1
with L, € {2,4,8} for all q. If F; € F;,(Gy, D;), then F;t € Fi(Gy). |
Proof: See Appendix H. O

Theorem 5.4.1 shows that .J; diagonal entries of FZ-_1 will assume G; > D; distinct levels

{ﬂi,g}gG;I (where F; only has D; distinct levels), that is

. -1
diag (Fz ) = {51',1, oo Bity Bizy oy Bis - Bigiy - - 752',6‘1-}
1st gr;;p: G 2nd grzgp: Gi2 Gt group: G;

= {gi,la gi,Za S gi,Gi} 3 ‘ (510)

From (5.10), we can see that it suffices to search among the G; values, one associated with
a particular block of L, real-valued symbols (say the layer), that is, a half of real-valued
symbols from the gth antenna group, for the optimal detection order. Based on the same
procedures of the antenna group-wise OSIC algorithm (ZF or MMSE criterion) developed for
the real-valued constellations, we thus can simultaneously detect a block of L, real-valued
symbols from a particular antenna group rather than 2L, real-valued symbols at the sth
stage. We call such a detection strategy as the “semi-antenna group-wise” detection. The
same detection manner holds at the latter stages if the unit-rate and half-rate codes still exist
simultaneously in those yet-to-be-detected antenna groups. However, when the code rates
of the yet-to-be-detected antenna groups are the same, which means that (5.6) holds, it can
be shown by applying Theorem 5.3.1 that the detection property will be simplified to the
antenna group-wise detection manner, that is, it will per stage jointly detect either a block

of L, or a block of 2L, real-valued symbols depending on the number of symbols remained
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in the corresponding yet-to-be-detected antenna group. As a result, to completely detect
the 2L, real-valued symbols associated with a particular antenna group, such a detection
manner might double the computational load compared to the antenna group-wise detection
property, so that the overall detection complexity is at most the double of the antenna
group-wise detection property.

For example, partitioning the N = 8 transmit antennas into three groups which are
allocated with 2, 2 and 4 antennas, respectively, and the corresponding code rates are 1,
1 and 1/2 leads to the required number of stages L for optimal ordering performed in the
OSIC based detection mentioned above will be bounded by 4 < L < 6. On the contrary, if
we perform the antenna group-wise OSIC detection, only three stages may be sufficient to
detect all the transmitted symbols.

Remark: For complex-valued constellations with 3 < N, < 4, the more spectral efficient
orthogonal codes (or called the delay optimal codes) are the 3/4-rate codes [47], [94]. It is
known in the literatures that these todes provide the highest code rate. However, with such
the codes used, by going through essentially the same procedures as what we have done in
the proof of Theorem 5.4.1, it can be shown that all the diagonal entries of F;* will result
in different values from each other. This will lese the capability of the appealing group-wise
detection property and thus induce a relatively large detection computational load. From
this observation and based on the tradeoff between the performance and computational load,
we hence do not consider such the codes.

Remark: The Naguib’s [78] and Stamoulis’s [79] methods are two popular interference
suppression/signal detection algorithms for the MU STBC systems. Based on the block
orthogonal structure embedded in F as specified in Lemma 5.3.1 and 5.4.1, the two methods
can also be realized in the aforementioned system. In the numerical results, we will consider

the two methods to evaluate the detection performance of the proposed OSIC based detector.
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5.5 Implementation Issues of OSIC Detection

In this section, some implementation issues of the OSIC based detection for complex-
valued constellations including the antenna group-wise detection strategy, two-stage detec-
tion strategy and a computationally efficient recursion based realization are presented to

further reduce the receiver complexity.

5.5.1 Antenna Group-Wise Detection Strategy

It is shown in Section 5.3.2 and 5.4.2, the antenna group-wise detection property can only
be done for the real-valued constellations. However, for the complex-valued constellations,
such a detection property will be fail, leading to an increase in computational complexity.
To reduce the receiver complexity for the considered system without a critical performance
degradation, a simple antenna group-wisé OSICrdetector is proposed, in which a block of
2L, real-valued symbols associated. with aparticular antenna group is jointly detected per
stage. It is noticed from Theorem -5.4:1 that the 2L, entries distributed on the diagonal of
F; ! within an antenna group will response to two levels as Br,.1 and Br, ».

To carry out the antenna group-wise detection, an intuitive approach is to “directly
search” the group index of the diagonal entries of F; ! at which antenna group is minimal.
This is the simplest method, but however it may also induce a large detection error (see the
computer simulations). To tackle this problem, we propose to “average” the two-level values

Br, 1 and B, » within an antenna group as follows

_ Brg1 T+ By, 2

Big = =", i=1,...,Q—1, g=1,...,Q —i, (5.11)

and rewrite the Z?;f 2L, diagonal entries of F; ' as

. 1\ _ T
diag (F; ') = [Bi1s- - Bit, Bizs - Bigs -+ s Bigeis - - -5 Big—il - (5.12)
NS ~~ o N\ ~~ g N ~~ 4
2L1 entries 2L9 entries 2Lg— ;i entries
Based on S, 1, Bi2, ..., Bio—i, we can thus search the corresponding indices at which antenna

group is minimal. Since the detection order under these ways may violate the actual optimal
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sorting, such a simple processing strategy can reduce computation at the expense of a possible
performance drop. However, as we will see in the simulation results, the performance drop
is not critical. Note that this type of processing strategy is unique through the use of

real-valued representation of signal model shown in Section 5.2.2.

5.5.2 Two-Stage Detection Strategy

As mentioned in Section 5.4.2, if the group code rates among the yet-to-be-detected
antenna groups are different, the antenna group-wise detection property will be fail and thus
may increase the detection complexity. However, as the group code rates are the same, it
will reduce to the antenna group-wise OSIC detection. An appropriate solution to solve this
problem can be done based on the following two-stage processing. (1) We first categorize
the antenna groups into two classes based on code rate: one class for high-rate (unit-rate)
code (i.e., Ny = 2) and another for low-rate (halfrate) code (i.e., Ny = 3 or Ny = 4). (2)
Detect the symbols based on class-by-class manner. To this end, we must explicitly know
which class should be detected first. Fortunately, since all the N transmit antennas are
partitioned into several small groups; each of which places two, three or four antennas and
is ST encoded based on O-STBC, the transmit diversity advantages obtained from these
groups may be different leading to different BER performances among these groups. This
fact will consequentially dominate the detection order in the proposed OSIC biased detection.
Theoretically, the antenna group that has the higher diversity advantage (i.e., larger IV;) is
robust against the channel impairments and can thus be detected first. From this point
of view, we propose a “two-stage” detection strategy, in which the low-rate antenna groups
(N, =3 or N, = 4) are detected first through the OSIC detection algorithm and then for low-
rate ones (N, = 2), to further reduce the detection computational complexity. Likewise, due
to the non-optimal detection ordering, such a detection strategy may also cause a possible
performance loss, but this performance loss is slight and within an acceptable regain (see the

simulation results for illustration). Note that in the first processing stage, since the different
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code rates still exist, the semi-antenna group-wise detection may be done, but this can be
solved by the proposed “average” or “direct” method described in previous section.

For the G-STBC system, since some antenna groups may be allocated more antenna
elements (e.g., three and four elements), the receiver will suffer from a certain time latency
for data detection to exploit the diversity benefit for such the antenna groups. For example,
if three or four antennas are used for a particular antenna group, K = 8 symbol periods
are the temporal latent cost for collecting a diversity gain of order three or four. The
inherent time latency produces link robustness for those antenna groups with larger antenna
elements at the expense of a reduced data processing efficiency. This is because that during
the processing time for larger diversity advantage, the receiver will receive extra independent
source symbols from other high-rate antenna groups (i.e., N, = 2). This will enlarge the
overall data processing dimension. As a consequence, there will be an unavoidable increase
in the detector complexity. Fortunately, the two=stage detection strategy can alleviate the
increase of such the detector compléxity. Sitice as: the low-rate antenna groups detected and
cancelled from the signal y.(k) leaving the high-rate aﬁtenna groups, the time latency can
thus be vanished and the detection property can turn back to the pure high-rate detection

case where only two symbol periods are sufficient for data detection.

5.5.3 Recursive Implementation

To alleviate the detection complexity, by using the embedded structures of F and F~!,
a recursive algorithm is then developed to implement the OSIC based detection. In the
proposed OSIC based detection algorithms (either for ZF or MMSE criterion), it needs the
information of detection order and corresponding weights. In particular, the computations
of detection order and weights require the explicit knowledge of the inverses of MECM? F~!
at initial stage and F; ' at the ith stage. As a result, the main computational burden of the

OSIC algorithm lies in the successive matrix inversions throughout all stages. However, it

2For notation simplicity, we only focus on the ZF criterion.
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will be shown in what follows how the knowledge of the embedded structures of F, and its
inverse F~!, can further help to alleviate the computations.

Specifically, with the spatial structure of F given, there is an efficient way of finding F~*
by solving a set of linear equations of relatively small dimensions based on the Cholesky
factorization [97]. Moreover, the inverse matrix required at each stage could be recursively
computed based on the parameters available in the previous stage. This is because that the
computation of F; ! can be directly and completely obtained from the information of F;
and F,;_; (see Section 4.5.1).

In the proof of Theorem 5.4.1, it is shown that the minimum dimension that can form
an orthogonal matrix in F, | is four, where F, € R2Lr*2La g the (p, q)th block submatrix
of F~!. Since the recursion based implementation can only tackle a block orthogonal matrix
once at a time, as the matrix dimension of F is large, directly implement the recursion
based processing for the semi-antennasgroup-wise QOSIC detection described in Section 5.4
may need more stages. Fortunately, the two-stage defection strategy, which detects the low
rate codes first and then for high-rate codes, can help to reduce the required number of
stages. As a result, in the following"we ‘will devélop the recursive implementation based on
the two-stage detection strategy. To this‘end, we assume that: (1) there are two levels on
the diagonal entries of F; ! within an antenna group at each stage, (2) the last column and
row blocks of F; = HCTZHCZ corresponding to the desired signature of an antenna group are
to be deleted (i.e., to be detected) at the ith stage, and (3) the antenna groups with three
or four antennas are first detected. With Fy' := F~! obtained at the initial stage, in what
follows we will show how F ! at each stage can be recursively computed based on F;_; and
F, . Denote by F; € R>(Fr=Xj1 Py )}2(Lr=Eim1 Laj) the MFCM at the ith stage, where L,

is the symbol block length of the ¢th group to be deleted at the i¢th stage. Then F;_; can
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be partitioned as

o F; B, e R2(Er—ih Ly ) <2 (Lr-337) qu)’ (5.13)

where B;_; € R2(Zr-Xi qu)XQLqi—l, and D;_; = d; 1Ty, for some scalar d;_;. Denote by
F, | the 2 <LT - 22:1 Lq].) X 2 <LT - 22:1 qu) principle submatrix of F; !, From (5.13)
and using the inversion lemma for block matrix (see Appendix C), F;_; can be expressed as

F, = (F;—B;,D;}Bl )" (5.14)

In particular, it follows from (5.14) that
F,=F;' +B;,_,D;' B} |, (5.15)
and then using the matrix inversion lemma [4];" we have

F! = (F;_11+Bi71Di7—11B2T*1)_1

)

_ s -1 _
= F, 1 —F;, 1B, (BiT_1Fz'lez>1 = Diq) B/ |F,

= F,., -E,_,C/ \E, (5.16)
where Ei—l = Fi—lBi—l c RQ(LT_Z;:1 qu)X2Lqi—1, and

Ciyim BT Fi By + Dy — | e Ot (5.17)
OLqF1 C2,iflILqi71

for some scalars ¢;; 1, j = 1,2. In (5.17), we have used the fact that BinlFi,lBi,l possesses

exactly the same structure as that of C;_;, which benefits from the usage of the orthogonal

codes, and this fact can be shown immediately from the proof of Theorem 5.4.1 and the

Fact 5.4.1. The simplification in (5.16) implies that F; ' at each stage can be recursively

computed based on F,;_; and Fi’_ll. This provides a simple recursive formula for computing

F;' based on F,_; and F; ', without any “direct” matrix inversion operations and hence
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reduces the detection computational load. Note that the good property described in (5.17)
is unique for the two-stage detection. If we detect the symbols without the use of two-stage
strategy, the result of Bl |F; B, ; is no longer a diagonal matrix, and we will thus need
some matrix inversions or more stages for symbol detection leading to an additional increase
in computational complexity. It is also noticed that as the antenna groups placed three
or four antennas detected, based on the two-stage detection property we have ¢;; = ¢y, in
equation (5.17). The proposed recursive algorithm for antenna group-wise OSIC detection is
basically a block based realization of the method [108] applied to the conventional symbol-
wise OSIC detection. A distinctive feature proposed here is the key result (5.17) so that the

inverse of B;{lf*‘z-,lBi,l + D;_; in the computation of F;l can be completely avoided.

5.6 Grouped Space-Time Block Codes

In G-STBC systems, with the antenna partition.done, the code rate R, associated with an
antenna group will thus be defined depending on the number of antennas N,. Specifically,
combining the antenna group codewords-into-a.-“big”' ST codeword induces the G-STBC.
To fulfil the block orthogonal matrix” property for allowing a low-complexity group-wise
OSIC detection as described in Section 5.3 and 5.4, in what follows, we will develop a
computationally efficient G-STBCs regardless of the number of total transmit antennas V.
Based on the designed codewords, we then provide a code selection criterion to appropriately
choose the codewords in accordance with the link performance under the constraints of total

transmit power and SE.

5.6.1 Codeword Construction and Property

Since L, symbols are transmitted from the gth antenna group over K symbol periods, or

in other words, there are in total Ly data symbols are transmitted from N antennas over K
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symbol periods, the code rate of a G-STBC can be given by

RN = ZE Z ZF (5.18)
:\,./ :\/

g=1
=RY Ry

where k, .= K/K, = L,/B, is the number of regular O-STBCs, called the elementary codes,
in the gth antenna group over K symbol periods, and RY := L,/K and R} := B,/K, are
the code rates of the ¢th antenna group code and enementary code, respectively. Note that
in such a G-STBC system, RY = RY. From (5.18), we can see that the overall code rate of
G-STBC is just the sum of the code rates of () group codes. As a result, the total ST area
[86] N K, occupied by the grouped ST codeword will satisfy

Q I Q
> (ﬁ) N, =Y rN,K, = NK. (5.19)
q

q=1 g=1

For the fixed N and @, let us define the,array antenna architecture as (Ny, No, ..., Ng)
with 2 < N, < 4 and Ny + Ny + - ;5 +Ng =N Let SY be the set of all possible antenna
architectures over N transmit antefinas and defiie J" = |S"| be the respective cardinality,
which is the number of all possible sets forConstructing én N x K G-STBC. Note that during
each symbol block K, different antenna:configuration (code construction) can be used for
transmission based on the system requirements and/or channel conditions. Moreover, if
we define Q;-V to be the number of antenna groups of the jth possible set for N transmit

antennas, then we have

SN:{(NI,...,NQ;_VH, j=1,...,JV (5.20)
so that Q%m < QY < QMax, where

Qpin = [N/4] (5.21)
and

Qmax = | N/2] (5.22)

are the respective minimum and maximum numbers of antenna groups over SV.
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Example 5.6.1: When N = 10, there are JV = 5 possible antenna configuration sets:

SV =1{(334), (2,4,4),(2,2, 3 3),(2 2,2 4),(2,2,2,2,2)}, (5.23)
SN:QV=3 8Y: Q) =3 sN =4 sN =4  SN:QN=5
and QN . = [N/4] =3, QNax = LN/QJ = 5. The corresponding code structures are shown

min

in Figure 5.2. With above example, some interpretations and discussions regarding the code

properties are as follows.

(a)

Code Rate: As we can see from (5.23) that, S} and SY have the same number of
antenna groups, i.e., QY = QY = 3, but different antenna configurations (3,3,4) and
(2,4,4). This is also observed from SY and SV. Specifically, according to (5.18), SN
provides a code rate of 1.5 but S provides a code rate of 2, and 3, 3.5 and 5 for S, S¥
and SY, respectively, which means that, for a fixed N, different antenna configurations

may provide different code rates even, under the same number of antenna groups.

Diversity advantages: Différent ttansmitidiversity gains are provided by different

antenna configurations leading to different BER p;erformances.

Computational complexity:Based on the OSIC based detection described in Sec-
tion 5.3 and 5.4, the maximum required number of stages LY for data detection are
respective 3, 6, 8, 8 and 5, showing that different antenna configurations will also cause

different computational loads at the receiver.

As a result, for a fixed N, the code characteristics including the code rate, BER perfor-

mance and receiver computational complexity will be significantly affected by the antenna

configuration. In general, for a fixed IV, an antenna configuration with more antenna groups

will provide higher code rate, but lower diversity advantage. However, for a fixed N and a

fixed @), an antenna configuration with lower code rate does not necessarily provide a higher

diversity advantage, and the antenna configuration with larger difference among N,’s may

not perform worse than that with small difference among N,’s (see the computer simula-

tions). To evaluate the codeword performance, it should jointly consider the corresponding
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required detection computational complexity to achieve a fair comparison. Based on above
discussions, we can conclude that an optimal selection of the antenna configuration, namely
the code selection, that can achieve the best system performance should jointly consider the
code rate, BER performance and receiver computational complexity. Table 5.3 shows the
all possible antenna configurations, the corresponding code rate R and maximum required
number of stages L for OSIC based with the number of total transmit antennas from N = 2

to N = 16.

5.6.2 Codeword Selection Criterion

As mentioned above, the code selection is a very critical factor to the overall system
performance. The code rate, modulation type, diversity advantage and detection complexity
should be jointly considered at the receiver to efficiently choose an optimal codeword (an-
tenna configuration), to feed back to.the transmitter. We refer to a combination of specific
codeword and modulation as a mode, This is similar'to the definition named in [109]. De-
note by M;V the jth mode of all the possible mode candidates over N transmit antennas,
and 7 (M;V) the corresponding SE“Here we considér the M-ary PSK and M-ary QAM

modulations. As a result, the SE of the jth mode can be represented as

n (MY) = RN (j) x Ry(j) (bits/sec/Hz), (5.24)

j
where R™(j) is the code rate of the jth mode according to the antenna configuration and
Ry(j) is the transmission bit rate of the jth mode according to the modulation type. This
shows that the SE 1 (M) varies with the code rate RY and transmission bit rate Rj, and
we can appropriately adjust the two parameters to achieve the desired SE. Equivalently,
specify the codeword and modulation type will thus define the overall SE. Note that we do
not consider the transmit power allocation strategy even an efficient method applied to pure
SM systems has been derived in [110] and can be incorporated in the proposed systems.
Since the antenna group-wise detection strategy can reduce the detection complexity

significantly with an acceptable performance drop, in the following, we will design the code
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selection criterion under this detection strategy. Also, by using the recursion based processing
for realizing the antenna group-wise detection, we will neglect the receiver computational
load for deriving the code selection criterion (note that different detection algorithm may
select different codeword). Then the optimal mode selection (i.e., code selection) criterion
under the given SNR, constraint and SE 7, (M;V) can thus be found by searching the index

of candidate modes whose has the minimum BER, performance

. . N N

j = argmin P. (M} | {SNR,n (M})}). (5.25)
Since SE is a function of code rate RY and transmission bit rate Ry, for a fixed SE, specifying
Ry (i.e., modulation type) will specify RY or the codeword. Then the codeword is preferred
if

j =argmin P, (S | {Pr, Ry}) . (5.26)

Vi

This shows that the optimal codeword s chosen based on the candidate at which the antenna
configuration set SJN can achieve the minimum BER performance under the constraints of
total transmit power Pr and transmission bit rate 1. -

Since the transmitted symbols of“a particula‘r antenna group are independent of those of

another group, the overall BER P, can be calculated by averaging the BERs of all groups

Q
1
P,=—=Y P, (5.27)
Q=

where P, ; is the BER of the ¢th antenna group. By ignoring error propagation effects in all
interactions of OSIC detection [110], the BER of the ¢gth antenna group can be approximated
as a function of the post-detection SINR v, depending on the adopted detection criterion

and transmission bit rate R,

Peg & 9v,Ry (7111 Rb,q) ) (5.28)
with [14]
1/o7, for ZF criterion
Yo = (5.29)

(1 —¢,) /e, for MMSE criterion
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2

where o

and g, are the output noise power and symbol MSE of gth antenna group as
defined in (4.5) and (4.10), respectively. From (5.28) and (5.29), we can see that the BER
performance is greatly depends on the detection metric v, and R;,. When uncoded M-ary

QAM modulation is used for all transmitted symbols, the BER of the ¢gth antenna group

can be tightly approximated as [111]

2 1 [ 1.5y
9r.ry (Vgr B) = Ris (1 - \/2R—b> erfe ( QRT—‘II>
4 4 ’

2 1 5 -
T 1 e erfc (2Rb=‘11)0'3’q> for ZF criterion 550
N ) —— erfc Ab(zeg) for MMSE criterion
Ryp,q 9Rb,q (2 —1)eq

where 2%« = M and erfe(-) is the complementary error function.
Based on the above mathematical analysis, the optimal codeword selection algorithm
in minimum BER sense under the constraintssof total transmit power and required SE is

summarized as follows.

e Choose the number of total transmit.antennas N, and give the total transmit power

Pr and required SE 7.

e For the fixed N, choose the proper codeword candidates according the the Table 5.3

under the constraints of total transmit power Pr and required SE 7.

e For different SNR values, select the optimal ST codeword of candidates based on the

minimum BER performance through the analysis results (5.27)-(5.30).

5.7 Computer Simulations

Several computer simulations are conducted in this section to evaluate the performance
of the proposed OSIC based detector in a packet data system. The fading channels between
the transmitter and receiver are assumed to be quasi-static, which remain constant over

each packet of 100 symbol blocks and independently vary between packets. Perfect channel
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information is assumed to be available at the receiver but not at the transmitter. In all
simulations, unless otherwise mentioned, QPSK modulation is used. Finally, we assume
that the antenna groups are equal power and define SNR := Pr/o? (as defined in [10], [48],
[54], [62], [65], [68]).

The first simulation evaluates the performance of the proposed OSIC based detection
and compares with the Naguib’s method [78] and Stamoulis’s method [79], which are the
two popular interference suppression/signal detection algorithms adopted in the MU STBC
systems. In this simulation, () = 3 antenna groups are assumed at the transmitter and
M = 3 antenna elements are placed at the receiver. Figure 5.3 plots the BER performances
of the three detection schemes as a function of SNR. In Figure 5.3(a), total N = 6 transmit

antennas are used with the antenna configuration being S¥ = (2,2,2) (LY = 3), but in
Figure 5.3(b), N = 7 with S¥ = (2,2, 3) are considered (L" = 6). As shown in Figures
5.3(a) and (b), the performances of allkmethods can be roughly separated into two groups.
The stamoulis’s method achieves the worst performahce since it is a pure decouple based
algorithm and cannot enjoy the increased receive divefsity gain as the algorithm goes on,
even it is combined with the powér ordering ‘strategy. The similar performance is also
confirmed by the Naguib’s one-step method." “For the better performance group, on the
contrary, the Naguib’s two-step method provides a considerable performance at lower SNR,
cases but it suffers from a performance degradation in the medium-to-high SNR cases due to
the PIC detection mechanism. The results also show that, in most SNR regions, the proposed
method can successfully suppress the interference and obtain the large diversity gain through
the SIC mechanism. To investigate the performance of the proposed OSIC based detection
algorithm for G-STBCs, in the rest of simulations, only the ZF OSIC detection is considered
for simplicity.

In the second simulation, the effects on the proposed detection strategies described in

Section 5.5.1 and 5.5.2 are evaluated for N = 8 M = 3, Q = 3 and S¥ = (2,2,4).

Both the actual and maximum (LY = 6) required numbers of stages performed in OSIC
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based detection are included and compared. Note that in this simulation, there are two
different levels distributed on the diagonal of F~! within an antenna group leading to an
semi-antenna group-wise OSIC detection since the different code rates exist. We adopt the
average and direct methods described in Section 5.5.1 for realizing the antenna group-wise
detection. In addition, we consider the two-stage detection strategy described in Section
5.5.2 combined with above average method. In this simulation, the minimum and maximum
required numbers of stages are four and six, respectively, but the numbers of stages for
antenna group-wise and two-stage detection strategies are three. The BER performance
results plotted in Figure 5.4 show that the two-stage and antenna group-wise detection
strategies suffer from a slight performance degradation compared with the proposed OSIC
based method with maximum number of stages (about 1.5 dB for two-stage scheme and 0.5
~ 1 dB for antenna group-wise scheme at 107> BER performance) due to the insufficient
stages and non-optimal detection ordering. Also as expected, the performance of average
method is superior to that of direct selection method. Moreover, with an appropriate number
of stages (4 < L < 6), the proposed recursive-OSIC baséd solution will perform exactly the
same as that of the case with maximuit aumber of stages. For simplicity, in the following
simulations, we will only consider the two-stage with average antenna group-wise detection
strategy.

The third simulation investigates the flexibility of the proposed ST codewords and com-
pares it with two existing extreme transmission techniques for N = M = 4: pure SM
technique with ZF OSIC detection [56] and pure O-STBC technique with ML decoding [47].
In this simulation, the total SE is constrained® to be n = 4 (bits/sec/Hz). As a result, BPSK
modulation and 256-QAM modulation are used for the pure SM and STBC techniques, re-
spectively. On the other hand, for the proposed G-STBCs, S = (2,2) (Q = 2) with QPSK

is considered. The BER performances of the three different transmission techniques as a

3To fairly evaluate the performance of the different transmission techniques, the most used approach is

to examine the BER performance under a given SE constraint (also see [3], [68], [82])
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function of SNR are plotted in Figure 5.5. As we can see from this figure, the pure O-STBC
technique has a performance limit in lower SNR regions due to the use of high order QAM
modulation. The pure SM technique also achieve a poor BER performance especially in
media-to-high SNR regions due to the small degrees-of-freedom for interference suppression
and the lower diversity advantages for mitigating the channel variation (no TD gain). How-
ever, the proposed technique provides a very excellent performance in all SNR cases. This
is because that the proposed technique in fact appropriately combines these two extreme
techniques and use a moderate modulation order (through (5.24)) to provide a better di-
versity advantage under the required SE. The results also show the flexibility provided by
the proposed technique through simply selecting the ST codeword and modulation type to
achieve a better performance.

Finally, we examine and compare the performance of the proposed ST codewords for a
fixed N. In this simulation, we also evaluate the BER performance using the mathematical
analysis through (5.27)-(5.30). In the first éxperintent, N = 6 transmit antennas and M = 3
receive antennas are used. As a result, according to Tablé 5.3, we have three possible antenna
configuration sets (i.e., ST codewords). and they are: SN = (3,3) (Q = 2), S = (2,4)
(Q = 2) and 8Y = (2,2,2) (Q = 3) with the'corresponding code rates being RY =1, 1.5
and 3, respectively. We assume that the total SE is constrained to be n = 6 (bits/sec/Hz).
To meet the SE constraint, 64-QAM, 16-QAM and QPSK modulations are respectively used
for the above three antenna configuration sets. As observed in Figure 5.6(a), the curves
of mathematical analysis for all codeword cases are nearly the same as those of simulation
results. Figure 5.6(a) also shows that, 8} = (2,4) achieves the best BER performance
in medial-to-high SNRs. However, for lower SNR cases, SV = (2,2,2) may be the best
candidate. In the second experiment, N = 8 and M = 4 are assumed and the results
are plotted in Figure 5.6(b). In this scenario, we assume that 7 = 4 (bits/sec/Hz). From
Table 5.3 and under the total SE constraint, we thus adopt the following three antenna

configuration sets for comparison: S¥ = (4,4) (Q = 2), S = (2,3,3) (Q = 3) and SY =
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(2,2,2,2) (Q = 4), with the respective modulation types being 16-QAM, QPSK and BPSK.
Again, the mathematical analysis is consistent with the simulation result. For large L,
however, a slight performance difference between the analysis result and simulation one
occurs. This may be due to the approximation in (5.30) and the assumption of ignoring the
error propagation effects in OSIC detection algorithm for the analytic derivation. Based on
the observations, the best codeword can thus be selected in accordance with the analytic
BER performance as follows: S = (2,2,2,2) for low SNRs (< 2 dB), & = (2,3,3) for
moderate SNRs (2 ~ 14 dB) and S = (4,4) for high SNRs (> 14 dB).

5.8 Summary

In this chapter, an efficient MIMO transceiver architecture with a small feedback informa-
tion is proposed for the downlink over the'Rayleigh ﬂat—fading channels. In the transmitter,
a grouped STBC with arbitrary namber jof transmit’. antennas is presented for achieving
the high link quality and at the same time the high spectral efficiency. In particular, the
total transmit antennas are partitioned:into.several srﬁall groups with each being individ-
ually encoded according to the orthogenal-based ‘STBC. The proposed encoding strategy
reduces the number of antennas required at the receiver meeting the practical consideration
in implementation cost and physical size. At the receiver, based on the distinctive structure
of the matched-filtered channel matrix, it is shown that an appealing antenna group-wise
OSIC detection property, in which a block of symbols associated with an antenna group can
be jointly detected per stage, is allowed for real-valued symbols. This detection strategy,
however, is then shown that it cannot be realized for complex-valued symbols leading to an
increase in computational complexity. To tackle this problem, an average antenna group-
wise detection approach and a two-stage scheme are then proposed to reduce the detection
complexity at the expense of a small performance drop. These schemes are unique through

the use of orthogonal STBCs under the real-valued signal model representation. Moreover,
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to further alleviate the detection computational load, a recursive implementation of such a
group-wise OSIC detector by using the algebraic properties of orthogonal codes is also de-
veloped. Next, based on the proposed OSIC detection property, we can find all the possible
codewords of the grouped STBCs regardless of the number of transmit antennas. We then
study the code properties and design a simple selection criterion for choosing the optimal
ST codeword based on the minimum BER criterion when the total transmit power and data
throughput are constrained. Finally, simulation results show that the proposed ST encod-
ing technique can flexibly and judiciously select the ST codewords and modulation types
to achieve the better performance than the pure spatial multiplexing and transmit diversity
techniques, and the semi-antenna/antenna group-wise OSIC detection scheme can provide a

computationally efficient solution for such the systems.
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Figure 5.1: Proposed transmitter and receiver architectures for G-STBC system.
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Figure 5.2: Five possible N x K G-STBC structures with N = 10. (a) K = 8, @ = 3,
SN =(3,3,4), RN =15and LY =3. (b) K =8, Q = 3, SV = (2,4,4), RN = 2 and
LY =6. (¢) K=8,Q=4,8" =(2,2,3,3), RN =3and LY =8. (d) K =8, Q = 4,
SN =(2,2,2,4), RN =35and LV =8. () K =2, Q =5, S¥ =(2,2,2,2,2), RN =5 and
LN =5.
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Figure 5.3: BER performance of different detection methods as a function of SNR with
M =3and Q@ =3. (a) N =6 and S = (2,2,2). (b) N =7 and 8" = (2,2,3).
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Figure 5.6: BER performance of different proposed ST codewords as a function of SNR. (a)
N=6and M =3. (b) N=8 and M =4.
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Table 5.1: Summary of structures of the MECM F, , for real-valued constellations.

Rreal-Valued Constellations

p=q:F, =al
K=21 Ny=Ny=2 | pog:F,, c0Q)

p=q:F g =al,
p=q:F,, € R

N =N =2 1,1 2,2 o~
p= N FiiD) = F2?) € 0(2);
K — 12) _ p2l) _
4 F;-q) - Fz()-q) - 02

2< N, N,<4|P= 1B = aly
F,, €0(4)

. p=q:
Np¢Nq¢2

Table 5.2: Summary of structures of the MEGM F,, , for complex-valued constellations.

Complex-Valued Constellations

p=q:E =l
K=2| Ny=N,=2 p =gt B €04)

Ps6:F g = aglig

16x16
p=q:F, €R *

N, =N, =2 Fi) € 0(8,2), 1<st<2
1,1 2,2). 12) _ 2,1
FZ(UI) = F;g-q )’ Fzg-q) = _F;-q)

p=q:F,=aly

16x8
p=q:F,, €R *

K=38 N -9
P F) e 0@), 1<s<4, 1<t<2
NS e
B = k0D LY = FD
p=q:F = ol
3< ij Nq§4 piq:Fp’qeRSXS

FL) =F>2 e 0(4); B =2 =0,
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Table 5.3: Possible sets of antenna configuration and corresponding code rate and maximum

required number of stages for OSIC based detection.

Coding Rates ax Number of
N|JY Possible Sets of Antenna Configuration, sV RgN* ’ IIvt[erai\ilons, 7V %
211 |(2) 1 1
311 ](3) 0.5 1
412 |4), (22 0.5,2 1,2
511 |(2,3) 1.5 4
6 | 31](3),(24),(222) 1,1.5,3 2,4,3
712 1]34),(2,23) 1,2.5 2,6
814 |(44),(233), (2,24), (2,2,2,2) 1,2,2.5,4 2,6,6,4
9 | 3 1(333),(234), (2,2,2,3) 1.5,2,3.5 6, 3,8
101 5 1(3,34), (244), (2,2,3,3),12,2,24), (2,2,2,2,2) 1.5,2,3,3.5,5(3,6,8,8,5
111 4 | (344), (2,3,3,3), (2,2,3,4); (2,252,2,4) 1.5,25,3,45]3,8,8,10
11 7 (4,4,4), (3,3,3,3), (2,3,3,4),7(2,2,44), (2,2,2,3,3), | 1.5,2,2.5,3, |3,4,8,8,10, 10,
(2,2,2,24), (2,2,2,2,2,2) 4,45, 6 6
13l 5 (3,3,3,4), (2,3,4,4), (2,2,3,3,3), (2,2,2,3,4), 2,2.5, 3.5, 4, 4,8, 10, 10, 12
(2,2,2,2,2,3) 5.5
(3,344), (24,4,4), (2,3,3,3,3), (2,2,3,3,4), 9.95.3.35. | 4,8, 10, 10, 10,
14| 8 |(2,2,244), (2,2,2,2,3,3), (2,2,2,2,24), 45 55 7 19.19. 7
(2,2,2,2,2,2,2) T T
151 7 (34,44), (3,3,3,3,3), (2,3,3,34), (2,2,344), 2,2.5,3,35, |4,5,10,10, 12,
(2,2,2,3,3,3), (2,2,2,2,34), (2,2,2,2,2,2,3) 4.5,5,6.5 12,14
(4,4,44), (3,3,3,34), (2,3,3,4,4), (2,24,4,4), 2,2.5, 3, 3.5, 4,10, 10, 10, 12,
16 | 10 | (2,2,3,3,3,3), (2,2,2,3,3,4), (2,2,2,2,4,4), 4,45,5,6,
12,12, 14, 14, 8
(2,2,2,2,2.3,3), (2,2,2,2,2,2.4), (2,2,2,2,2,2,2,2) 6.5, 8

* For complex-valued symbol constellations.
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Chapter 6

Conclusions

6.1 Summary of Thesis

The use of multiple transmit antennas’and multiple receive antennas in wireless commu-
nications has been considered in this thesis: Several ST processing techniques regarding the
ST signaling and interference suppression for MIMO- wireless communications have also been
addressed and some new transmitter and receiver architectures have been proposed. The
proposed ST transceivers have been shown-through mathematical analysis and computer
simulations to be (i) low-complexity implementation, (ii) smart and robust to the channel
variation, and (iii) better matched to the channel condition and system requirement over the
popular existing methods.

The introductory chapter included the background overview, literature review, motiva-
tions and contributions of the thesis related to the topics under consideration. In Chapter 2,
we gave an overview of the MIMO wireless communications. The basic concepts including
the ST system model, channel capacity and two popular ST techniques, namely the STBC
and V-BLAST have been discussed.

In Chapter 3, an OSIC based MIMO equalizer has been proposed for the MIMO wireless

systems over the frequency selective multipath channels. Such an MIMO equalizer was
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developed as an reduced-rank (RR) realization of the conventional MMSE DFE. In particular,
the FFF weights of the MMSE DFE at each stage of OSIC are determined in the RR form
based on the GSC technique for reduced complexity implementation, but the FBF weights
are the same as that of MMSE DFE. To further alleviate the computational load of the
receiver, the RR realization of the FFF part of the DFE was derived by incorporating the
CG algorithm. It has been shown that the proposed RR MIMO equalizer has a much
faster convergence behavior and lower computational load while achieving nearly the same
performance as that of optimum MMSE DFE, which often requires a higher complexity and
overhead for pilot symbols.

In Chapter 4, a flexible MIMO transceiver has been proposed for the uplink in MU
dual-signaling systems over the Rayleigh flat-fading channels. In such a system, each mobile
terminal data stream can be either ST block encoded for transmit diversity or spatially multi-
plexed for achieving high data rate, across multiplé;-antennas based on its channel condition.
At the base station, the received signal is first linearl‘y combined with the channel matrix
followed by an OSIC algorithm to detect the transmitted symbols from each mobile terminal.
By exploiting the distinctive structure ofimatched-filtéred channel matrix (MFCM), result-
ing uniquely from the O-STBCs, it has been shown that the OSIC detection can be realized
in a group-wise manner. Moreover, the imbedded structure of MFCM was also exploited for
deriving a low-complexity recursive detector implementation. Flop count analysis has shown
that the proposed method can indeed potentially reduce the computational load of the re-
ceiver, and numerical simulations have demonstrated the effectiveness of the proposed OSIC
based solution which compares favorably with the existing interference mitigation schemes
in MU ST coded systems.

In contrast to Chapter 4, an efficient transmitter and receiver design with a slight amount
of feedback information in the downlink over a point-to-point G-STBC system has been
studied in Chapter 5. Our emphasis is on the ST encoding and decoding schemes that

can both efficiently provide the TD for high LQ and achieve the parallel transmission for
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high SE. In particular, the transmit antenna array was decoupled into several sets with
each being allocated two, three or four antennas, and being encoded based on O-STBCs.
At the receiver, for low-complexity detector implementation, an antenna group-wise OSIC
detection for real-valued constellations and a semi-antenna group-wise OSIC detection for
complex-valued constellations have been developed similarly based on the approach derived
in Chapter 4. To relieve the computational complexity of the receiver, several implementation
issues have also been discussed. Next, based on the group-wise OSIC detection property, we
have derived all possible ST codewords of the G-STBC regardless of the number of transmit
antennas. According to the ST codewords, we have studied the codeword properties and
designed a selection criterion for properly choosing the codeword based on the minimum
BER performance subject to the total transmit power and required SE. Such an ST encoding
strategy can potentially reduce the number of receiver antennas. Simulation study has
shown that the proposed codeword selection scheme, can flexibly and judiciously choose the
optimal ST codeword over the codventional pure SM:and TD techniques, and the OSIC

based detection method can provide a reasonable solution for such an system.

6.2 Future Work

So far, the study presented in this thesis has thoroughly discussed the ST signal process-
ing techniques for MIMO wireless communications. There are yet several other interesting

related topics remaining to be addressed:

e Advanced ST Codeword Design
A future research topic related to our work is the ST codeword design. For an MU
scenario, the joint signal can be viewed as an ST coded signal without a centralized
control. MU interference presents a major impairment that limits the system capacity.
To carry out a practical MIMO environment, on the other hand, in a multi-cell and

MU scenario, the receiver will receive the CCI from other cells and thus also reduce the
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system performance. A judicious signal design at each mobile user is thus important to
effectively mitigate the interference. We may combine the STC scheme and interference
resistant modulation to yield a new ST coding/modulation scheme with an additional
gain when each user employs multiple antennas. Rank and determinant criteria would
be two important issues for developing an optimal code, as far as the extension of our

study is concerned.

Transmit Signal Processing

In this thesis, we only considered the receiver based MU signal processing. However,
in a wireless system using a central base station and several mobile terminals, only the
uplink can be practically handled by the receiver based techniques because they require
relatively intensive computation and associated power. The desire to keep mobile
terminals simple and power efficient, makes complex receiver algorithms unattractive
for processing the downlink signal received. at‘the user terminal. As a result, if the
channel information is known te-the transmitter {i.e., base station), an alternative to
MU detection is to transfer the system complexity to the transmitter and precode the

signal such that the interferencé is:minimized at each of mobile terminals.

Adaptive Transmission Mode Selection

The thesis considered only the ST transmission techniques. Depending on the channel
conditions, the optimal transmission technique will be selected to combat the channel
impairments. As a result, the case of switching mechanism among the transmission
techniques, including STC, SM and beamforming, should be studied as well and a
adaptive transceiver should dynamically adjust the transmission parameters such as
the ST processing mode and modulation order, according to the instantaneous channel

statistics, to meet the target error rate and data rate.

Link Adaptation

Since wireless channels exhibit a time-varying response, adaptive transmission strate-
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gies should be taken into account in our extension work to prevent insufficient utiliza-
tion of the channel capacity. Therefore, the further research activity in link adaptation
is aimed at selecting a transmission scheme making the best possible use of the re-
sources available for transmission by adaptively adjusting the system parameters, e.g.,
transmit power level, bandwidth, modulation order (constellation size) and coding rate
in order to achieve a required quality of service (QoS), in terms of the error proba-
bility, bandwidth efficiency, SNR and complexity. For an assigned QoS, the goal is to
increase the average SE by taking advantage of the transmitter having knowledge of

the channel information.

Cross-Layer Design

Observing that the network performance in mobile wireless applications is determined
significantly by a complex interaction among physical layer, link layer, medium access
control (MAC) and transmissioft control-pretocol (TCP), a joint design of these layers
becomes a trend of further research topies. The cross-layer design stack, including
the adaptive resource management, dynamic manégement of the allocation spectrum,
dynamic management of the multiple access 'schemes and dynamic soft channel man-
agement, may work toward an optimized interconnection among different layers so as
to efficiently couple the physical layer and upper protocol layer design. Note that the
AMUC is essentially a powerful technique in physical layer for meeting the required QoS.
In order to achieve the best performance demands, integration of AMC schemes and

MAC protocol for different requirements will be a potential future work.
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Appendix A

Proof of Lemma 4.3.1

Assume that real-valued constellations with unit-rate codes (K = P) are used for STBC

terminal.

Proof of (1): We first note from (2:72) and (2{73) that the effective signal component
(priori to matched filtering) of the:stream from the pth O-STBC user is \/%I:IPAP, where
H, and A, are defined in (2.73) and (2.76); respectively. Then it can be easily checked
that the effective signal coupling matrix 18 %AZI:IZ’I:I,IAW with the (4, j)th entry, i, =

1,2,..., P, being computed as (c.f. (2.91))

P M

» P,P, T .o P,P,

15 =25 (an) Hqua<k>:Re{ 2 qz<h<m>>HAp,iAq,jhgm>},<A.1>
k=1

T
where (hﬁ,m)> is the mth row of H,. Note that since p,q¢ € Sp, A, = A, and thus

A,, = A, i,7 =1,2,...,P. We also notice that the first constraint in (4.3) implies

4,3

that f{s) = % M Ihgml|” for each ¢; the second constraint in (4.3), namely, the matrix

ApyiAf;{j is skew-symmetric for i # j, guarantees that fq(f,}i) = 0. Thus F,, is always a scalar

multiple of the identity matrix (of proper dimension).

To prove (1), it thus suffices to check that F,, € O(P) whenever p # ¢. Since A,; €

RN*K is real, we write

PP, X o
f,Ef:f) = Re{ qu Z (hz(zm)) Ap,iAq,thJm)}

m=1
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M

P,P,

p2q Z (Re{hym}) Ap,iAZ:jRe{hq,m}
m=1

+ (Im{h,, })" A, ;AL Im{h, .}, (A.2)
where h,,, := Re{h,,,} + jIm{h,,,}. For N =2 (i.e., P = 2), we have

0 —1
Apr=Ag =1, Ap=A,= : (A.3)
1 0
and it is easy to check with (A.2) that F,, € O(2). For N =3 or 4 (i.e., P = 4), it follows

from [47] that

1 0 0 -1
Apr=An =L, Ap=A,= ® ;
0 -1 1 0
0 -1 10 01 0 -1
Ap73 = Aq73 = &® , Ap74 — A_q’4 e X . (A4)
1 0 0 1 10 1 0
It is easy to see that
Al =—A,; 2<i<d4, (A.5)
and
AAl s =AL , ALAl =-A,; AAT =A,,. (A.6)

Based on (A.2), (A.5) and (A.6), it can be shown that F,, € O(4) and this proves (1). O

Proof of (2): From (2.72) and (2.73) again, the effective signal component (priori to
matched filtering) of the stream from the nth transmit antenna of the pth SM user is
%I:Ip,nA;n), where H,,, € R*7*2F denotes the matrix consisting of the (2P(n— 1) +1)th
columns of H, (see (2.73)), for 1 < [ < 2P, A;,n) € R?*"*" denotes the real-valued ST
modulation matrix of the nth antenna at the pth SM user as defined in (2.73). Accordingly,

the MF coupling signature between this stream and that from the dth antenna of the gth

166



_ T _ _ _
SM user is P]‘é’q (AI(,n)> H;F’an,dA,gd), whose (i,7)th entry, 7,7 = 1,2,..., P, is directly

computed as

PPy T
X ~(k ] r ~(k
) = 550 (a0 m) B H,AL ()
k=1
K
P,P, k k
= Z Re { ]l<[2q (a;ﬂ) (’n)) hfnh%da‘(”)(d)}
k=1
PP,
- Re{ D (h) a;{i(n)aq,j(d)hg’y} , (A7)
m=1
where
T
égfi)(n) = [Re {az(,lfi)(n)} Im {agfi) (n)}] € R?, (A.8)
with aé’fi) (n) being the nth entry of a;]fi), (the kth column of the ST modulation matrix A, ;),
~ Re{h,,} —Im{h,,
H n — { P, } { s } c R2M><2, (AQ)
Im{h,,} Re{h,,}
T |
with by, == b, b, .., how! | S€ CMibeing the mth column of H,, and al,(n) is the

nth row of A, ;. Recall that A, ;s simply‘a P x P zero matrix except that the rth row

is equal to e, where i = (r — )P+ s withr = 1,2;... N, s = 1,2,..., P, and e, is the

s
sth standard unit vector in R”. As a result, it is easy to check that for i, = 1,2,..., P,

aH

(n)ag;(d) = 1if i = 7, but a;(n)a,;(d) = 0 whenever 7 # j. The above analysis thus

shows that, for p,q € Sys, we always have

PP, T = =
Nz (AY) Hy Hy Al = olp (A.10)
for some scalar «. O

Proof of (3): Tt suffices to verify that the MF coupling signature between the pth STBC
stream and the SM stream transmitted from the nth antenna of the gth SM terminal is

a P x P orthogonal design. It is easy to see that the effective signal coupling matrix is

\/ Tl AZI:IZI:IQ,HA,S”), where A, is the real-valued ST modulation matrix of the pth user,
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with the (i, j)th entry, i,j = , P, being computed as

P,P,
L) = /=5 Z al!)) HTana“u
PP o H m
= Re{\/ ]‘Q;Z(h; ) Ap,iaq,j(n)h‘(]’n)}, (A.11)
m=1

In (A.11) al;(n) is the nth row of A

q.j> Whereas the O-STBC ST modulation matrix A, ;
is directly determined by the construction of the orthogonal codewords (see [47]). For a
fixed N € {2,3,4}, we first find the A, ;’s matrices according to [47]. We then analytically
compute all the P? entries based on (A.11) and, for any 1 < n < N, it can be checked that
\/%Agﬂgﬂq,nﬂ,”’ is precisely a P x P orthogonal design.

a) For N =2 (P = 2), we have

0 -1
Apr =T, Ay = , (A.12)
1 0

and

agi(n)=[1 0]", agm=Fo 1% (A.13)

Based on (A.12) and (A.13), it is easy to check with'(A.11) that y/Zel AZI:IZ?I:Iq,nAgn) €
O(2).

b) For N =3 or 4 (P =4), we have A, ; for 1 <i <4 as defined in (A.4), and

agin)=[100 0]" aen)=[010 0],

(A.14)
a,3(n)=[0 0 1 0 1", aga(n)=[0 0 0 1 7.
It is easy to see that
Ay iag(n) = az(j,ci)ﬂ (A.15)
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where a(k-)

p’z 1
1,1 Py m H 1), (m Py m)\* ;. (m
8 = re { B AL, (1) e} = e {o/ B I, () R}
H *
5 =re { BB T (w7) " i b = e { BRI () 0 |
A.16
(13) _ PPy M (T @) m) | _ PyPy M (3 m)\* ) (m) (4.16)
fr.a” = Re N2 Zm:1 (hp ) ap,lhq,n = Re N2 Zm:1 (hp,3> han ¢
14 P, P, m)\ 7 (@), (m P, P, m)\* | (m
7567 =Re d /BB S () alhn b= Re d /2R ST (RST) AR
and similarly we can obtain
2,1 1,2 2,1 1,3 4,1 1,4
BaV =12 B =180 faY = £,
2,2 1,1 3,2 1,4 4,2 1,3
flqu ) = _fp()q )’ fp()q ) = fé:q )7 fé:q ) = _f1§7q )7 (A 17)
2,3 1,4 3,3 1,1 43 1,2 '
fé:q ) - _fp()q )7 fp()q ) = _fp()q )7 f[qu ) = fp()q )7
2,4 1,3 3,4 1,2 44 1,1
fzg,q ) = fzg,q )7 fzg,q ) = _fzg,q )7 fzg,q ) = _fzg,q )-

It can be checked that the effective signal coupling matrix

11 1,2 1,3 1,4
Foi” Bisg s foi”
2,0 £(2,2)° £(23) (24
/Pq];q AZI:I;FI:L] A](J") _ foa " Jod” fra fra
N n 31 3.2 3,3 3,4
fzqu ) flg:q) flqu ) fp()q )
4,1 42 1,3 4,4
Il Sy |
[ a0 1,2 1,3 1,4) |
AR VR R
foi —fd) —fa i
- 1;1(13) (T Z) ’Elql) pé 2) € 0), (A.18)
fod” fod’ —fed —Joa
14 1,3 1,2 1,1
PR P AR v
which in fact is a P x P (P = 4) orthogonal design, and this proves b). O
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Appendix B

Matched-Filtered Channel Matrix:

Complex-Valued Constellation Case

We present the analogue results of Leémma 4:3.1 when the complex-valued symbols are
used. It is noted that, in this case, thie available code rate depends on the number of transmit
antennas N [47]: full-rate code for-N =2 (hence K = P = 2), and half-rate code for N =3
or 4 (K =8, P =4). The derivations of the MECM for complex-valued constellation case
are to first identify in each case the ST ‘modulation matrices; each signature matrix is then
computed to verify the result. Since the derivations are basically the same as those in the
real symbol case, we will not go them through but only present the results (see the following
Lemma). The results are also summarized in Table 4.3. Note that in Table 4.3, A% is the

(i, 7)th block submatrix of A with proper matrix dimension.

Lemma B.0.1. Let F),, be the submatriz of F describing the mutual coupling between the

pth and the qth user. Then the following results hold.

(1) If p,q € Sp, for N =2, then ¥, , € O(4). In particular, we have Fy, = a1y for some

scalar oy.

(2) If p,q € Sp, for N =3 or 4, then F,,, € U(8), where UV (8) = U2 (8) € O(4) and

UA(8) = UV (8) = Oy. In particular, we have Fy, = a,Ig for some scalar ay.
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(3) If p,q € Sy, for N = 2, then F,, € R*®, with F]S,qu’d) € V), 1 <n,d <2, where
VD (4) = Y22 (4) = 11y and VI (4) = V@D (4) = 3], for some scalars ¢, and cy.
Also, we have F,, € R¥®, with F((ﬁ,’n) = gLy for some scalar oy, and F((,Tf’d) € V(4),

1<n,d<2.

(4) If p,q € Su, for N =3 or 4, then F,,, € RN 1N “with F]S,Tf(}d) € V(16), 1 <n,d < N,
where VOV (16) = V22 (16) = ¢TIz and V2 (16) = —VED(16) = cyIg for some
scalars ¢ and co. Also, we have Fy, € RYONXIN pith F,(f,jn) = aynlig for some scalar

g, and B € V(16), 1 <n,d < N.
(5) If p € Sp and q € Sy, for N =2, then F,,, € R, with F,(,{(}n) €04),1<n<2.

(6) If p € Sp and q € Sy, for N = 3 or 4, then F,, € RN with F,(,{(}n) € D(8,16),
1 <n <N, where DIV (8,16) = D12 (8,16) = D*3)(8,16) = —DE(8,16) € O(4),
and —DZV(8,16) = D22 (8,16):= D13 (8,16) = D (8,16) € O(4). u
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Appendix C

Proof of Lemma 4.4.1

The proof is based on a crucial fact about the orthogonal designs [47]. Specifically, it
can be checked by analytic computations that, if M;, My € O(P), then so are M; + M, and

Mle, that iS,

Fact C.0.1. The set O(P) is closed under addition and multiplication. Moreover, for any

M, € O(P), it is easy to see that M, + M}“= 41p forsome . [

Based on Fact C.0.1, the result can'be.shown-by induction on L.

For the L = 1 case, the result is obvious since F = alp. Assume that the result is true
for an arbitrary L > 1, that is, F € F(L) implies F~! € F(L) for such an L. We have to
check that F~! € F(L+1) whenever F € F(L+1). To see this, let us partition an arbitrary
FeF(L+1)as

BT D

where A € RF*PL B € RPP*F and D € RP*F. We note that, since F € F(L + 1), we

have (a) A € F(L) and hence A~! € F(L) by assumption, (b) D = cIp for some scalar c,
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and (c) if we write B = [BY, BT, .. .,BCE]T, where B; € RP*P then we have B; € O(P).

Let us similarly write

>
we]l

F!=

B” D

where A € RPF*PL B € RPP*P and D € RP*P. To show that F~' € F(L + 1), it suffices
to check that (1) A € F(L), (2) B = [BF{,BZT,...,BCE]T, where B; € RP*?| is such that

each B; € O(P), and (3) D = dIp for some scalar d. Properties (1) (3) can be shown based

on the inversion formula for block matrices

o A |B
B” D
L A
(A - BD™'BY)T! —(A-BD'B”)"'BD!
- (C.3)
| - (D-BTA'B) 'CA! (D-BTA'B) ' |

Proof of (1): From (C.3), we have A = (A — BD*IBT)f1 = (A - c*IBBT)fl, where
the last equality follows since D = cIp. Since each B; € O(P), with direct block submatrix
multiplication and using Fact C.0.1 it is easy to show that A — ¢7'BB” € F(L), and hence

A € F(L) by assumption. O

Proof of (2): From (C.3), we have B= —ABD~! = ¢~'AB. Since A € F(L) and each
B; € O(P), direct block submatrix multiplication together with Fact C.0.1 shows that each

B; € O(P). O
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Proof of (3): Since D = (D—-B7A™'B)" and D = clp, it suffices to check that

BTA !B = ¢Ip for some scalar ¢;. For k,1 =1,2,..., L, denote by Uy, the (k,I)th P x P

block submatrix of A~!. Since B = [Bf, BT, ..., BZE]T, it is easy to verify that
L L L
B'A'B=) B{UuyB, =) B[U,B,+ » B{UuB, (C.4)
k=1 k=1 k=1, k#l

Since A~! € F(L), we have by definition Uy, = n;Ip for some scalar 7. The first summation

on the right-hand-side of the second equality in (C.4) thus simplifies as

L L
> BiUuB: =Y mBiB; =lp. (C.5)
k=1 k=1

On the other hand, since for k,l =1,2,..., L, By € O(P) and Uy, € O(P) by assumption.
Then we have each B UyB; € O(P), and it follows that

B, UyuB; + B/ U;B;, = aylp (C.6)

by Fact C.0.1. This shows that

L
> B{UuB =ilp. (C7)

k=1, k£l
Lemma 4.4.1 thus follows. O
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Appendix D

Group-Wise OSIC Detection:

Complex-Valued Constellation Case

Let us first define G(J) to be the setof all invertible real symmetric 4.J;, x 4.J;, matrices,
where Jp, := 1 377 | L, with L, = P if I € Sp and'Ly, = K if | € Sy, such that, for X € G(.Jp),
we have (i) each 4 x 4 block diagonal submatrix of X is-a (nonzero) scalar multiple of I, (ii)
each 4 x 4 block off-diagonal submatrix of X belongs t6 O(4) or is a zero matrix Oy (%) the

diagonal entries assume L levels.
Lemma D.0.2. IfF € G(Jg), then so is F~'.

Proof: The group-wise OSIC detection for complex-valued constellation case can similarly
be established if we observe from Table 4.3 that the MF channel matrix F indeed consists of
orthogonal design block submatrices. By going through essentially the same arguments as
what we have done in the real symbol case, we can similarly derive a group-wise ZF/MMSE
OSIC detector (2P real symbols are detected for an STBC user and 2K real symbols for an
antenna of an SM user per iteration).

The overall derivation for proving Lemma D.0.2 is based on the proof of Lemma 4.4.1. We
will prove Lemma D.0.2 by induction. For the L = 1 case, the result is obvious since F = alp.

Assume that the result is true for an arbitrary L > 1, that is, F € G(J) implies F~! € G(J1)
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for such an L. We have to check that F~! € G(Jpy1), where Jp = %Zfzﬁl Py, whenever
F € G(Jr41). Let us partition an arbitrary F € G(J.4) as (C.1), where A € RYr**/r
B ¢ RYe*?Pr+1 and D € R*t+172Pe+1 - We note that, since F € G(Jp,,), we have (a)
A € G(J;) and hence A~! € G(J;) by assumption, (b) if we write B = [BT, BT, .. .,BﬂT,
where B; € R?"""?PL+1 then according to Table 4.3 we have that B, € {O(4),V(4)} for
N =2or B, € {U(8),V(16),D(8,16), D"(8,16)} for N = 3 or 4, and (¢) D = cI for some
scalar c. Also, let us similarly write F~! as (C.2), where A € RY=**/t B ¢ RYr*?Fr+1 and
D € R?Pr+172Fi+1 T show that F~! € G(Jy41), it suffices to check that (1) A € G(J1), (2)
if we write B =[BT, BY, ..., B{]T, where B, € R?"*2Pr+1 then each 4 x 4 block submatrix
of B; is an orthogonal design, and (3) D € G(J;) for N = 3 or 4, and the (L + 1)th signaling
belonging to SM, or otherwise D = dI,p,,,. Properties (1)-(3) can be shown based on the

inversion formula for block matrices (see (C.3)).

Proof of (1): From (C.3), we have A = (A — BD*IBT)f1 = (A - %BBT)A, and it

thus suffices to check that BB” € G(Jg). In particular; BB” can be expressed as follows

B, B,B” B,B! ... B,B!
B B,B” B,B! ... B,B”
BB"= | ||Br Br ... BOf=l 0 T Tl (D)
| By | | B,B] B;B} - B;B]

and each ByB!, 1 < k,I < L, has the following special structures. a) If N = 2, B; €
{O(4),V(4)}, then we can easily obtain BB] = alp for some a. b) If N = 3 or 4,
B, € {U(8),V(16),D(8,16), D"(8,16) }, then based on fact C.0.1, it can be checked that (i)
each 4 x 4 block diagonal submatrix of B;B! is a diagonal matrix with a constant value, (i)
each 4 x 4 block off-diagonal submatrix of B;B] belongs to an orthogonal design, and (iii)
the diagonal entries of B;B/ are the same. ¢) Similar to b), it is easy to check that each
4 x 4 block submatrix of BB} belongs to an orthogonal design. As a result, we indeed have

BBT € G(J;), and this proves the property (1). O
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Proof of (2): From (C.3), we have B=—ABD ! = 1AB, and it thus suffices to check
the structure of AB. From the proof of (1), we can see that each 4 x 4 block submatrix of
A or B belongs to an orthogonal design or a zero matrix. Based on Fact C.0.1 again and
through the same procedures as what we have done in the proof of (1), it can thus be verified

that each 4 x 4 block submatrix of AB will also belong to an orthogonal design. O

Proof of (3): Since D = (D — BTAle)_1 and D = cIyp, ,, it suffices to check that
BTA~'B is a diagonal matrix with a constant value. To this end, for 1 < k,I < L, we
denote by Uy, the (k,[)th 2P, x 2P, block submatrix of A=, Since B = [BY, B, ..., B{]T,
we can obtain equation (C.4). Since A™' € G(J1), we have by definition Uy, = nyIzp, for
some scalar 7. The first summation on the right-hand-side of the second equality in (C.4)
thus simplifies as

L L

k=1 k=1
for N =3 or 4, and the (L + 1)th user terminal signals the data in the SM mode, or
L

L
> BlUuB,=> mBlBy=nlyp (D.3)
k=1 k=1

otherwise. On the other hand, since“fork,l =1,2,..., L, each 4 x 4 block submatrix of
Uy, or By belongs to an orthogonal design or a zero matrix by assumption, then we have
that each 4 x 4 block submatrix of BkalBl also belongs to an orthogonal design or a zero

matrix, and by Fact C.0.1 it follows that

B/ UuB, + B/ U,B; € G(J), (D.4)
for N =3 or 4, and the (L + 1)th user terminal signals the data in the SM mode, or

B/ UyuB, + B/ UyBy, = aylp,,,, (D.5)
otherwise. This shows that

L
> BiUuB €G(J), (D.6)
k=1, k#l
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for N =3 or 4, and the (L + 1)th user terminal signals the data in the SM mode, or
L

Z B UyB; = ijlsp, .
k=1, k£l

otherwise, and this proves property (3).

Based on above discussions, Lemma D.0.2 thus follows.
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Appendix E

Group-Wise OSIC Detection in

CDMA Based Implementation

In the rest of this section, we will shew that the proposed group-wise detection property
remains true in the aforementioned.CDMA based implementation. To see this, it suffices to
check that resultant MF channel matrix still possesses the structures as specified in Lemma
4.3.1. Assume that all the Q users’ symbol stréeams are spread by the same code ¢ € RY,
where G is the spreading gain. Collecting the G"received discrete-time signal, sampled at

the chip-rate, from the mth antenna over the kth symbol period, we have

Q
Ym(k) =Y HIx, (k) + im (k) + vin (k), (E.1)
q=1
where x,(k) == [241(k), 2go(k), ..., z,n (k)] € CV, H™ = lvlgfrf),lvlgrf), ey lvl(%), € CorN
with
- (m) . (m G
hg’n) = g(gm)c e C”, (E.2)

being the composite channel vector between the nth antenna of the gth mobile user and
the mth base station antenna, which includes the effect of spreading code c and channel

propagation gain gé?;), and i,(k) € CY and v, € C% are respectively the corresponding
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MAT and noise vectors. Stacking y,, (k) over M receive antennas yields an MG X 1 received

signal vector

Q
T . .
y(k) o= [yT (B),y5 (k),...,y5 (k)] = Hex,(k) +i(k) + v (k), (E.3)
q=1
where
[ - - (1 - (1) |
R
(2 12 - (2)
H — h,p hg, - hyy c CMGxN (E.4)
g . . . ’ ’
- (M) (M - (M

is the channel matrix from the gth mobile user to the receiver, and i(k) € CM¢ and
v(k) € CMY are respectively the MAI and noise terms. Following essentially the same
procedures as what we have done in Section 2.4.1 (through (2.74)-(2.80)), we can obtain the
MF signal vector (2.80), where the MAT term i(k) has been perfectly removed due to use
of the (orthogonal) spreading codes, H, = ﬁlAl,ﬁzAg, .. .,ﬁQAQ € R2ZEMEXCLT with
ﬁq and A, being respectively defiied as ifi (2.74) and: (2.76), and the MF channel matrix
F = H'H, € R**7*?'7 is defined asin (2.81).

To see the proposed group-wise detection property remains true in the CDMA based
implementation, we only need to check the entries of matrix IfIZIfIq € R2FNX2EN = According
to (2.74) and using the property (A®B)" = (AT ® BT), after some manipulations, we have
-1, 0 Re {HIH,} —-Im{H'H,} | (E:5)

Im {I:IfI:Iq} Re {I:IfI:Iq}

with the (i, j)th entry of I:IIfII:Iq being given by

T — (i 10 L (v@) 1@ -\ )
[Hp H(I]i,j - (hp,i> hyj + (hp,i> hyj 4+ (hp,i ) h,;
= (o) o)+ (o) o+ + (o) gty
= [Hqu]i’j, 1<i,5<N. (E.6)
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Note that the second equality of (E.6) holds since h{% = ¢g{"¢c and ¢”c = 1. From (E.6),
T =~ _ _
we can see that H H, = HZHq, which confirms the capability of the proposed group-wise

detection in CDMA based implementation.
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Appendix F

Proof of Lemma 5.3.1

Part (pl) of Lemma 5.3.1 has been shown in Appendix C. It only needs to prove Parts

(p2)-(p3).

Proof of (p2): We first note from,(2.72)-(2.76). that the effective signal component (priori
to matched filtering) of the gth antenna group is H,A;. Accordingly, the MFCM coupling
signature between the pth and thegth antenna groups-is ATHI'H,A,, whose (i, j)th entry,

i, =1,2,..., L, is directly computed as

1l = Z(p,) Hea,) =R { ZhHA Alh } (F.1)

where h] s the mth row of H,. Equation (F.1) gives an important observation that the
(i,7)th element of F, , fully describing the structure of F,, is completely characterized by
A, ;and A, ; or simply just the result of Ap,iAgj. As a result, to see the particular structures

of F,, 4, we need to first compute Ap7iA§{j. For N, = N, = 2, and according to [47], we thus

have
1 000 0O -1 0 0
Ap)I = AQ71 = ? A'p’Q = AQ72 = ?
(010 0] 10 00
i ] i ] (F.2)
0 010 0 0 0 —1
Ap,3 — Aq,3 — ) Ap,4 - Aq,4 -
(000 1 (001 0 |
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From (F.1) and (F.2) and using the property given in (5.2), it can be easily checked that the
(4, j)th entry of F, , will be zero except for the following entries
fod = B3 B =—fras
o = 1" fod® = —fods (F.3)
foi = fois foa = foi-
Likewise, for 7,7 = 1,2,3,4, we can also obtain fq(f,}i) = «a, and fq(f(}j) = 0 whenever i # j.

Based on the above results, Part (p2) is asserted. O

Proof of (p3): For N, = N, = 3 and N, = N, = 4 cases, the assertions have been proved
in [80]. The cases need to be proved are those ones for (a) N, = 2, 3 < N, < 4 and (b)

N, =3, N, = 4. Now, we first consider case (a). In particular, for N, = 4, we have

0 -1 0 0
0. 0 0
Aq,l = I47 Aq,2 = ‘ )
00 0 1
0 0 =1 0
_ - f ‘ = (F.4)
00 -1 0 000 —1
00 0 -1 00 1 0
Aq’?’ - ? AQ74 -
10 0 O 0 -1 0 0
01 0 O 1 0 0 0
To efficiently prove it, let’s define a crucially intermediary matrix
A, = A,,Af € CNelpxNalq (F.5)
where
T
A, = AL, AT, AT, | e oMok,
(F.6)
T
A, = AT AT, AL | e QiR

It is noticed that the (i,7)th N, x N, block submatrix of A,,, for i = 1,2,..., L, and

j=1,2,..., L, is just Ap’iA,‘Zj. In particular, for case (a), A,; and A, ;, for i,j =1,2,3,4,
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is given in (F.2) and (F.4), respectively, then it can be shown, after some manipulations,

that

Ap,l _Ap,2 Ap,3 _Ap,4
A A'p’Q Ap71 A'p’4 A'p’?’

Ap,3 _APA _Ap,l _AP,Z

I A,y —Ays A, Ay |
Observing from (F.7), with A, ; regarded as a particular variable, then we can find that the
matrix A, , belongs to a (super) orthogonal design. With above discussions, we can conclude
that the resultant structure of A, , can completely and directly reflect on that of F,,. This
means that to see the structure of F,, we only to check the structure of A, .

For N, = 3 case, A, j =1,2,..., L, can be easily obtained as that shown in (F.4) by
deleting the last row of it. Also, it can be shown that A, , has exactly the same structure as
that given by (F.7). Similarly, for i, j =%1,2, 3,4, wWe can also obtain fq(f,}i) = oy and fq(i}j) =0
whenever i # j. Based on the above resultbj=case {a) of Part (p3) is thus proved.

For the case (b) of Part (p3), the results-can be sliown by first identifying the matrix

A, , and by following the same procedures, in which

A, —A,s —A,3 —Ap;
_ Ao A, Ay —Aps
Apg= (F.8)
Aps —Aps Ay App
L Aps Apz —App Ay, ]
U
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Appendix G

Proof of Lemma 5.4.1

Parts (pl) and (p4) of Lemma 5.4.1 have been shown in Appendix D. It only needs to
prove Parts (p2)-(p3). For Parts (p2) and (p3), the structure of F, is easily derived, and

we thus omit it.

Proof of (p2): Noticed that for real-valued constellations, the distinct structure of F, , is
completely and directly identified by that of A, ,. However, in complex-valued constellations,
the resultant structure of A, , cannot:directly and previously determine that of F,,. To

effectively identify the structure of F,, ;, let’s"introduce the following four basic matrices:

10 0 —1 10 01
A1 = 5 AQ = 5 Ag = s ./44 = . (Gl)
0 1 1 0 0 —1 10

Also defining A := [AT AT AT AZ]T, we obtain the fact

A —Ay Ay Ay

A A A —A
AAT A (G.2)

As Ay A —Ay
Ay —As Ay A

For K =8, and N, = N, = 2, k = [, we have

el @ Ar if k is odd
Apyk = Aqyl = k721 1 k= ]-7 27 R 87

e[T(k/Qﬂ ® Ay if k is even
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j eﬂk 8)/2'] ® A3 lf k iS Odd

A=A, = k=09,10,...,16, (G.3)

J - efgym ® As if k is even
where e; is the ith unit standard vector in R*. Based on (G.3) and using the fact (G.2) and

the following properties
(AeB)"=A"®B" (A®B)(C®D)=(AC®BD), (G.4)

it can be checked with (F.1) that each 2 x 2 block diagonal matrix of F]S,f(}t) e R¥® s,t=1,2,
belongs to an orthogonal design and thus F,(,s,’t) € O(8) with 2 inputs. Also, we can fine that

Fpi’ = Fyq) and Fjg? = ~F). O

)

Proof of (p3): Similarly, to identify the structure of F, ,, let’s first define the following

augmented matrices:
B =A A, By :=A380 Ay, .Ba..7= A A, By:=A,R A, (G.5)

where A;, i = 1,2,3,4, are defined in (G:1). For N, € {3,4}, A,;, can be obtained as the

direct augmentation of two B; matrices, that is [47]

Ay = | JIEDAB s (B T 1=1,2,...,8, (G.6)

where mod(z,y) denotes the remainder after y dividing z, and By := By. Based on (G.3)
and (G.6), we first compute A,;Al"; and substitute it into (F.1). Then gathering each piece
of f,gf(}j) and putting them altogether to examine F,,, it can be shown that, after some

manipulations, F, , indeed has the desired properties. O
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Appendix H

Proof of Theorem 5.4.1

Similarly, we will prove Theorem 5.4.1 by induction. When G; = 1, the result is obvious
since F; = a; 11y, with M; € {2,4,8}. Assume that the result is true for an arbitrary
G; > 1, ie,F; e ]:"Ji(Gi, D;) implies F %€ .7:"J(Gz) for such a G;. We thus have to check
that F, Y € Fy_ (G + 1) (since Gyt 1 =1G40); whenever F; | € F;. (G +1,D; ). Let

us partition an arbitrary F,_; € ]:"Ji_l(Gz- + 1,D; 1) as

F, | := € R7i-rli-n) (H.1)

BT D

where A € R7*%i, B € R7*Izi1@+0/21 and D € RYZ1@i+n/21%0iz 1 @+0/21 - We note
that, since F;_; € F;_ (G;+1, D;_;), we have (a) A € F;(G;, D;) and hence A~' € F; (G})
by assumption (b) if we write B := [BY,BY, ..., Bgi]T, where B, € RI%0/2 %01 _y(@i40/21

[ =1,2,...,G;, whose matrix structure has been established in Lemma 5.4.1 (or Table 2)
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(c) D=cly,,, Also, let us similarly write

—1(G+1)/21°
A B
F,!:= € R7i-rlimt) (H.2)
B” D

where A € R7*i, B € R7"*Izia@+u/21 and D € REE- 1@+ bz y@+u/21 - Ty ghow
that F;', € F,_ (G; + 1), it suffices to check that (i) A € F, (G;) (ii) if we write B :=
[BT .. .BgJT, where B, € RE%@/2AXET_1Gt0/2 | — 1, G, then each 4 x 4 block off-
diagonal submatrix of B; belongs to O(4) or is a zero matrix O, (iii) D = ALrir_ oiinym-

Properties (i)-(iii) can be shown based on the inversion formula for block matrices

o A |B
L BT ]:_) =
(A-BD'B")” —(A-BD'B")"'BD"!
| - (D-BTA'B)'CA! (D-B"A'B)" |

Proof of (i): From (H.3), we have A = (A —BDleT)f1 = (A - %BBT)A. Since
A € F;(G;,D;), to prove A € F;(G;), it suffices to check the structure of BB”. In
particular, BB” can be expressed as given in (D.1), where B;B/, k,[,=1,2,...,G;, have
the following structures. a) If Nrz,0y21 = Niz,_,(6;41)/21 = 2, then according to (p2) of
Lemma 5.4.1 B; € O(8,2) or B, = Og. Therefore, we have B/B! = ¢;I3 or B;B! = Ogs.
b) If Nrz;a)21 = 3 or 4, Nrz,_,(G;41)/2] = 2, then according to (p3) of Lemma 5.4.1 each
4 x 4 submatrix of B; € R**® belongs to orthogonal design. It can be easily checked that

BB = ¢Li. ¢) If Niz,uy21 = 2, Niz,_,(G;+1)/2] = 3 or 4, then according to (p3) of Lemma
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5.4.1 each 4 x 4 submatrix of B; € R*** belongs to orthogonal design. It can be verified that

B,BY = ale—alo) (H.4)
—qls  gly

d) If Nrz,ay/21 = Nizioy(Gi+1)/21 = 3 or 4, then according to (p4) of Lemma 5.4.1 B; € O(4)
or B; = Oy, and we thus have B;B! = ¢;I, or BBl = O,. Based on the results a)-d), we
can see that the diagonal entries of B;B] are the same. (e) To check the structure of B;BY,
whenever k # [, we first identify the families of B;’s and B;’s according to Lemma 5.4.1, and
then compute B;B/ using Fact C.0.1. Using the same procedures as done in a)-d) above, we
indeed can find that each 4 x4 block submatrix of BB} belongs to an orthogonal design, or is
a scaled identity matrix or zero matrix. Based on above results, we have BB € F; (G, D}),
where G} = G; and D; < D} < G,. Thisleads to (A — LBB”) € F,,(G}, D)) since A C BB.
As a result, we can obtain A = (A — %BBT)f1 € ]}Jl(G;) by assumption. This proves

property (i). O

Proof of (ii): From (H.3), we have:B= —ABD ' = 1AB, and it thus suffices to check
the structure of AB. From the proof of (i), we can see that each 4 x 4 block submatrix of A
or B belongs to an orthogonal design-or:is a zero-matrix. By using Fact 5.4.1 and C.0.1, it
can thus be verified that each 4 x 4 block submatrix of AB will also belong to an orthogonal

design or be a zero matrix, which follows property (ii). O

Proof of (iii): Since D = (D — BTA*IB)f1 and D = cl

i—1(G;+1)/217

to prove property
(iii), it suffices to check that BT A™'B is a scalar multiple of ILs (640 To this end, for
k,l =1,...,G;, we denote by Uk,l the (k, l)th L(Ii_l(k)/ﬂ X LfIi—l(l)/Q] block submatrix of

A!'. Since B= [BY,BT,..., Bgi]T, it is easy to check that

G;
B’A'B = ) B[U,B

k=1
L G;

= Y B{U.,B,+ > B{U,B. (H.5)
k=1 kl=1,k#l
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Since A~! € fji(Gi), we have by definition Uy = Lz, ), for some scalar ;. Using
Fact 5.4.1, the first summation on the right-hand-side of the second equality in (H.5) can

thus be simplified as

Gi Gi
Z B, U ;B = Z nxBj B
k=1 k=1

_ ) ol gy N Nizcaeirn/z = 2, (H.6)

aly if Niz,e)/21 = 2, Nz @ivny21 € {34}
On the other hand, since k,l =1,2,...,G;, each 4 x 4 block submatrix of Uy ; or By belongs
to an orthogonal design or is a zero matrix by assumption, then we have that each 4 x 4 block

submatrix of Bl Uy B, also belongs to an orthogonal design or is a zero matrix. Therefore,

by using Fact C.0.1 it follows that

B/ U,,B, + B{U;;B;

el s oo pmp E Niieyer, Nizoicivn/e = 2,

_ | (H.7)
0Ly i Nz gy =2, Nz ey € {3,4)-
From (H.7), it can be verified that
L cp
I A Nen 21, Niz_uc =2,
S BIU,B - BrlLir sy m iZik) /21 N1z 1 (Git1)/2] (13)
ki=1k#l beIy i 'Niz,ky21 = 2, Nz ci1y/21 € {34}
Theorem 5.4.1 thus asserts. ]
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